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ABSTRACT

Transformer architectures are the backbone of most modern language models, but
understanding the inner workings of these models still largely remains an open
problem. One way that research in the past has tackled this problem is by iso-
lating the learning capabilities of these architectures by training them over well-
understood classes of formal languages. We extend this literature by analyzing
models trained over counter languages, which can be modeled using counter v
ariables. We train transformer models on 4 counter languages, and equivalently
formulate these languages using stacks, whose depths can be understood as the
counter values. We then probe their internal representations for stack depths at
each input token to show that these models when trained as next token predictors
learn stack-like representations. This brings us closer to understanding the algo-
rithmic details of how transformers learn languages and helps in circuit discovery.

1 INTRODUCTION

Modern day language models (LMs) are increasingly capable of capturing complex sequential and
linguistic patterns, achieving strong performance across diverse natural language as well as syn-
thetic tasks. Despite their impressive capabilities and substantial amounts of effort and progress,
the inner workings of these models still remains opaque and un-interpretable to a substantial extent.
For instance, we know that transformer models of sufficient complexity can learn, for example, to
perform modular arithmetic, but recovering the exact algorithm used by these models to perform
this task remains a challenge (Nanda et al.). Building on this line of inquiry, our research focuses
on formal languages, specifically examining models trained on counter languages—a class of lan-
guages formally modeled using stack memory. We demonstrate that these models develop internal
representations that effectively mimic stack structures, providing insights into how they process and
generate such languages Interpreting, understanding and reasoning about the algorithms and cir-
cuits within language models (LMs) remains a largely open problem, with use cases in Al safety,
alignment, and performance.

Formal Languages: Formal languages provide a useful testbed to isolate and investigate the learn-
ing properties of transformers and their failure cases, since these languages have precise mathemati-
cal properties that the model can be tested on (Ackerman & Cybenko,2020). This literature contains
both empirical results (Strobl et al., 2024b; [Bhattamishra et al., [2020) as well as theoretical analysis
of cognitive biases and learning bounds over these formal tasks (Hahn & Rofin, [2024; Pérez et al.,
2019; Zhou et al.l [2023; [Hahn, 2020).

*Equal Contribution.
"Importantly, we do not make any claims about the causality of these stacks. This is further discussed in the
Section 5.
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This line of inquiry is particularly significant because all algorithmic tasks can be reduced to a
language within a specific class of formal languages. For instance, arithmetic in Polish notation can
be modeled as a single-counter, non-regular context-free language, solvable with a stack memory
but not without it. Thus, robust theoretical and empirical insights into formal languages contribute to
advancing the capabilities of language models (Zhang et al., 2024). Furthermore, natural languages
exhibit features that can be approximately mapped to certain classes of formal languages, often
displaying recursive structures akin to those found in formal systems (Kornail |1985; Jiager & Rogers,
2012).

Mechanistic Interpretability and Probing Classifiers: The field of Mechanistic Interpretability
(MI) aims to extract the reasoning and interpretable structures present inside these models. Among
other things, MI deals with identifying features inside language models (Rai et al., 2024). A feature
is a human-interpretable property of the model’s activations on specific inputs. This leads to an
understanding of features as meaningful vectors in the activation space of a model. A widely used
approach to understanding model structures through the aforementioned features involves probing
these models by linking internal representations or activations with external properties of the inputs.
This is done by training a classifier on these representations to predict specific properties. Known
as probing classifiers (Belinkov, 2022), this framework has become a key analysis tool in numerous
studies of NLP models and the methodology that we use to understand the internal structure of the
trained models on these formal languages. This direction is also motivated by other works which
have had success in retrieving coherent internal structures like world models in natural language
(L1 et all 20215 |Abdou et al., |2021) and toy/synthetic setups (Elhage et al.| [2022; |Li et al.l [2024;
Vafa et al.,[2024). To our knowledge, this work is the first to leverage probing classifiers to analyze
models trained on formal languages.

To more formally define the training objective of the probes, let f : « — ¢ denote a language model,
trained on a formal language, with performance measured by the language modeling task of auto-
regressive next-token prediction. The model f generates intermediate representations f;(x) at layer
[, called embeddings. A probing classifier g : f;(z) — Z maps these embeddings to a property z
(e.g., stack depth, part-of-speech), trained and evaluated on dataset Dp = {(f;(z), 2(*))}, which is
formed by pairing each token’s embedding with its property in that sequence. The performance of
the probing classifier depends on two key factors: the probe’s ability to map embeddings to the target
property and the original model f’s ability to generate information-rich embeddings by effectively
learning the next-token prediction task. If the classifier achieves high performance, it indicates that
the model has learned information relevant to the property being probed. This setup serves as a
proxy for examining the internal structure of the transformer, by probing for implicit properties of
the dataset it was trained on. However, the choice of property must be carefully considered to ensure
meaningful and interpretable results. In our case, we adopt a more formal and structured approach
by leveraging counter languages, which provide a well-defined and rigorous framework for probing.
Formal languages offer a clear and systematic property to probe, grounded in their precise modeling
and theoretical foundations.

2 RELATED WORK

Transformers and Formal Language Learnability: Transformers dominate sequence modeling
tasks, but their ability to model FL requiring structured memory, like counters or stacks, is only
incompletely understood. While theoretically Turing-complete (Pérez et al.l 2019) and universal
approximators of sequence functions (Yun et al., 2020), practical learnability of FL is less under-
stood. For example, [Hahn| (2020) showed Transformers struggle with Parity and Dyck-2 in the
asymptotics of unbounded sequence length. Empirical studies, such as Bhattamishra et al.| (2020)
and |Strobl et al.|(2024a), demonstrate Transformers can learn Dyck-1 and Shuffle-Dyck, suggesting
they can simulate counter-like behavior. These findings highlight the need for further investigation
into Transformers’ ability to model FL.

Probing Internal Representations: Probing classifiers have become a key tool for understanding
neural model representations. By training simple classifiers on intermediate activations, researchers
infer whether specific properties are encoded. For example, [Voita et al. (2019) studied attention
heads, while Rogers et al.| (2020) and |Coenen et al.| (2019) explored intermediate layer informa-
tion. In FL, probing has been used to analyze models trained on tasks like arithmetic and syntactic
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parsing (Li et al., [2021; |Abdou et al.|, [2021). Notably, |[Elhage et al.| (2022) and |Li et al.| (2024)
showed probing can reveal emergent structures in synthetic setups. Our work extends this by prob-
ing models trained on counter languages, providing insights into stack-like representations learned
by Transformers.

Enforcing Stack Structures in Transformers: Several works have explored explicitly incorpo-
rating stack-like structures into neural models to handle hierarchical patterns. For example, |Joulin
& Mikolov| (2015) proposed a neural stack for RNNs, enabling pushdown automata simulation.
Similarly, [Suzgun et al.| (2019) introduced a differentiable stack for learning Dyck languages. In
Transformers, papers like [Fernandez Astudillo et al.| (2020) and DuSell & Chiang| (2024) explored
external memory modules to enhance long-range dependency modeling. While promising, these ap-
proaches require significant architectural changes. Our work focuses on whether Transformers can
implicitly learn stack-like representations without explicit constraints, offering a more interpretable
approach to modeling FL.

In summary, our work builds on these foundations by analyzing Transformers’ ability to model
counter languages and probing their internal representations for stack-like structures. By bridging
FL theory and mechanistic interpretability, we aim to advance understanding of how Transformers
learn and generalize algorithmic patterns.

3 PROBLEM SETUP AND ARCHITECTURE

3.1 COUNTER LANGUAGE MODELING

Counter Languages are languages modeled using counter machines, which are DFAs with counter
variables which can be incremented, decremented, and set to 0. We focus our work on the Dyck
language, which is a well studied class of counter languages, and the k-Shuffles of Dyck-1.

Dyck-1 is the set of well-formed parenthesis strings, is a context-free language which requires 1
counter to model it. Over the alphabet ¥ = {(, )} the production rules are:

€
S — < (9)
SS

Shuffle is the binary operation || on two strings which interleaves the two string in all possible ways.
Inductively:

cu®@e=ec@u={u}
* au® pv=a(ud fv)Upau )

for any o, € ¥ and u,v € E* For example, the shuffle of ab,cd =
{abed, acbd, acdb, cabd, cadb, cdab}. The Shuffle operation can be extended to apply over lan-
guages £ and L, as:

L1 Ly = U u®u

uely,
vELY

We use Shuffle-k to denote the Shuffle of k£ Dyck-1 languages, each with vocabulary >J; such that
Niep,r Zi = 0, ie. disjoint vocabularie

Similar to Bhattamishra et al.[(2020) Shuffle-2 is the shuffle of Dyck-1 over alphabet ¥ = {(, )} and
another Dyck-1 over the alphabet > = {[, ]}. Hence the resulting Shuffle-2 language is defined over
alphabet X = {[, 1, (, )} and contains words such as ([)] and [((])) but not ])[(.

In our experiment setup we consider 4 counter languages: Dyck-1, and Shuffle-2, Shuffle-4, and
Shuffle-6. For all these languages we follow the training details from |Bhattamishra et al.| (2020) We

The * is the Kleene Star operation
3Hence, Shuffle-1 is the same as Dyck-1
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employ an encoder-only transformer model with a linear decoder layer (language-modeling head)
for sequence processing tasks. The model architecture and training details closely follow the setup
from Bhattamishra et al.[(2020) and is described in the Appendix.

3.2 PROBING SETUP

Shuffle-k can be modeled using k£ counter variables. Let s be the input string of length n, and let
paren, denote the ¢-th pair of parentheses with opening symbol open; and closing symbol close; for
1 <4 < k. During iterating over s and increasing the value of counter; when open, is encountered
and decreasing it when close; is encountered, if any counter value becomes negative then we can
say s ¢ Shuffle-k. At the end of the string if the values of all counters are O then s € Shuffle-k.

Algorithmically, Shuffle-k can be modeled using k stacks, and pushing open, in stack; and popping
when close; is encountered. If any stack; is empty when close; is encountered then s ¢ Shuffle-k
and if at the end all stacks are empty then s € Shuffle-k. In this formulation the depth of stack;
corresponds to counter;. Hence, for a Shuffle-k language, we train k different probing models, one
for each stack.

We probe the trained models for the depth of stacks at each input token to determine if the mod-
els learns the counter representation of these languages. We train simple feed forward networks
of varying depths and complexity as multi class classifiers with ReL.U activations on the internal
representations from the trained model to predict the depth of stack being probed for.

The probing dataset is constructed by sampling sequences from the training corpus of the language
model. It consists of 10,000 samples, each with lengths ranging between 2 and 50 tokens. The
dataset is split into 8,000 samples for training and 2,000 for validation. Each sample is represented
as a pair comprising the transformer encoder’s embedding and the corresponding probed value. The
embedding is extracted from the output of the last encoder layer of the language model and has a
dimension of d0qe- Specifically, for an input sequence of length T, the encoder produces an output
of dimension 7' X dpege;- We slice this output along the sequence length dimension to obtain a
single embedding of size 1 X dpode1 fOr each token, which is then included in the probing dataset.
This process is repeated for all samples in the dataset, ensuring that each entry captures the relevant
encoder representation for probing tasks.

Keeping in the with the best practices of the literature (Hewitt & Liang| 2019) we also create a
control task by randomizing the target values for the same input set. The difference between the
accuracy on the main task and the control task is called the selectivity, and high values signify that
the probing model is not learning spurious correlations, or memorizing the training data.

To further verify our probing methodology, we compile a model M using Tracr (Lindner et al.,
2023)) from the RASP (Weiss et al., 2021)) program for Dyck-1 and use the same probing setup P
on this model. Since, M is not trained using data, but is instead compiled using a known algorithm
it can be used to test if P is effective at detecting stack-like features. The results of P on M are
positive and are included in the Appendix.

4 RESULTS

We probe models trained on Dyck-1 for stack depth at each input token and use & probes—one per
stack—for Shuffle-k models.

Figure|[I|presents probing accuracies for Dyck-1 and one Shuffle-k stack, with results for other stacks
in the Appendix. High probing accuracy, even with linear probes, alongside near-random control
task performance suggests the probes capture genuine model representations rather than spurious
patterns or memorized data.

The results indicate the presence of counter variables in models trained on counter languages. No-
tably, probe accuracy is higher for Shuffle-k than Dyck-1 and increases with k. This likely occurs
because, as k grows, each stack updates less frequently (e.g., Dyck-1 updates every token, while
each Shuffle-6 stack updates roughly every 6th token).



Published as a workshop paper at ICLR World Models workshop

Probing Accuracy for Stack Depths on Dyck-1
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Figure 1: Probing accuracy across model architectures for different stack depths. Blue lines show
task validation accuracy, while red lines represent a randomized control baseline. High task accuracy
with low control accuracy indicates successful learning of stack-like structures.

5 FUTURE WORKS AND CONCLUSION

A key limitation of our study is that probing classifiers don’t establish causality between detected
features and model behavior. While we demonstrate the presence of counter-like structures, future
work should determine if these structures fully capture the model’s computational mechanisms and
investigate their causal role in model outputs. The broader task of interpretability encompasses both
understanding learned representations and the algorithms that operate on them - our work focuses
primarily on the former, leaving algorithmic manipulation of stack structures as an important area
for future research. Additional directions include exploring multiple concurrent representations and
their causal relationships, studying how architectural variations impact stack formation, analyzing
probing model failure cases, and validating our findings using more robust mutual information tech-
niques.
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A COUNTER LANGUAGES

In this section we formalize the notion of counter languages by defining them as languages modeled
by a k-counter machine. For m € Z, let =m denote the function Ax.x & m. Let x0 denote the
constant zero function Az. 0. The k-counter machine is defined as [t

Definition 1 (General counter machine). A k-counter machine is a tuple (X, Q, qo, u, 6, F') with

A finite alphabet >
A finite set of states ()
An initial state qg

L=

A counter update function
uw: Y x Qx{0,1}* —
({+m:m € Z} U {x0})k

5. A state transition function
§:2xQx{0,1}* = Q
6. An acceptance mask
FCQx{0,1}F

A machine processes an input string « one token at a time. For each token, we use u to update the
counters and § to update the state according to the current input token, the current state, and a finite
mask of the current counter values. We formalize this in Definition 2.

For a vector v, let z(v) denote the broadcasted “zero-check” function, i.e.

{0 ifv,=0

#V)i= 1 otherwise.

Definition 2 (Counter machine computation). Let (¢, c) € Q x Z* be a configuration of machine
M. Upon reading the input x; € 3, we define the transition

<Q7 C> —ra, <5(It, q, Z(C))) U(Z‘t, q, Z(C))(C)>
Definition 3 (Real-time acceptance). For any string + € X* with length n, a counter machine
accepts z if there exist states q1, . . . , ¢, and counter configurations cy, . . ., ¢, such that

<q070> —ra <Q1;01> —ay T T, <Qnycn> S

Definition 4 (Real-time language acceptance). A counter machine accepts a language L if, for
each x € X%, it accepts x iff x € L.

B TRACR MODEL RESULTS

As mentioned in [3.2] we compile a model using Tracr from the following RASP program for Dyck-

def num_prevs(bools) {
prevs = select(indices , indices , <=);
return (indices+1) =
aggregate (prevs,
indicator (bools));

*Merrill, W. (2020). On the linguistic capacity of real-time counter automata. arXiv preprint
arXiv:2004.06866.

SWeiss, Gail, Yoav Goldberg, and Eran Yahav. “Thinking like transformers.” International Conference on
Machine Learning. PMLR, 2021.
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Figure 2: A graphical representation of a 1-counter machine that accepts Dyck-1 if we set I’ to
verify that the counter is 0 and we are in ql.

(0, qo0) ? (1,q0) 7 (2, o) ? (1,q1) 7 0,q1) € I

<07¢I0> ? <1aqo> T} <2a¢I0> T) <17q1> 7 <27qo> ¢ F

Figure 3: Behavior of the counter machine in[2Jon (()) (top) and (()( (bottom)

n_opens = num_prevs(tokens=="(");
n_closes = num_prevs(tokens==")");
balance = n_opens — n_closes;
prev_imbalances = num_prevs(balance <0);
dyckl = ”F” if prev_imbalances > 0

else

(”T” if balance==0 else "P”);

Here, P refers to the state when the prefix at the current token is legal but not yet balances, T when
it is balanced, and F when it is illegal. This process produces a transformer model which is then
used to generate a probing dataset. We leverage the same training tokens used in previous exper-
iments to generate activation embeddings, which are then utilized to train our probing model. To
robustly demonstrate the effectiveness of our probing methodology, we train the model on two dis-
tinct tasks: multi-class classification and regression. Given the transformer’s unique architectural
design, which is tailored to align with the underlying algorithm, our probing approach aims to re-
cover stack-like properties inherent in the language. If successful, this would provide conclusive
evidence of the efficacy of our probing setup. By successfully recovering these properties—such as
stack depth—through high accuracy on the probing tasks, we demonstrate the efficacy of our probing
setup. These results provide strong evidence that our approach effectively captures the hierarchical
and structural features encoded in the model’s representations.
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Probing Accuracy for Stack Depths Trained on Tracr Model Representations
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Figure 4: Probing results on the Tracr compiled model.

Number of Parameters with ReLU activation

C PROBING MODEL RESULTS

C.1 Dyck-1

C.2 SHUFFLE-2

C.3 SHUFFLE-4

10




Published as a workshop paper at ICLR World Models workshop

Probing Accuracy for Stack Depths on Dyck-1
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Probing Accuracy for Stack Depths on Shuffle-2 (Stack 1)
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C.4 SHUFFLE-6
D PROBING MODEL TRAINING DETAILS

The probing classifier models are fully connected layers (ranging from linear models, to models with
6 layers with ReL.U activations with hidden layer size of 128). We use dropout=0.2 and initialize
the weights using Xavier initialization. The models are trained for 10 epochs with a learning rate
of 0.001, batch size 32 with the Adam optimizer. We utilise the Cross-Entropy loss to train the
multi-class classification task.
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Probing Accuracy for Stack Depths on Shuffle-2 (Stack 2)
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Probing Accuracy for Stack Depths on Shuffle-4 (Stack 3)
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Probing Accuracy for Stack Depths on Shuffle-4 (Stack 4)
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Probing Accuracy for Stack Depths on Shuffle-6 (Stack 2)

100 - ° ° ° °
98.2 98.9 99.0 99.1
9 0 1 1 1 1
i i i i i
80+ 1 1 1 1 1
1 1 1 1 1
[} 1 1 1 1
— 1 I 1 1 1
x 1 1 1 1 1
S o] ' : ' T
3 ! ! H —8— Task Validation
g ! 1 ! —e— Control Task Validation
S 1 { 1 1 :
< 409 ! ! i i !
1 1 ] 1 1
1 1 1 1 1
1 1 1 1 1
I 1 1 1 1
20 A 1 I 1 1 1
9.2 91 9,2 9:2 91
Linlear 2 Ia;/ers 3 Ia;/ers 4 Ialyers 6 Ialyers
Number of Layers with ReLU activation
Probing Accuracy for Stack Depths on Shuffle-6 (Stack 3)
100 - 9 9 Py
f9 983 98.9 99.0 98.4
9 I.9 1 : : I
1 i 1 1 H
80+ 1 1 [ 1 1
I 1 1 1 I
I 1 I 1 I
— 1 1 I 1 |
8 | | : : !
o) 601 ! ! ! —8— Task Validation
g : : : —o— Control Task Validation
g ' ' : : i
o0l : . . :
1 1 I I 1
I 1 1 I I
I 1 1 1 I
I 1 I 1 I
20 A 1 1 1 1 1
9.2 91 9.2 9.2 91
Linlear 2 Ia;/ers 3 Ia;/ers 4 Ialyers 6 Ialyers
Number of Layers with ReLU activation
Probing Accuracy for Stack Depths on Shuffle-6 (Stack 4)
100 + P 9 o 9
96.1 98.9 99.1 98.9
95.0 i i : i
i i i i i
80 4 1 I I 1 1
1 1 1 1 1
1 1 1 1 1
—_ 1 1 1 1 1
2 1 I I 1 1
= 604 I 1 I 1 - - 1
> : : : —8— Task Validation
g ! 1 ! —e— Control Task Validation
S 1 H I 1 1
< a0 | ' : : :
1 i I 1 1
1 ] 1 1 1
1 1 1 1 [}
1 1 1 1 1
201 I 1 1 1 I
9.2 912 9:2 9.2 9,2
Linlear 2 Ialyers 3 Ia;/ers 4 Ialyers 6 Ialyers

Number of Layers with ReLU activation

14




Published as a workshop paper at ICLR World Models workshop

Probing Accuracy for Stack Depths on Shuffle-6 (Stack 5)
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Probing Accuracy for Stack Depths on Shuffle-6 (Stack 6)
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