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Abstract

Non-autoregressive translation (NAT) with iterative refinement mechanism has shown comparable performance with the auto-regressive counterpart. However, we have empirically found that decoding acceleration is fragile when using a large batch size and running on the CPU. We demonstrate that one-pass NAT is sufficient when providing a few target contexts in advance through synthetic experiments. Inspired by this, we propose a two-stage translation prototype – Hybrid-Regressive Translation (HRT) to combine the strengths of autoregressive and non-autoregressive. Specifically, HRT first generates a discontinuous sequence by autoregression (e.g., make a prediction every \( k \) tokens, \( k > 1 \)) and then fills all previously skipped tokens at once in a non-autoregressive manner. We also propose a bag of techniques to effectively and efficiently train HRT, with almost no increase in parameters. Experimental results on WMT En↔Ro, En↔De, and NIST Zh→En show that our model outperforms existing semi-autoregressive models and is competitive with current state-of-the-art non-autoregressive translation (Semi-AT) (Wang et al., 2018a; Kaiser et al., 2018; Akoury et al., 2019; Ran et al., 2019, 2020). However, there is still a noticeable gap between the above methods and AT in terms of BLEU despite the effectiveness. Perhaps the most promising solution is to extend the one-shot NAT by introducing an iterative refinement mechanism (IR-NAT). Concretely, IR-NAT takes the translation hypothesis from the previous iteration as a reference and regularly polishes the new translation until reaching the predefined iteration count \( I \) or no translation changed. A common brief is that IR-NAT can run faster than AT and have comparable translation accuracy.

In this work, we continue the line of research and go towards a fast and accurate translation paradigm. Our contributions are threefold:

1. We analyze and empirically reveal that increasing batch size and/or running on CPU can significantly reduce the efficiency of parallel computation, resulting in severe acceleration degradation of IR-NAT. In contrast, AT is less sensitive. For example, when decoding with a batch size of 32 on CPU, the IR-NAT model (i.e., CMLM (Ghazvininejad et al., 2019)) with 10 iterations even runs 3x slower than auto-regressive (cf. Figure 1).

2. We designed a synthetic experiment to demon-
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1We will release the source code once accepted.
strate that iterative decoding is unnecessary when providing a good (partial) target context. Specifically, given a well-trained CMLM model, we notice that under the appropriate masking strategy, even if 70% of the AT translation is masked, the remaining target context can help the CMLM(beam=1, I=1) compete with the standard CMLM(beam=5, I=10) (see Figure 2).

• We proposed a two-stage translation prototype – Hybrid-Regressive Translation (HRT). Concretely, HRT first uses an autoregressive decoder to generate a discontinuous target sequence with the interval k. Then, HRT fills these remaining slots at once in a non-autoregressive manner. We further propose joint training guided by curriculum learning and mixed distillation to effectively and efficiently train HRT.

Experimental results on WMT En→Ro, En→De, and NIST Zh→En show that HRT has a large BLEU improvement compared with previous Semi-AT methods and can compete with the state-of-the-art IR-NAT models. Moreover, HRT has a consistent 50% decoding speedup compared with the autoregressive counterparts regardless of batch sizes and devices.

2 Background
Given a source sentence $x = \{x_1, x_2, \ldots, x_M\}$ and a target sentence $y = \{y_1, y_2, \ldots, y_N\}$, there are several ways to model $P(y|x)$:

**Autoregressive translation (AT)** is the dominant approach in NMT, which decomposes $P(y|x)$ by chain rules:

$$P(y|x) = \prod_{t=1}^{N} P(y_t|x, y_{<t})$$

where $y_{<t}$ denotes the generated prefix translation before time step $t$. However, autoregressive models have to wait for the generation of $y_{t-1}$ before predicting $y_t$, which hinders the parallel computation over the target sequence.

**Non-autoregressive translation (NAT)** allows generating all target tokens simultaneously (Gu et al., 2017). NAT replaces $y_{<t}$ with target-independent input $z$ and rewrites Eq. 1 as:

$$P(y|x) = P(N|x) \prod_{t=1}^{N} P(y_t|x, z)$$

**Iterative refinement based non-autoregressive translation (IR-NAT)** extends the traditional one-shot NAT by introducing a multi-round decoding mechanism (Lee et al., 2018; Ghazvininejad et al., 2019; Gu et al., 2019; Ghazvininejad et al., 2020b). We choose CMLM as IR-NAT representative in this work due to its excellent performance and simplification. During training, CMLM randomly masks a fraction of tokens on $y$ as the alternative to $z$ and is trained as a conditional masked language model. Denote $y^m/y^r$ as the masked/residual tokens of $y$, then we have:

$$P(y|x) = \prod_{t=1}^{\left\lceil \frac{|y|}{m} \right\rceil} P(y^m_t|x, y^r)$$

At inference, CMLM deterministically masks tokens from the hypothesis in the previous iteration $\hat{y}^{(i-1)}$ according to the prediction confidence. This process is repeated until $\hat{y}^{(i-1)} = \hat{y}^{(i)}$ or $i$ reaches the maximum iteration count.

3 Acceleration Degradation in IR-NAT
This section empirically compares the practical inference speed of CMLMs and autoregressive models on different batch sizes (1, 8, 16, 32) and devices (GPU, CPU) to demonstrate the speed degradation problem.

**Setup** Inference speed is measured on the widely used WMT En→De newstest2014 test set with a beam size of 5. We use the official CMLM models released by Ghazvininejad et al. (2019) 2. Unless otherwise stated, we use TITAN X (Pascal)
GPU and Intel Xeon(R) E5-2680 v3 @ 2.50GHz CPU in this work. We measure all speeds five times and report the average value.

Results As illustrated in Figure 1, we can see that: (1) Relative speedup ratio (CMLM/AT) decreases as the increase of decoding batch size regardless of the number of iterations; (2) The speed on the CPU is consistently worse than that on the GPU; (3) Unlike the single iteration CMLM that can achieve stable acceleration, the CMLM with $I=10$ is even three times slower than autoregressive when decoding with a batch size of 32 on the GPU.

Analysis Suppose that the computational cost is proportional to the size of decoder input tensor $(BH \times BM, N, H)$, where $BH$ is the batch size, $BM$ is the beam size, and $H$ is the network dimension. For convenience, we omit $BM$ and $H$ due to their invariance in NAT and AT. Thus, the total cost of $I$-iterations NAT is $C_{nat} \propto I \times O(BH \times N)$. Similarly, the cost of AT model is about $C_{at} \propto L \times O(BH \times N)$.

We use $T(\cdot)$ to represent the elapsed time. In this way, we can denote the relative speedup ratio as

$$\alpha = \frac{T(C_{at})}{T(C_{nat})} \propto \frac{N}{T} \times \mathcal{E},$$

where

$$\mathcal{E} = \frac{T(O(BH \times I))}{T(O(BH \times N))} \leq 1.$$ 

Therefore, it is easy to determine that fewer iterations $I$ and more efficient parallel computation (larger $\mathcal{E}$) are the keys to the acceleration in IR-NAT. Unfortunately, due to hardware limitations, $\mathcal{E}$ decreases significantly as the computation cost ($BH$) increases (see Appendix A for details). For example, when $BH$ increases from 1 to 32, AT’s decoding latency on the GPU for a fixed test set (En→De newstest14) reduces by 22.4 times, while CMLM ($I=10$) only reduces by

3.6 times $^4$. If $\mathcal{E}$ is too small, the advantage of parallel generation will disappear. And once $\mathcal{E} < \frac{N}{T}$, NAT will perform slower than AT.

4 Synthetic Experiments

One way to alleviate the problem above is to reduce the iteration count. To this end, we design a synthetic experiment on WMT En→Ro and En→De to study how much target context is needed to make one-shot NAT compete with IR-NAT? We change the target context by masking the translation generated by the pre-trained AT model.

Models We use the official CMLM models (Ghazvininejad et al., 2019). Since the authors did not release the AT baselines, we used the same data to retrain AT models with the standard Transformer-Base configuration (Vaswani et al., 2017) and obtain comparable performance with theirs (see Appendix B for details).

Decoding AT models decode with beam sizes of 5 on both tasks. Then we replace a certain percentage of AT tokens with $<$mask$>$ and feed them to CMLM. The used CMLM model only iterates once with beam size 1. We substitute all $<$mask$>$ with CMLM’s predictions to obtain the final translation. We report case-sensitive tokenized BLEU scores by multi-bleu.perl.

Mask strategies We tested four strategies to mask AT results: Head, Tail, Random and Chunk. Given the masking rate $p_{mask}$ and the translation length $N$, the number of masked tokens is $N_{mask} = \max(1, \lfloor N \times p_{mask} \rfloor)$. Then Head/Tail always masks the first/last $N_{mask}$ tokens, while Random masks the translation randomly. Chunk is slightly different from the above.

$^3$While the decoder self-attention module considers the previous $i$ tokens, we omit it here for the sake of clarity.

$^4$We observed similar results on CPU.
strategies. It first divides the target sentence into $C$ chunks, where $C = \text{Ceil}(N/k)$ and $k$ is the chunk size. Then in each chunk, we retain the first token, but mask other $k-1$ tokens. Thus, the actual masking rate in Chunk is $1 - 1/k$ instead of $p_{\text{mask}}$. To exclude randomness, we ran Random three times with different seeds and report the average results.

**Results** The experimental results are illustrated in Figure 2, where we can see that balanced bidirectional context is optimal. Specifically, Chunk is moderately but consistently superior to Random and both of them significantly outperform Tail and Head. We attribute the success of Chunk to two aspects: (1) The use of bidirectional context (compared to Head and Tail (Devlin et al., 2019)); (2) Uniformly distributed deterministic tokens (compared to Random) 5. In addition, when using the Chunk strategy, exposing 30% AT tokens as the input of the decoder is sufficient to make our CMLM(beam=1, $I=1$) compete with the official CMLM(beam=5, $I=10$), which indicates the importance of a good partial target context.

5 Hybrid-Regressive Translation

Inspired by the Chunk strategy’s success, we propose a two-stage translation paradigm called Hybrid-Regressive Translation (HRT). Briefly speaking, HRT autoregressively generates a discontinuous sequence with chunk size $k$ (stage I), and then non-autoregressively fills the skipped tokens (stage II). The idea of HRT is similar to SynST (Akoury et al., 2019) that carries out AT and NAT sequentially, but HRT does not require any additional supervision from the external parser tree.

5.1 Architecture

**Overview** Our HRT consists of three components: encoder, Skip-AT decoder (for stage I), and Skip-CMLM decoder (for stage II). All components adopt the Transformer architecture (Vaswani et al., 2017). To make the single model compatible with the generation of continuous and discontinuous sequences simultaneously, we additionally equip each decoder self-attention sublayer with a simplified relative position representation (SRPR) (Shaw et al., 2018) for the awareness of word position information 6. The two decoders have the same network structure and share model parameters, leading to almost the same parameter size as the standard CMLM (except for a few parameters in SRPR). The only difference between the two decoders lies in the masking pattern in the self-attention sublayer: The Skip-AT decoder masks future tokens to guarantee strict left-to-right generation. In contrast, the Skip-CMLM decoder eliminates it to leverage the bi-directional context.

No target length predictor Existing NAT models generally train the translation model with an independent translation length predictor. However, just like previous Semi-AT models (Wang et al., 2018a; Akoury et al., 2019; Ran et al., 2020), such a length predictor is unnecessary for us because the translation length is a by-product of Skip-AT, e.g., $N_{\text{nat}}=k \times N_{\text{at}}$, where $N_{\text{at}}$ is the sequence length produced by Skip-AT 7. There are two main advantages to avoiding the independent length predictor: (1) No need to carefully tune the weighting coefficient between the length prediction loss (sentence level) and the target token prediction loss (word level). (2) The length predicted by (Skip-)AT may be more accurate because it can access the already generated sequence information to obtain better translation performance (Ghazvininejad et al., 2019).

5.2 Training

This section will introduce how to train the HRT model efficiently and effectively. Please refer to Appendix C for the entire training algorithm.

Training samples Figure 3 illustrates the differences of training samples among AT, CMLM, Skip-AT, and Skip-CMLM. Compared with AT, Skip-AT shrinks the sequence length from $N$ to $N/k$. It should be noted that, although the sequence feeding to Skip-AT is shortened, the input position still follows the original sequence. For example, in Figure 3 (c), the position of Skip-AT input ($<s2>$, $y_2$, $y_4$) is (0, 2, 4) instead of (0, 1, 2). Moreover, CMLM has the opportunity to mask any token on the target sequence, while the masking pattern in Skip-CMLM is deterministic.

---

5 Chunk can guarantee that each masked token (except the last $k-1$ ones in the sequence) can meet two deterministic tokens within the window size of $k$. However, in extreme cases, Random may degrade into Head/Tail.

6 Shaw et al. (2018) inject the relative positional representation in both key and value, while our SRPR only involves key. We found that this simplification has no negative impact on performance but saves memory footprint.

More precisely, $N_{\text{nat}}$ is the maximum length rather than the realistic length because multiple $<s/>$ may appear in the last $k$ tokens.
Table 1: Examples of different methods to generate the sequence of “a, b, c, d, e, f”. “→” denotes a new decode step conditioned on the prefix with beam search, while “→→” is its greedy search version.

<table>
<thead>
<tr>
<th>Method</th>
<th>Generation</th>
</tr>
</thead>
<tbody>
<tr>
<td>SAT</td>
<td>a, b → c, d → e, f</td>
</tr>
<tr>
<td>RecoverSAT</td>
<td>a, c, e → b, d, f</td>
</tr>
<tr>
<td>HRT (Our)</td>
<td>a → c → e → → b, d, f</td>
</tr>
</tbody>
</table>

Curriculum learning Unfortunately, the direct joint training of Skip-AT and Skip-CMLM is problematic because their training samples cannot fully use all the tokens in the sequence. For example, in Figure 3 (c) and (d), y₁ and y₂ have no chance to be learned as the decoder input of either Skip-AT or Skip-CMLM. However, there is no such problem in AT and CMLM. Therefore, we propose to gradually transit from joint training {AT, CMLM} to {Skip-AT, Skip-CMLM} through curriculum learning (Bengio et al., 2009). In other words, the model is trained from chunk size 1 to k (k > 1). More concretely, given a batch of original sentence pairs \( \mathcal{B} \) and let the proportion of chunk size \( k \) in \( \mathcal{B} \) be \( p_k \), we start with \( p_k=0 \) and construct the training samples of AT and CMLM for all pairs. Then we gradually increase \( p_k \) to introduce more learning signals for Skip-AT and Skip-CMLM until \( p_k=1 \).

In the implementation, we schedule \( p_k \) by:

\[
p_k = \left( \frac{t}{T} \right)^\lambda
\]

where \( t \) and \( T \) are the current and total training steps, respectively. \( \lambda \) is a hyperparameter, and we use \( \lambda=1 \) to increase \( p_k \) linearly for all experiments.

Mixed distillation NAT models generally use the distillation data generated by AT models due to the smoother data distribution (Zhou et al., 2020). However, using only distillation data may lose some important information (e.g., rare words) contained in the original data (Ding et al., 2020). To combine the best of both worlds, we propose a simple but effective approach – Mixed Distillation (MixDistill). During training, MixDistill randomly samples the target sentence from the raw version \( y \) with probability \( p_{\text{raw}} \) or its distillation version \( y^* \) with probability \( 1-p_{\text{raw}} \), where \( p_{\text{raw}} \) is a hyperparameter. We empirically found that MixDistill makes the HRT model less prone to overfitting in some simple tasks (e.g., WMT’16 En→Ro). Compared with recent related studies (Ding et al., 2020, 2021), our method is easier to implement: HRT does not rely on external word alignment (Ding et al., 2020), and also avoids the time-consuming bidirectional distillation process (Ding et al., 2021).

5.3 Inference
Thanks to the joint training under chunk size one and \( k \), it is flexible for HRT to trade-off translation quality and speedup by switching different decoding chunk size \( C_d \in [1, k] \).

Autoregressive decoding When \( C_d=1 \), HRT behaves like the standard AT model: Feed <s> to Skip-AT decoder and increase the target position by one in each step. Skip-CMLM decoder is needless. In this way, HRT has no faster speed advantage than AT, but we can regard \( C_d=1 \) as the performance upper bound of \( C_d=k \).

Hybrid-regressive decoding When \( C_d=k \), the Skip-AT decoder firstly starts from <s> to autoregressively generate a discontinuous target sequence \( y_{at} = (z_1, z_2, \ldots, z_m) \) with chunk size \( k \) until meeting </s>. Then we construct the input of Skip-CMLM decoder \( y_{\text{nat}} \) by appending \( k-1 \) <mask> before every \( z_i \). The final translation is generated by replacing all <mask> with the predicted tokens by Skip-CMLM decoder with one iteration. If there are multiple <s> existing, we truncate to the first </s>. Note that the beam size \( b_{at} \) in Skip-AT can be different from the beam size \( b_{nat} \) in Skip-CMLM as long as \( b_{at} \geq b_{nat} \):

\(^8\)Training with only raw data or distillation data can be regarded as the special case of MixDistill as \( p_{\text{raw}}=1 \) or \( p_{\text{raw}}=0 \).
where $S(\hat{y})$ denotes the translation hypothesis. Finally, we choose the translation hypothesis with the highest score $S(\hat{y})$ by:

$$
S(\hat{y}) = \max \{ S(\hat{y}) \mid \hat{y} \in \mathcal{Y} \}
$$

where $\mathcal{Y}$ is the set of all possible translations.

5.4 Discussion

The basic idea of HRT is to apply AT and NAT in sequence, which has been investigated by Kaiser et al. (2018); Ran et al. (2019); Akoury et al. (2019). The main difference from these methods lies in the content of AT output, such as latent variable (Kaiser et al., 2018), reordered source token (Ran et al., 2019), syntactic label (Akoury et al., 2019). In contrast, our approach uses the deterministic target content of AT output, such as latent variable (Kaiser et al. (2018); Ran et al. (2019); Akoury et al. (2019). Another line to incorporate AT and NAT is to couple the two decoding paradigms. For example, SAT (Wang et al., 2018a) embeds chunk-level NAT into the AT process, while RecoverSAT (Ran et al., 2020) does the opposite. As shown in Table 1, although HRT has a longer decoding path, the cost of the non-autoregressive process in HRT is cheap. The reason is that our Skip-CMLM can work well with greedy search, thanks to the good context provided by the relatively slow Skip-AT (see Table 2). In contrast, SAT and RecoverSAT need larger beams to explore translations of different lengths. Another note is that HRT significantly outperforms both SAT and RecoverSAT, e.g., +1.0 BLEU scores on WMT En→De (see Table 2).

6 Experiments

Setup We mainly conducted experiments on four widely used WMT tasks: WMT'16 English↔Romanian (En→Ro, 610k) and WMT'14 English↔German (En↔De, 4.5M). We replicated the same data processing as Ghazvininejad et al. (2019) for fair comparisons. To verify the effectiveness in long-distance language pairs, we also test it in the NIST Chinese-English (Zh→En, 1.8M) translation task following the setup of Wang et al. (2018b). Since Ghazvininejad et al. (2019) did not release the distillation data of En→De, we retrained the AT teacher models to produce the corresponding data. Specifically, we use the deep PreNorm Transformer-Base with a 20-layer encoder as the
teacher instead of Transformer-Big for faster train and inference with comparable performance (Wang et al., 2019a). We ran all experiments on 8 TITAN X (Pascal) GPUs. Unless noted otherwise, we use the chunk size $k=2$. We set $p_{raw}=0.5$ for En$\rightarrow$Ro and $p_{raw}=0.8$ for En$\leftrightarrow$De according to validation sets. The windows size of SRPR is 16 as Shaw et al. (2018)\(^9\). We fine-tune HRT models on pre-trained AT models and take the same training steps as that of AT (about 1/3 training steps compared to previous NAT work)\(^10\). Other training hyperparameters are the same as Vaswani et al. (2017) or Wang et al. (2019a) (deep-encoder).

**Translation quality** Table 2 reports the BLEU scores on four WMT tasks. We first verify that greedy search ($b_{nat}=1$) is sufficient for our Skip-CMLM instead of cost-intensive beam search (e.g., a drop of approximately 0.1 BLEU on En$\leftrightarrow$De). In contrast, we noticed that previous methods significantly degrade performance when using greedy search. For example, when the beam size switches from 4 to 1, the BLEU score in SAT is reduced by 0.81. Therefore, we use $b_{att}=5$ and $b_{nat}=1$ (denoted by HRT5-1) in the following experiments unless noted otherwise. Our HRT outperforms most existing NAT, IR-NAT, and Semi-NAT models and establishes new state-of-the-art results on En$\leftrightarrow$Ro. Besides, in line with Guo et al. (2020), when using a deeper encoder, HRT-20 can further improve approximately +0.8 BLEU on more challenging En$\leftrightarrow$De tasks. More surprisingly, we found that HRT can be slightly better than the AT models trained from scratch. We attribute it to two reasons: (1) HRT is fine-tuned on a well-trained AT model, making training easier; (2) Mixing up AT and NAT has a better regularization effect than training alone. We also report the experimental results on the Zh$\rightarrow$En task in Table 3. We can see that HRT is once again superior to the original AT model and CMLM model, which indicates that the effectiveness of HRT is agnostic to language pairs. Please see Appendix E for case study.

### 7 Analysis

#### Translation speed
Previous work generally only reports the decoding speed on GPUs with a batch size of 1. Instead, we systematically tested the decoding speed under varying batch sizes and devices on the WMT’14 En$\rightarrow$De test set (see Figure 4). By default, all systems use a beam size of 5 (except the Skip-CMLM process in HRT). It can be seen that although HRT is slower than CMLM(/=10) when running on a GPU with a batch size of 1, CMLM(/=10) dramatically slows down as the batch size increases. In contrast, HRT5-1 is consistently more than 50% faster than AT without varying with the environment\(^11\). It indicates that HRT has a more stable acceleration than IR-NAT.

#### Impact of data strategy
In Table 4, we compared different data strategies, including raw data (Raw), sequence-level knowledge distillation (Dist.), and mixed distillation (Mix Dist.). Overall, Mix Dist. is superior to other methods across the board, indicating that training with raw and distillation data is complementary. In addition, we also found that the performance of the distillation data is lower than that of the raw data on

\(^9\)For autoregressive baselines, adding SRPR in Transformer decoder did not bring obvious improvements.

\(^10\)Since HRT needs to train Skip-AT and Skip-CMLM jointly, the wall-clock time is about two times longer than AT in the same training epochs.

\(^11\)The acceleration results of other HRT variants are reported in Appendix D.
we can see that: (1) A large $k$ and $b_{nat}=1$. 

Table 5: The effects of chunk sizes. Latency is measured in batch size of 16, $C_d=k$ and $b_{nat}=1$.

<table>
<thead>
<tr>
<th>Chunk (k)</th>
<th>BLEU $C_d=k$</th>
<th>BLEU $C_d=1$</th>
<th>Latency (sec.) GPU</th>
<th>Latency (sec.) CPU</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>34.11</td>
<td>33.86</td>
<td>20.0</td>
<td>70.5</td>
</tr>
<tr>
<td>3</td>
<td>31.15</td>
<td>33.78</td>
<td>13.0</td>
<td>54.6</td>
</tr>
<tr>
<td>4</td>
<td>28.22</td>
<td>34.12</td>
<td>12.2</td>
<td>53.9</td>
</tr>
</tbody>
</table>

Table 6: Effects of deep-shallow architecture on En→De. SU-GPU and SU-CPU denotes the average speedup ratio over batch size {1,8,16,32} on GPU and CPU, respectively. $b_{at}=5$, $b_{nat}=1$. * denotes the number comes from the original paper.

<table>
<thead>
<tr>
<th>Model</th>
<th>KD</th>
<th>BLEU</th>
<th>SU-GPU</th>
<th>SU-CPU</th>
</tr>
</thead>
<tbody>
<tr>
<td>AT</td>
<td>w/o</td>
<td>27.45</td>
<td>ref.</td>
<td>ref.</td>
</tr>
<tr>
<td>CMLM($t=10$)</td>
<td>w/</td>
<td>27.03*</td>
<td>0.93</td>
<td>0.54</td>
</tr>
<tr>
<td>HRT</td>
<td>w/</td>
<td>27.90</td>
<td>1.56</td>
<td>1.80</td>
</tr>
<tr>
<td>SD-AT</td>
<td>w/</td>
<td>28.23</td>
<td>2.08</td>
<td>3.47</td>
</tr>
<tr>
<td>SD-HRT</td>
<td>w/</td>
<td>28.05</td>
<td>3.23</td>
<td>4.55</td>
</tr>
</tbody>
</table>

Table 7: Ablation study on En→Ro and En→De.

<table>
<thead>
<tr>
<th>System</th>
<th>BLEU</th>
<th>$\Delta$</th>
</tr>
</thead>
<tbody>
<tr>
<td>WMT’16 En→Ro validation set</td>
<td></td>
<td></td>
</tr>
<tr>
<td>AT</td>
<td>35.12</td>
<td>N/A</td>
</tr>
<tr>
<td>HRT5-1</td>
<td>54.84</td>
<td>ref.</td>
</tr>
<tr>
<td>- FT</td>
<td>34.46</td>
<td>-0.38</td>
</tr>
<tr>
<td>- SRPR</td>
<td>34.62</td>
<td>-0.22</td>
</tr>
<tr>
<td>- MixDistill</td>
<td>34.21</td>
<td>-0.63</td>
</tr>
<tr>
<td>- CL($p_t=1.0$)</td>
<td>33.85</td>
<td>-0.99</td>
</tr>
<tr>
<td>- ALL</td>
<td>33.38</td>
<td>-1.46</td>
</tr>
</tbody>
</table>

| WMT’14 En→De validation set |
| HRT5-1 (100k) | 26.68| N/A      |
| Official CMLM (300k) | 25.51| ref.     |
| + FT + SRPR + MD (100k) | 25.64| +0.13    |
| + FT + SRPR + MD (300k) | 26.13| +0.62    |

8 Conclusion

We have pointed out that existing IR-NAT methods cannot efficiently accelerate when running with a large batch or on CPU. Inspired by synthetic experiments, we proposed a two-stage translation paradigm, HRT, to combine the advantages of AT and NAT. Experimental results show that our approach outperforms the existing Semi-AT methods and is promising to be a good substitute for AT due to competitive performance and stable 1.5x acceleration.

Impact of chunk size We tested chunk size $k$ on the En→Ro test set as shown in Table 5, where we can see that: (1) A large $k$ has more significant acceleration on the GPU because fewer autoregressive steps are required; (2) As $k$ increases, the performance of hybrid-regressive decoding drops sharply (e.g., $k=4$ is 6 BLEU points lower than $k=2$), but $k$ has little effect on the autoregressive mode. It indicates that the training difficulty of Skip-AT increases as $k$ gets bigger. We think that skip-generation may require more fancy training algorithms, which is left for our future work.

Deep-Shallow architecture Kasai et al. (2020b) point out that AT with deep-shallow architecture (i.e., deep encoder and shallow decoder) can be substantially sped up without loss in accuracy. We also compare HRT and AT under this setting: 12-layer encoder and 1-layer decoder, denoted by SD-HRT and SD-AT, respectively. Instead of the proposed mixed distillation, we use the same sequence-level KD as AT for a fair comparison. From the results listed in Table 6, we can see that: (1) SD-AT outperforms our HRT in both BLEU and speed, indicating the effectiveness of the deep-shallow layer allocation; (2) HRT also benefits from the deep-shallow architecture, achieving comparable BLEU and faster decoding with SD-AT. Note that CMLM with deep-shallow architecture degrades severely (1.1 BLEU dropped) as reported by Kasai et al. (2020b), which indicates that SD-HRT can inherit the good character from SD-AT.

Ablation study In Table 7, we first conducted ablation studies on each newly introduced technique. We can see that all techniques help to improve performance, but the most critical components are CL (-0.99) and MixDistill (-0.63). We also tried to exclude all of them from the standard HRT (-ALL), resulting in a total reduction of 1.46 BLEU points. We continued to experiment on En→De task to verify whether the optimization methods used in HRT training improve CMLM. Table 7 shows that with the help of FT+SRPR+MD, our CMLM model has improved +0.62 BLEU points compared with the official CMLM when fine-tuning 300k steps. However, there is still a large BLEU gap (0.55 BLEU points) between the enhanced CMLM and our HRT with fewer training steps.

8 Conclusion

We have pointed out that existing IR-NAT methods cannot efficiently accelerate when running with a large batch or on CPU. Inspired by synthetic experiments, we proposed a two-stage translation paradigm, HRT, to combine the advantages of AT and NAT. Experimental results show that our approach outperforms the existing Semi-AT methods and is promising to be a good substitute for AT due to competitive performance and stable 1.5x acceleration.
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A Analysis of speed degradation problem

<table>
<thead>
<tr>
<th>Model</th>
<th>BH=1</th>
<th>BH=8</th>
<th>BH=16</th>
<th>BH=32</th>
</tr>
</thead>
<tbody>
<tr>
<td>AT</td>
<td>962s</td>
<td>151s</td>
<td>78s</td>
<td>43s</td>
</tr>
<tr>
<td>CMLM (I=10)</td>
<td>464s</td>
<td>125s</td>
<td>119s</td>
<td>129s</td>
</tr>
</tbody>
</table>

Table 8: Elapsed time of decoding newstest2014 by different batch sizes on Titian X GPU. The beam size is 5.

As shown in Table 8, we list the elapsed time when AT and CMLM(I=10) decode the test set of WMT’14 En→De task under different batch sizes. The beam size used is 5. We test the time on Titian X GPU and report the average of 3 runs. In general, we can see that AT benefits more than CMLM(I=10) from the increase in batch size. Specifically, when the batch size is increased from 1 to 32, the delay of AT is reduced by 962/43 (about 22.4) times, while CMLM (I=10) is only reduced by 464/129 (about 3.6) times. That is, when the burden of parallel computing is too heavy, the common belief that non-autoregressive runs faster than autoregressive may not hold.

Ghazvininejad et al. (2019) 34.28 27.74
Vaswani et al. (2017) - 27.3
Our implementation 34.25 27.45

Table 9: The performance of autoregressive models in the synthetic experiment.

In the synthetic experiment, we trained all AT models with the standard Transformer-Base configuration: layer=6, dim=512, ffn=2048, head=8.

Algorithm 1 Training Algorithm for Hybrid-Regressive Translation

Input: Training data D including distillation targets, pretrained AT model M_{at}, chunk size k, mixed distillation rate p_{raw}, schedule coefficient λ

Output: Hybrid-Regressive Translation model \( M_{hrt} \)

1: \( M_{hrt} \leftarrow M_{at} \) \( \triangleright \) fine-tune on pre-trained AT
2: for \( t \) in 1, 2, \ldots, \( T \) do
3: \( X = \{x_1, \ldots, x_n\}, Y = \{y_1, \ldots, y_n\}, Y' = \{y'_1, \ldots, y'_n\} \leftarrow \text{fetch a batch from} \ D \)
4: for \( i \) in 1, 2, \ldots, \( n \) do
5: \( B_i = (X_i, Y'_i) \leftarrow \text{sampling} \ Y'_i \sim \{Y_i, Y'_i\} \text{ with} \ P(Y'_i) = p_{raw} \text{ } \triangleright \text{mixed distillation}
6: end for
7: \( p_k \leftarrow (\frac{t}{T})^\lambda \) \( \triangleright \text{curriculum learning} \)
8: \( B_{c=k}, B_{c=1} \leftarrow B_{[n \times p_k]}, B_{[n \times p_k]} \) \( \triangleright \text{split batch} \)
9: \( B_{c=k}^{at}, B_{c=k}^{nat} \leftarrow \text{construct} \{\text{Skip-AT, Skip-CMLM}\} \text{ training samples based on} \ B_{c=k} \)
10: \( B_{c=1}^{at}, B_{c=1}^{nat} \leftarrow \text{construct} \{\text{AT, CMLM}\} \text{ training samples based on} \ B_{c=1} \)
11: Optimize \( M_{hrt} \text{ using} \ B_{c=k}^{at} \cup B_{c=1}^{at} \cup B_{c=k}^{nat} \cup B_{c=1}^{nat} \text{ } \triangleright \text{joint training} \)
12: end for

The difference from Ghazvininejad et al. (2019) is that they trained the AT models for 300k steps, but we updated 50k/100k steps on En→Ro and En→De, respectively. Although fewer updates, as shown in Table 9, our AT models have comparable performance with theirs.

C Training algorithm

Algorithm 1 describes the training process of HRT. The HRT model is pre-initialized by a pre-trained AT model (Line 1). Each training sample \( B_i \) randomly selects a raw target sentence \( Y_i \) or its distilled version \( Y_i' \) (Line 4-6). Then according to the schedule strategy \( p_k = (\frac{t}{T})^\lambda \), we can divide \( B \) into two parts: \( B_{c=1} \text{ and } B_{c=k} \), where \( |B_{c=k}|/|B| = p_k \) (Line 7-8). Next, we construct four kinds of training samples based on corresponding batches: \( B_{c=k}^{at}, B_{c=1}^{at}, B_{c=k}^{nat} \text{ and } B_{c=1}^{nat} \). Finally, we collect all training samples together and accumulate their gradients to update the model parameters, which results in the batch size being twice that of standard training.
Also problematic: civil military jurisdiction will continue to be upheld.
Auch problematisch: Die zivile Militärgerichte soll weiter aufrechterhalten bleiben.

Table 10: A case study in En→De validation set. "[]" denotes the original token is <mask>. We also report the CMLM(I=10) in the 5th iteration as its masking rate is closing to that of HRT5-1(Cd=2), e.g., 50%.

D Acceleration effects of HRT variants

Table 11: Speedup effects of different HRT variants.

E Case study

Table 10 shows a translation example from En→De validation set. Compared CMLM and HRT(Cd=2), although both have the same masking rate (50%), the masked positions in CMLM are more continuous than HRT. It leads to a suboptimal translation, which is consistent with the observation in the synthetic experiment. Besides, we can see that most skipped predictions (Cd=2) are the same as autoregressive ones (Cd=1). It indicates that our model is capable of generating appropriate discontinuous sequences.