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Abstract

Frontier vision-language models (VLMs) have made remarkable improvements in
video understanding tasks. However, real-world videos typically exist as continu-
ously evolving data streams (e.g., dynamic scenes captured by wearable glasses),
necessitating models to continually adapt to shifting data distributions and novel
scenarios. Considering the prohibitive computational costs of fine-tuning models
on new tasks, usually, a small subset of parameters is updated while the bulk
of the model remains frozen. This poses new challenges to existing continual
learning frameworks in the context of large multimodal foundation models, i.e.,
catastrophic forgetting and update conflict. While the foundation models strug-
gle with parameter-efficient continual learning, the hippocampus in the human
brain has evolved highly efficient mechanisms for memory formation and con-
solidation. Inspired by the rapid Binding and pattern separation mechanisms in
the hippocampus, in this work, we propose Bisecle for video-language continual
learning, where a multi-directional supervision module is used to capture more
cross-modal relationships and a contrastive prompt learning scheme is designed
to isolate task-specific knowledge to facilitate efficient memory storage. Binding
and separation processes further strengthen the ability of VLMs to retain complex
experiences, enabling robust and efficient continual learning in video understanding
tasks. We perform a thorough evaluation of the proposed Bisecle, demonstrating
its ability to mitigate forgetting and enhance cross-task generalization on several
VideoQA benchmarks.
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Figure 1: (a) The backbone of our continual learning framework for video understanding; (b) The
improved designs proposed in this paper; (c) The motivations from a neurobiological perspective.

1 Introduction

Recent advances in large multimodal foundation models, such as vision-language models (VLMs)
combining vision encoders with large language models (LLMs), have demonstrated remarkable
capabilities in video understanding tasks like visual question answering (VideoQA) and video
captioning [1, 2, 3]. However, in real-world applications, these models often face continuously
evolving data streams, where the domain and data distribution exhibit inevitable shifts over time [4].
To address this challenge, continual learning has emerged as a critical research direction, enabling
models to adapt to new tasks while retaining knowledge from previous ones [5, 6]. While traditional
continual learning methods typically optimize the entire model, this approach becomes impractical
in the context of large multimodal foundation models due to their massive scale and the prohibitive
computational costs of fine-tuning the whole framework, including both the visual encoder and
LLM [7, 8]. A more feasible alternative is to update only a small subset of pivot parameters while
keeping the bulk of the model frozen [9, 10]. Figure 1(a) provides a sketch map of parameter-efficient
continual learning for video understanding, where only the lightweight projection layers are learnable
during the continual learning process to adapt to sequential tasks [9, 11].

Although updating only a small fraction of parameters can lead to great feasibility and training
efficiency, this strategy also introduces significant challenges. Challenge 1: catastrophic forgetting.
As the model is continuously trained on data from new tasks, the multimodal associations learned from
previous tasks are gradually overwritten or lost. Due to the limited number of trainable parameters,
the learnable modules struggle to maintain the knowledge for old tasks, making the forgetting problem
more severe compared to full-model fine-tuning scenarios. Challenge 2: update conflict. Given the
diversity and heterogeneity of video understanding tasks, they usually require the model parameters
to induce incompatible gradient signals. When the trainable parameters are limited, these divergent
adaptation needs inevitably lead to conflicts, as the scarce parameters are hard to simultaneously
optimize for multiple, often incompatible objectives.

While large multimodal foundation models struggle with parameter-efficient continual learning,
our brains have evolved highly efficient mechanisms to tackle similar challenges in real-world
scenarios. Responsible for memory formation and consolidation, the hippocampus in the human
brain employs several unique mechanisms to handle complex, dynamic information streams [12, 13].
To efficiently encode episodic memories, the hippocampus utilizes a rapid binding mechanism to
link multimodal information dynamically into cohesive memory [14, 15]. As shown in the upper part
of Figure 1(c), the visual, auditory, and contextual cues are integrated through synchronized neural
activity, enabling the hippocampus to form multimodal memory traces. Meanwhile, to minimize
interference between similar memories, the hippocampus employs pattern separation mechanism
to generate distinct neural representations for overlapping inputs [16, 17]. As demonstrated in the
lower part of Figure 1(c), this process ensures that memories of different events are stored in different
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neural subspaces through sparse coding in the dentate gyrus. With efficient mechanisms like rapid
binding and pattern separation, the hippocampus can achieve robust memory formation and retrieval
using only 0.5% of total brain neurons. Considering the powerful memorizing capability of the
hippocampus, a natural question arises: Can these neurobiological principles inspire the design of
parameter-efficient continual learning frameworks for video understanding?
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Figure 2: A “Bisecle” with
two wheels (binding and sepa-
ration) running on the road (a
sequence of tasks).

To answer the above question, in this paper, we propose a simple
yet effective method, Bisecle, inspired by rapid Binding and pattern
separation mechanisms, for video-language continual learning (see
Figure 2 for the icon). To be more specific, to address Challenge
1, we design a multi-directional supervision module (as shown in
the upper part of Figure 1(b)) to mimic the hippocampus’s rapid
binding capability. Specifically, apart from the task-specific training
objective that takes videos and user questions as inputs and expected
answers as outputs, we introduce auxiliary reconstruction tasks, in-
cluding predicting questions from videos and answers and generating
videos from questions and answers, to enforce bidirectional binding
between modalities. This approach improves the semantic alignment
between cross-modal task elements, thereby mitigating catastrophic
forgetting. Moreover, to handle Challenge 2, we propose a contrastive prompt learning module (as
shown in the lower part of Figure 1(b)) inspired by the pattern separation mechanism. Concretely, we
introduce task-specific task type embeddings to store information for different tasks and leverage
them to optimize the learnable prompts using a contrastive loss. This loss enhances the agreement
between reweighted prompts obtained by attending to task-specific questions and their corresponding
learnable task-specific knowledge, which alleviates the update conflict in shared parameters. In this
way, Bisecle effectively isolates task-specific knowledge and reduces the potential update conflict
across different tasks during the continual learning process. To sum up, the contributions of this paper
are three-fold:

• Neurobiology-Inspired Problem Reframing. We uniquely reframe this challenge through
the lens of neurobiological mechanisms (i.e., rapid binding and pattern separation) to address
catastrophic forgetting and update conflicts under strict parameter efficiency constraints.

• Novel Methodology. We propose a novel method, Bisecle, that integrates multi-directional
supervision and contrastive prompt learning to enable robust and efficient continual learning
in video understanding tasks with multi-modal LLMs.

• Extensive Experiments. We conduct extensive experiments to validate the effectiveness
of Bisecle, demonstrating significant improvements in mitigating forgetting and enhancing
cross-task generalization across three VideoQA benchmarks.

2 Related Works

Continual Learning for Large Language Models. Continual learning is a promising technique
to extend large language models (LLMs) to evolving tasks and applications [18, 19, 20]. Existing
methods to achieve continual learning on LLMs can be broadly categorized into three classes:
continual pre-training [21, 22, 23, 24], continual instruction tuning [25, 26, 27], and continual
alignment [28, 29, 30], each focusing on a specific stage in the deployment of LLMs [31]. Among
them, continual instruction tuning most closely aligns with the objective of extending LLMs to video
understanding tasks, since it enables the model to adapt to new tasks while retaining previously
learned knowledge through task-specific instructions [32, 33, 26]. To address the catastrophic
forgetting problem, Contunual-T0 [32] utilizes a memory buffer-based rehearsal mechanism to
organize and replay the data of previous tasks. DynaInst [34] introduces dynamic instruction replay
and local minima-inducing regularize to enhance the generalizability of models while preserving
low computational cost. To enable parameter-efficiency continual learning with LLMs, Progressive
Prompts [35] aims to freeze most parameters and only tunes the task-specific prompts for each task
in the continual learning process. Jang et al. [36] propose to learn a small expert adapter on top of
the LLM for each task and allocate a corresponding expert for each new-coming task. Despite their
efficiency in natural language processing tasks, it is non-trivial to apply them to video understanding
due to the unique challenges posed by multimodal data, such as the need for robust cross-modal
alignment and the dynamic nature of video content.

3



Continual Learning for Video Understanding. To handle different video understanding tasks in a
continual learning manner, recent studies explore existing continual learning techniques for video
understanding models [4, 37, 38, 39, 40, 41, 42]. As one of the representation methods, CLOVE [37]
utilizes a scene graph-based prompt mechanism for data replay in continual learning for videoQA. CL-
VQA [38] models the intricate relationships between different modalities via multimodal decoupled
prompts. DAM [43] introduces a dynamic merging mechanism for the parameters of adapters,
which aims to handle the domain-incremental continual learning problem. In [44], a continual
predictive learning approach is developed to learn a mixture world model via predictive experience
replay. Tang et al. [6] propose a benchmark that systematically formulates the learning paradigm and
provides a comprehensive evaluation of the existing methods. Nevertheless, the above methods do not
leverage LLMs for video understanding, thereby falling short in the comprehension and interpretation
of semantic information. To harness the powerful capability of LLMs for video understanding
with evolving tasks, very recently, Cai et al. [9] propose the first LLM-based video understanding
framework with continual learning. The proposed method, ColPro, incorporates various prompting
techniques (i.e., question constraint, knowledge acquisition, and visual temporal awareness) to deal
with the catastrophic forgetting issue. Different from ColPro, our proposed method Bisecle provides
a simpler strategy that leverages a multi-directional supervision module and a contrastive prompt
learning mechanism to strengthen the memorization process and reduce update conflicts, significantly
enhancing the performance in continual video understanding.

3 Methodology

3.1 Problem Definition and Backbone Architecture

Problem Definition. In this paper, we focus on continual learning for video question answering
(VideoQA), one of the most representative and essential tasks in video understanding. Consider a
sequence of tasks indexed from 1 to T . Given the t-th task, we have its dataset Dt = {dt1, · · · , dtnt

},
where nt is the number of data samples and each data sample dti =< V t

i , Q
t
i, A

t
i > consists of

three elements: video V t
i , question Qt

i, and answer At
i. The objective is to train a video-language

model f(V t
i , Q

t
i) = At

i on the datasets of the sequence of tasks, and the model can achieve strong
performance on both current (e.g., the T -th task) and previous (e.g., the 1, · · · , T − 1-th tasks) tasks.
In continual learning, different tasks should exhibit a certain level of diversity, reflected in differences
in their data distributions [9, 37, 45]. A brief example of task evolving is demonstrated in the left part
of Figure 1(a).

LLM-based Backbone Model. In this work, we consider a LLM-based video-language model
serving as f(V t

i , Q
t
i) = At

i for video understanding tasks. Following Cai et al. [9], we employ the
LLaMA-Adapter framework [11] with a ViT [46] visual encoder as our backbone model. As shown
in the right part of Figure 1(a), the visual encoder takes the video V t

i as its input, with a following

projection layer to transfer it into a sequence of visual tokens Vt
i =

[
v1, . . . ,vNt

i,v

]
∈ RNt

i,v×D,

where N t
i,v is the number of frames in V t

i , and D denotes the channel dimension for the extracted
frame feature. Correspondingly, the question and answer tokens output by the pre-trained fixed
tokenizer are denoted as Qt

i =
[
q1, . . . ,qNt

i,q

]
∈ RNt

i,q×D and At
i =

[
a1, . . . ,aNt

i,a

]
∈ RNt

i,a×D,

respectively, where N t
i,q and N t

i,a denote the number of question tokens and answer tokens. Taking
Vt

i and Qt
i as the initial input, a frozen LLM with a trainable projection layer is expected to predict

the answer tokens At
i in an autoregressive fashion. To fine-tune the learnable parameters of model f ,

a cross-entropy loss is employed, which can be written as:

L = − logP (At
i | V t

i , Q
t
i) = −

Nt
i,a−1∑
k=0

logP
(
ati,k+1 | Vt

i ,Q
t
i,A

t
i,≤k

)
, (1)

where At
i,≤k = [ati,1, · · · ,ati,k] includes the first k tokens of the answer sequence. Note that the

modules with a large number of parameters (i.e., the LLM and visual encoder) are frozen, leaving only
a small number of adaptive modules as learnable. This design ensures parameter-efficient training
and adaptation throughout the continual learning process with sequential tasks.
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Figure 3: The sketch map to explain the two modules in Bisecle, multi-directional supervision and
contrastive prompt learning.

3.2 Rapid Binding-Inspired Multi-Directional Supervision

Although the aforementioned backbone model can leverage the reasoning capabilities of LLMs while
enabling efficient continual fine-tuning, like other continual learning systems, its performance is
still impacted by the issue of catastrophic forgetting [9, 47, 48]. Specifically, the model may lose
previously learned knowledge, such as the ability to focus on key frames and perform question-
specific semantic reasoning in older video understanding tasks, when trained on new tasks, leading
to performance degradation. In the context of frozen LLM and visual encoder, this forgetting
phenomenon becomes even more severe. This is because the neurons responsible for visual and
language understanding are fixed, making it difficult for the model to learn knowledge for scenario-
specific understanding required for new tasks. Due to the single training mode where the model is
only trained to predict answers given videos and questions, the learnable adapters struggle to capture
deeper task understanding, such as the underlying semantic reasoning required for complex video
understanding tasks, as well as the intricate cross-modal relationships between visual and textual
information. This limitation hinders their ability to adapt effectively across different new tasks,
particularly those requiring nuanced multimodal interactions.

Neurobiological Motivation - Rapid Binding. Given the similar challenge of memory and knowl-
edge establishment, how does the human brain address this issue? The hippocampus, a critical
region for memory formation, employs a rapid binding mechanism to dynamically link multimodal
information, such as visual, auditory, and contextual cues, into cohesive episodic memories. This
process is facilitated by synchronized neural activity, particularly theta-gamma oscillations, which
enable efficient encoding and retrieval of complex associations. Importantly, this binding is multi-
directional: given a partial cue (e.g., a visual scene), the hippocampus can reconstruct the associated
context (e.g., the corresponding event or emotion), and vice versa, ensuring robust memory retention
even under partial or noisy inputs. By deepening the understanding of multimodal information
through these dynamic associations, the hippocampus strengthens memory traces and enhances the
ability of brains to retain and recall complex experiences.

Multi-Directional Supervision. Inspired by the rapid binding mechanism of the hippocampus [15,
49, 50, 51], we propose a multi-directional supervision module for continual learning of LLM-based
video-language models. Considering the VideoQA task, an essential data sample, corresponding to a
“memory” for video-language models, is composed of video V t

i , question Qt
i, and answer At

i. The
conventional learning objective is to maximize logP (At

i | V t
i , Q

t
i), i.e., the likelihood of generating

the correct answer At
i given the video V t

i and question Qt
i. Despite its alignment with the actual

downstream task, the current objective is single-directional. That is to say, the model only learns
the unidirectional connection from videos and questions to answers, while ignoring the potential for
bidirectional or multi-directional associations, such as the connections from V t

i , At
i to Qt

i and which
from Qt

i, A
t
i to V t

i . Such a single-directional supervision may limit the ability of the model to capture
deeper causal and cross-modal relationships, thereby preventing it from forming a comprehensive
understanding of the current training task. As a result, with insufficient learnable parameters, the
model becomes more vulnerable to suffering from catastrophic forgetting.
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To address the limitations of single-directional supervision, in Bisecle, we produce a multi-directional
supervision module that incorporates multiple directions of learning objectives among video V t

i ,
question Qt

i, and answer At
i. Concretely, to explicitly bind the causal relationship between question

Qt
i and its corresponding video V t

i and answer At
i, we introduce a question prediction task as auxiliary

supervision. Formally, the learning objective function can be written as:

LQ = − logP (Qt
i | V t

i , A
t
i) = −

Nt
i,q−1∑
k=0

logP
(
qt
i,k+1 | Vt

i ,A
t
i,Q

t
i,≤k

)
, (2)

where Qt
i,≤k = [qt

i,1, · · · ,qt
i,k] includes the first k tokens of the question sequence. Through

the question prediction loss LQ, the model can capture more causal knowledge about the specific
VideoQA task. For example, when given a video of a car accident and the answer “brake failure”, the
model can infer the question “what caused the accident?”, which enables the model to establish a
deeper understanding of the causal relationship between the question and the answer.

Apart from the question prediction task, Bisecle also incorporates a video prediction task to provide
extra supervision signals. Through predicting the video sequence based on the question and answer,
the video-language model can enhance its ability to capture cross-modal relationships as well as
temporal dynamics, leading to a more robust understanding of the task content. However, it is
challenging to directly predict the visual tokens as they are out of the discrete token space of language
models. Inspired by [52], we adopt an alternative strategy that maximizes the mutual information
between the input visual tokens of frames and the output feature of LLMs. Specifically, the learning
objective function of our video prediction task can be written as:

LV = − logP (V t
i | Qt

i, A
t
i) = −

Nt
i,v−1∑
k=0

logP
(
vt
i,k+1 | Qt

i,A
t
i,V

t
i,≤k

)

= −
Nt

i,v−1∑
k=0

log
exp

(
vt
i,k+1

⊤
ht
i,k

)
∑Nt

i,v

j=1 exp
(
vt
i,j

⊤
ht
i,k

) ,
(3)

where ht
i,k is the output token representation of LLMs before the start of visual tokens. The video

prediction loss encourages the model to predict the sequence of video frames based on the preceding
frames, thereby enhancing its ability to capture temporal dependencies and improve cross-modal
video understanding within the current training task in the continual learning process.

3.3 Pattern Separation-Inspired Contrastive Prompt Learning

Apart from the above challenge, another critical issue is the update conflict of the learnable param-
eters. To be concrete, when multiple tasks compete for updates to the same set of parameters, the
model may prioritize new tasks at the expense of previously learned knowledge. Especially when the
learnable parameters are scarce, this conflict becomes more pronounced, leading to significant inter-
ference between tasks. While existing approaches employ task-specific prompts [9, 53] to mitigate
this issue, they require precise matching between test-time questions and training tasks to select the
corresponding prompts. This matching process proves particularly challenging in open-world QA
scenarios, where additional knowledge is often needed to identify the correct task association. More-
over, the substantial divergence between task-specific prompts may lead to overfitting to individual
tasks, consequently degrading model performance. Therefore, how to alleviate the update conflict
issue without introducing task-specific parameters remains a significant challenge.

Neurobiological Motivation - Pattern Separation. From the perspective of neurobiology, the
memory encoding mechanism of our brains can provide a promising solution to deal with the update
conflict issue. The dentate gyrus, a critical region in the hippocampus for higher-order cognitive
functions, employs a pattern separation mechanism to encode distinct representations for overlapping
inputs. This process is facilitated by sparse coding and lateral inhibition, which ensure that similar but
non-identical memories are stored in non-overlapping neural subspaces. Notably, this mechanism
allows the brain to differentiate between similar experiences while preserving the unique details of
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each knowledge. By isolating task-specific knowledge through pattern separation, the hippocampus
can efficiently retain and recall complex experiences without interference.

Contrastive Prompt Learning. To enable the model to learn task-specific knowledge while main-
taining model generalization ability and parameter efficiency, we introduce task-aware learnable
prompts that shared across all training tasks and then introduce a contrastive prompt learning strategy
to optimize the prompts with task-specific restrictions. Formally, the task-aware learnable prompts are
attached to multiple transformer layers in the LLM as adaptive task adapters, which can be denoted as
a prompt matrix P ∈ R(Np×Lp)×D, where Np is the number of learnable prompt tokens at each layer,
Lp is the number of transformer layers where prompts are injected, and D is the feature dimension of
LLMs. Here, Np and Lp are hyper-parameters to define the size of prompts. At the corresponding
layer, the Np learnable prompt embeddings are concatenated with the question embeddings.

While shared prompts help preserve generalization ability across diverse and open-set downstream
tasks during testing, they inevitably suffer from knowledge interference among different training
tasks during prompt parameter updates. To mitigate this issue, we draw inspiration from the pattern
separation mechanism and propose a contrastive prompt learning strategy. This approach regularizes
learnable prompts with task-specific embeddings, explicitly strengthening their associations with
task-specific knowledge. Specifically, we allocate a task type embedding et ∈ RD for each task
t, serving as the non-overlapping neural subspace to store the knowledge for the specific task. We
dynamically reweight the learnable prompts based on specific training questions and employ a
contrastive loss to enforce mutual agreement between each reweighted prompt and its corresponding
task type embedding. This approach enables task-aware prompts to adapt to both the specific tasks
and questions through explicit alignment with task-related knowledge, thereby mitigating potential
conflicts in these bottleneck parameters.

In formal, given a question token matrix Qt
i and the task-aware prompt matrix P, the reweighted

prompt vector can be calculated by p̃t
i ∈ RD =

(
qt
i ·P⊤) · P, where qt

i ∈ RD is the averaged
question representation obtained by mean-pooling the token embeddings of Qt

i along the sequence
dimension. In this way, p̃t

i effectively encodes task-specific knowledge with the awareness of the
current input context. Notably, more complicated mechanisms (e.g., attention across multi-layer
outputs) can be applied to calculating p̃t

i, but we empirically found that our lightweight reweighting
achieves comparable performance with reduced computational overhead. Once we obtain p̃t

i, the
contrastive loss across p̃t

i and et can be calculated by:

LP = − log
exp (p̃t

i · et/τ)∑
t′∈A(t) exp (p̃

t
i · et

′/τ)
, (4)

where A(t) = {0, · · · , t} is the set denoting the index of previous and current tasks from 0 to t,
and τ is the temperature parameter that can adjust the tolerance for feature difference. Through this
contrastive mechanism, learnable prompts are discriminately aligned with the task-specific embed-
dings, mitigating the problem of inter-task interference and further alleviating update conflicts during
continual learning. In this mechanism, the task type embedding matrix et functions analogously to
the dentate gyrus in human memory systems, strategically partitioning different task representations
into distinct latent regions. With a trade-off hyper-parameter γ, the overall training loss of Bisecle
can be written as L = LA + LQ + LV + γLP .

4 Experiments

4.1 Experimental Setup

Datasets. We conduct experiments on three VideoQA datasets, i.e., NExT-QA [54], DramaQA [55],
and STAR [56]. For NExT-QA, we split questions into eight task types (e.g., causal why/how,
temporal what/when, and descriptive where/how many). Following prior work [9], we adopt the task
order <TP, CW, DC, TC, DL, DO, TN, CH>. For DramaQA, we partition questions into five types
and use the order with maximum forgetting, i.e., <What, Who, Where, How, Why>. For STAR, we
follow its reasoning tasks <Interaction, Sequence, Prediction, Feasibility> to evaluate situational
understanding in the continual learning scenarios. More details are in Appendix A.1.1.
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Table 1: Comparison with state-of-the-art methods on NExT-QA, DramaQA, and STAR datasets.
Bold and underline represent the best and runner-up results in each column.

Method NExT-QA DramaQA STAR

Acc (↑) Fog (↓) Acc (↑) Fog (↓) Acc (↑) Fog (↓)

Backbone (LLaMA-Adapter) 46.58 13.83 60.99 24.39 46.89 11.54

L2P [53] 48.82 12.25 62.50 20.67 48.25 10.82
DualPrompt [57] 50.62 11.74 65.89 17.93 49.73 10.15
LAE [58] 49.38 11.47 65.82 17.35 49.15 9.87
DAM [43] 53.88 9.99 67.37 15.19 50.64 8.92
ProgPrompt [35] 53.95 10.69 67.92 14.95 51.07 8.75
ColPro [9] 55.14 7.43 71.24 12.64 48.67 8.13

Bisecle (ours) 62.37 5.34 71.49 10.37 52.16 7.60

Baselines. We compare Bisecle to 6 representative methods for visual/video continual learning,
including L2P [53], DualPrompt [57], LAE [58], DAM [43], ProgPrompt [35], and ColPro [9].
Among them, ColPro also employs adapter [11] as its backbone, making it a direct counterpart to our
method for a fair comparison. More details for baselines can be found in Appendix A.1.2.

Evaluation Metrics. We evaluate the performance of baselines and Bisecle with two commonly-used
metrics [9, 38, 53]. To evaluate video understanding performance, we adopt the standard metric of
average final accuracy (Avg. Acc) over T tasks for multiple-choice question answering. To evaluate
their continual learning capability, we employ average forgetting (Avg. Fog) to quantify catastrophic
forgetting, where a smaller value indicates better preservation of previously learned knowledge.

Implementation Details. We use LLaMA-Adapter [11] as our backbone model, following [9]. We
use the pre-trained LLaMA-2-7B [59] as the LLM and ViT-L/14 [60, 61] as the visual encoder, both
of which are fixed during the continual learning process. All models are trained for five epochs with
a batch size of 32 on all datasets. The number of adapter layers is set to 32, the adapter length is 10,
and the weight decay is 0.14. We conduct all experiments on two NVIDIA H100 GPUs. Detailed
experimental settings can be found in Appendix A.

4.2 Experimental Results

Performance Comparison. The performance comparison on three benchmark datasets is demon-
strated in Table 1, from which we have the following observations. ❶ Our method establishes new
state-of-the-art results across all datasets, surpassing the backbone model in both accuracy (+15.79%
on NExT-QA) and forgetting reduction (8.49% lower Fog on NExT-QA). The superior performance
demonstrates the powerful capability to handle continual learning challenges and tackle catastrophic
forgetting issues. ❷ The poor performance of the backbone (adapter) highlights its vulnerability
to sequential learning, with forgetting rates up to 24.39% on DramaQA, underscoring the need for
dedicated continual learning mechanisms for LLM-based video understanding models. ❸ While
ColPro employs a more complicated prompt learning mechanism based on the same backbone,
our approach achieves superior performance (↑2.35% Acc, ↓2.27% Fog on DramaQA) through
lightweight multi-directional supervision and contrastive prompt learning mechanisms.

Ablation Studies. To investigate the contribution of each component in our method, we compare
Bisecle with different variants with different removed loss terms. According to the results in Table 2,
we have the below findings. ❶ The complete version of Bisecle utilizing all loss components
demonstrates the best performance across all three datasets. This indicates synergistic effects
between the different mechanisms (i.e., multi-directional supervision and contrastive prompt learning),
where joint optimization maximizes model capability while minimizing catastrophic forgetting and
alleviating update conflict. ❷ In most cases, all loss terms bring positive effects to the performance,
indicating the effectiveness of the proposed mechanisms. ❸ Among the three loss terms, LQ

provides the most significant performance improvement, demonstrating that strengthening the causal
relationship between questions and answers is critical for mitigating catastrophic forgetting.

Data Efficiency. To verify the performance of Bisecle under data-scarce scenarios, we conduct this
experiment under varying training data sizes, as shown in Figure 4. The results demonstrate three key
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Table 2: Ablation studies on the effects of different loss components across three datasets.
Components NExT-QA DramaQA STAR

LQ LV LP Acc (↑) Fog (↓) Acc (↑) Fog (↓) Acc (↑) Fog (↓)

✗ ✗ ✗ 46.58 13.83 60.99 24.39 46.89 11.54

✓ ✗ ✗ 61.13 6.63 71.40 10.90 49.71 9.43
✗ ✓ ✗ 53.94 9.61 67.39 17.15 49.48 8.86
✗ ✗ ✓ 55.82 8.93 64.74 19.01 47.93 9.19

✓ ✓ ✗ 59.78 6.58 70.25 12.65 48.50 9.24
✗ ✓ ✓ 51.95 11.73 67.84 14.10 49.68 7.97
✓ ✗ ✓ 61.38 7.20 68.47 14.63 51.96 8.43

✓ ✓ ✓ 62.37 5.34 71.49 10.37 52.16 7.60
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Figure 4: Performance on different
sizes of training datasets.

Table 3: Performance on various sizes of LLMs (i.e.,
LLaMA-3.2-1B, LLaMA-2-7B, and LLaMA-2-13B).

Method LLaMA # of L. Par. Acc (↑) Fog (↓)

Backbone
1B 1,673,890 20.39 0.10
7B 4,499,456 52.81 4.69
13B 6,034,560 57.98 4.52

Bisecle
1B 1,777,920 21.17 0.00
7B 4,540,416 53.45 2.60
13B 6,085,760 59.43 3.03

findings: ❶ Our method Bisecle consistently outperforms the backbone (i.e., Adapter) across two
metrics, indicating its strong robustness when training data is limited. ❷ Bisecle exhibits remarkable
resistance to forgetting when sufficient training data is available, indicating the effectiveness of its
key mechanisms, i.e., multi-directional supervision and contrastive prompt learning. ❸ Bisecle can
achieve superior performance even in low-resource settings, indicating its data efficiency.

Robustness with Different LLMs. To validate the adaptation capability of Bisecle with different
LLMs, we conduct experiments with LLaMA variants (1B/7B/13B parameters), and the results
are shown in Table 3. For the sake of time, we only run experiments on three typical question
types of NExT-QA dataset. We have these key observations emerge: ❶ Bisecle achieves accuracy
improvements across all model sizes, demonstrating its robustness to LLM backbones. ❷ The
forgetting rate is significantly reduced by Bisecle, especially for mid-scale models. This suggests
our neurobiologically-inspired designs effectively mitigate catastrophic forgetting regardless of
model scale. ❸ Despite adding only a few extra learnable parameters (104k–51k), Bisecle delivers
disproportionate benefits.

Table 4: Performance with different numbers of prompt layers.
# P. Layer Acc (↑) Fog (↓)

8 53.86 10.13
16 58.18 7.52
24 57.30 7.99
32 62.37 5.34

Sensitivity to the Numbers of Layers with Prompt Injection. To study the impact of different
numbers of learnable prompts, we vary the numbers of layers with prompt injection (# P. Layer)
from 8 to 32, with the results shown in Table 4. The results demonstrate a clear scaling trend:
increasing the number of learnable prompt layers usually improves both accuracy and forgetting
resistance. This indicates that task-specific parameters play dual critical roles in continual learning
with video-language models.
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Table 5: Performance of different contrastive prompt learning manners.
Method Acc (↑) Fog (↓)

Variant 1 58.96 6.56
Variant 2 59.96 7.58

Bisecle (ours) 62.37 5.34

Performance of Varying Contrastive Prompt Learning Manners. Table 5 shows the performance
of using different contrastive prompt learning manners on NExT-QA dataset. In variant 1, task
type embeddings are computed as the mean of question tokens within the same class rather than
as learnable embeddings. In variant 2, task type embeddings are directly used as the contrastive
components without the prompt reweighting procedure. It can be observed that by defining the task
type embedding as learnable variables, VLMs can better enhance performance on various tasks.

Question:
Why does the lady hold the baby before getting down the slide?

…

Backbone:
A. Moves the head

Bisecle (ours):
D. Adjust his position

Choices:
A. Moves the head
B. Swing arms
C. Lay still
D. Adjust his position
E. Fidgeting

Question:
Why does the lady hold 
the baby before getting 
down the slide?

…
Backbone:
Moves the head

Bisecle (ours):
Adjust his position

Nextqa case study

Figure 5: Answers by Backbone and Bisecle.

Case Study. We further evaluate the effectiveness of Bisecle by examining failure cases (See
Figure 5, more can be found in Appendix B.3) of the backbone model where our approach succeeds.
While the backbone model fails to establish causal relationships between questions and answers,
Bisecle successfully resolves the case, thanks to the causal understanding capability acquired from
multi-directional supervision.

5 Conclusion

In this paper, we present Bisecle, a neurobiologically inspired framework for video-language continual
learning that addresses critical challenges in adapting large VLMs to dynamic real-world scenarios.
By emulating the binding and pattern separation mechanisms in human brain through multi-directional
supervision and contrastive prompt learning, Bisecle effectively mitigates catastrophic forgetting
while maintaining parameter efficiency. It not only advances the state of continual learning for
multimodal systems but also provides new insights into biologically inspired AI design. Extensive
evaluations on VideoQA benchmarks demonstrate the superior ability of our method to preserve past
knowledge and generalize to novel tasks compared to existing approaches.
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NeurIPS Paper Checklist

1. Claims
Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?
Answer: [Yes]
Justification: The abstract and introduction (Section 1) accurately summarize our contribu-
tions: (1) a neurobiology-inspired problem reframing, (2) a novel methodology for video
understanding in continual learning, and (3) empirical validation on multiple benchmarks.
Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: Limitations are explicitly stated in Appendix C.
Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
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Answer: [NA]

Justification: This paper does not include theoretical results.

Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental result reproducibility
Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: Full experimental details (datasets, hyperparameters, random seeds) are in
Appendix A. Code/data are provided in supplementary documents.

Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

16



Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: Anonymized code and preprocessed data are publicly available. Original
datasets are cited in Section 4.

Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental setting/details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: In Appendix C, we list hyperparameters (learning rates, batch sizes), and
describe optimization method.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.

7. Experiment statistical significance
Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [No]

Justification: Results report the mean of test accuracy and forgetting rate over all historical
tasks, which is a typical measurement in continual learning paradigm. We do not report error
bars due to the large computational costs required and limited computational resources.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.
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• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments compute resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?
Answer: [Yes]
Justification: Experiments used 2*H100 GPUs (500 GPU-hours total). Details are provided
in Appendix A.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code of ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?
Answer: [Yes]
Justification: We confirm compliance with the NeurIPS Code of Ethics. No identifiable data
or harmful applications are involved.
Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).
10. Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?
Answer: [Yes]
Justification: We discussed the broader impact in Appendix C.
Guidelines:

• The answer NA means that there is no societal impact of the work performed.
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• If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

• Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]

Justification: Our paper poses no such risks.

Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: All datasets are public datasets and well cited.

Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
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• If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]

Justification: Our paper does not release new assets.

Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and research with human subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]

Justification: Our paper does not involve crowdsourcing nor research with human subjects.

Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional review board (IRB) approvals or equivalent for research with human
subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]

Justification: Our paper does not involve crowdsourcing nor research with human subjects.

Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.
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• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

16. Declaration of LLM usage
Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.
Answer: [NA]
Justification: This research does not involve LLMs as any important, original, or non-
standard components.
Guidelines:

• The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

• Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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A Experimental Details

A.1 Detailed Setting of Table 1

A.1.1 Task and Data Setting

For NExT-QA and DramaQA datasets, we follow the continual learning setting in ColPro [9]. For
NExT-QA, there are eight tasks including causal questions (CW, CH), temporal questions (TC, TN,
TP), descriptive questions (DC, DL), and other types of questions (DO). For DramaQA, there are five
tasks including what, who, where, how, and why. For STAR, there are four tasks corresponding to
interaction, sequence, prediction, and feasibility. Table 6, Table 7, and Table 8 give several question
examples for each task in NExT-QA, DramaQA, and STAR, respectively.

Table 6: Question examples of different tasks in NExT-QA.
Task Type Question Examples

TP What did the man in grey do before the plane took off?
What did the man on the stage do before sitting?

CW Why does the man have to throw the plane first in the middle of the video?
Why did the man wear hat while riding the horse?

DC How many children are in the video?
How many people are cycling?

TC What did the lady do when they reached the bush?
What does the man in white do when he walks onto the stage?

DL Where is the boy projecting his photos on?
Where is the cat lying?

DO What are the different colors of the balls floating in the pool?
What is the possible relationship between the girl and the boy?

TN How did the two women react after the woman in stripes released their hand?
How did the dog react after the lady caress it?

CH How did the boy in stripped open the book to see its contents?
How did the child use his hands to show his excitement at the start?

Table 7: Question examples of different tasks in DramaQA.
Task Type Question Examples

TW What is being cooked in the pot?
What kind of thing is to eat on the plate?

DO Who enters the house with wearing a bag?
Who is yelling?

DL Where is Deogi looking while talking?
Where did Sukyung put her hand?

CH How does Jiya think will happen if Jiya doesn’t come back with the lost money?
How did Taejin start to play the game when Taejin is with chairman?

CW Why was Deogi in the kitchen?
Why did Haeyoung1 light a fire under the iron pot?
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Table 8: Question examples of different tasks in STAR.
Task Type Question Examples

Interaction Which object was eaten by the person?
Which object was put down by the person?

Sequence Which object did the person eat after they put down the book?
Which object did the person open after they sat at the table?

Prediction What will the person do next?
Which object would the person put down next after they take the bag?

Feasibility What else is the person able to do with the dish?
Which object is the person able to throw after walking through the doorway?

A.1.2 Details of Baseline Methods

L2P [53] reframes continual learning as a prompt-selection problem. It maintains a small pool
of learnable prompts, each paired with a key, and keeps a large pre-trained transformer frozen.
For each incoming sample, L2P computes a query from the input, retrieves the top-N matching
prompts, prepends them to the input embeddings, and then updates only the prompt pool and a
lightweight classifier via a combined cross-entropy and key-matching loss. This design decouples
task-specific from shared knowledge, requires no rehearsal buffer or task IDs at test time, and
consistently outperforms state-of-the-art methods across class-incremental, domain-incremental, and
task-agnostic benchmarks.

DualPrompt [57] is a rehearsal-free continual learning framework that enables a frozen, pretrained
vision transformer to learn a sequence of class-incremental tasks without storing any past data.
It does so by introducing two small, complementary sets of learnable prompts (G-Prompts for
capturing task-invariant “general” instructions and E-Prompts for encoding task-specific “expert”
instructions), which are attached to selected multi-head self-attention layers. A simple matching
mechanism retrieves the appropriate E-Prompt at test time, and the model is trained end-to-end with
a combination of classification and prompt-matching losses.

LAE [58] introduces a unified approach for continual learning by leveraging parameter-efficient tuning
methods, such as Adapter, LoRA, and Prefix, to adapt pre-trained models to new tasks efficiently. It
consists of three key components: 1) learning with calibrated adaptation speeds to align different
tuning methods, 2) accumulation of task-specific knowledge into an offline fine-tuning module via
momentum updates, and 3) ensemble of online and offline modules during inference to balance
performance across old and new tasks. This design ensures robust continual learning performance
while minimizing catastrophic forgetting and computational overhead.

DAM [43] is a parameter-efficient method designed for continual video question answering. It
mitigates catastrophic forgetting by training dataset-specific adapters while dynamically merging
them during inference to handle unknown domains and enable knowledge sharing. DAM has
demonstrated the effectiveness across diverse video and image tasks.

ProgPrompt [35] introduces a novel continual learning approach for language models by progressively
learning and concatenating soft prompts for each new task while keeping the base model frozen. This
method leverages task-specific prompts to prevent catastrophic forgetting and enables forward transfer
by reusing knowledge from previous prompts. Additionally, it incorporates a residual MLP-based
reparameterization technique to stabilize training and improve performance, achieving significant
gains over existing methods in both few-shot and full-data settings.

ColPro [9] is a rehearsal-free continual learning framework that leverages a frozen large language
model and three complementary prompting strategies: task-specific question constraint prompting,
knowledge acquisition prompting, and visual temporal awareness prompting. These strategies work
together to encode question context, multimodal knowledge, and temporal dynamics into prompts
that steer the model to learn new tasks without overwriting prior knowledge.
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A.1.3 Model Architecture

The whole model involves one LLM backbone which is the LLaMA-Adapter [11], one visual encoder
which is ViT-L/14 [60, 61], a projection layer aligning the output latent representations of different
modalities, and another projection layer as the final linear layer that maps the latent representations
to logits over the vocabulary space.

For the LLM part, we have chosen LLaMA-7B as the backbone for most experiments except for the
implementation to verify the robustness with different sizes of LLMs. We adopt LLaMA-Adapter as
the parameter-efficient fine-tuning method. Concretely, instead of updating the full 7B parameters,
LLaMA-Adapter freezes the pre-trained LLaMA and only learns the adaptation prompts with 1.2M
parameters on top.

For the visual encoder, the input resolution is 224× 224. For each input image, the encoder splits it
into 14×14 non-overlapping patches, and each patch is flattened and linearly projected to D = 1024
dimensions. The visual encoder consists of 24 transformer encoder layers, each employing multi-head
self-attention (16 heads) and a feedforward MLP with a hidden dimension of 4096 (GELU activation),
followed by Layer Normalization (Pre-Norm) for stability.

A.1.4 Hyperparameters and Training Details

We use dataset-specific batch sizes together with AdamW across all tasks. In particular, for NExT-QA
we set the batch size to 32, for DramaQA to 4, and for STAR to 16. All experiments employ the
AdamW optimizer with a base learning rate of 0.09. Weight decay is 0.14 for NExT-QA and 0.10
for both DramaQA and STAR. Video inputs consist of 10 frames resized to 224× 224, and token
sequences are truncated or padded to 128 tokens for NExT-QA, 280 for DramaQA, and 150 for
STAR. We train each model for 5 epochs (with 2 warm-up epochs) and fix the random seed to 0 for
all tasks. Experiments are conducted on two NVIDIA H100 GPUs (94GB of memory per GPU). The
GPU-hours for training is around 500 in total.

Table 9 shows the parameters of our contrastive learning setup, governing how question type repre-
sentations are learned and how negative examples are weighted in the contrastive loss.

Table 9: Training Details of Contrastive Learning.
NextQA DramaQA STAR

# Task Types 8 5 4

Task Type Embedding Size [8, 4096] [5, 4096] [4, 4096]

Negative Temperature 1.28 1.25 1.25

Contrastive Loss Weight 0.15 0.10 0.10

B Additional Results

B.1 Visualization of Prompts across Tasks.

To learn about how the task type embeddings and weighted prompts of different tasks evolve along
the continual learning process, we visualize the samples in NExT-QA test set by t-SNE [62]. In
Figure 6, the points in different colors refer to representations after fine-tuning on a specific task for
one epoch or four epochs. It suggests that, compared with weighted prompts, task type embeddings
are more distinguishable in latent space, indicating that they retain more task-specific knowledge.
Also, the distribution of weighted prompts is evolving along the task sequence in a more dynamic
way, i.e., the positions of different clusters are changing across epochs, because new tasks generally
refresh the understanding of the model on old tasks via task-aware prompt updates. This process
subsequently affects the weighted prompts through contrastive learning mechanisms.
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(a) Epoch 1 (b) Epoch 4 (c) Epoch 1 (d) Epoch 4

Figure 6: (a) and (b): t-SNE visualization of learnable task type embeddings of different tasks; (c)
and (d): t-SNE visualization of weighted prompts of different tasks.

B.2 Performance on Varying Tasks Orders

To investigate how the task order affects the continual learning performance, we evaluate the perfor-
mance of LLaMA-Adapter and our method across different task orders. Table 10 suggests that the task
order can influence both the test accuracy and forgetting rate, due to the various difficulty degrees of
the tasks and their intrinsic correlation. It also shows that our method outperforms LLaMA-Adapter
in both accuracy and forgetting rate in most cases, demonstrating the stability and robustness of our
method to diverse continual learning task settings.

Table 10: Performance of LLaMA-Adapter and Bisecle (ours) across different task orders.

Task Order Avg. Acc (↑) Avg. Fog (↓)

LLaMA-A Bisecle (ours) LLaMA-A Bisecle (ours)

<CH, DL, TP, TC, DC, DO, TN, CW> 56.79 63.09 5.55 2.87
<TP, TN, CH, TC, DL, DO, CW, DC> 57.68 57.98 5.89 7.16
<DO, CW, DC, CH, TP, TC, TN, DL> 55.63 57.95 7.15 8.93
<CW, DO, TN, DL, TC, TP, DC, CH> 52.65 62.25 12.85 5.70
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B.3 Case Study

We present more cases on NExT-QA and STAR dataset in Figure 7 and Figure 8, respectively, where
the backbone fails to give the right answer while our method succeeds. Each subfigure corresponds
to a specific task in the learning sequence, helping the readers better learn about the video QA tasks
we are working on.

Question:
Why does the lady hold the baby before getting down the slide?

…

Backbone:
A. Moves the head

Bisecle (ours):
D. Adjust his position

Choices:
A. Moves the head
B. Swing arms
C. Lay still
D. Adjust his position
E. Fidgeting

Question:
Why does the lady hold 
the baby before getting 
down the slide?

…
Backbone:
Moves the head

Bisecle (ours):
Adjust his position

Nextqa case study

(a)

Question:
How many dogs are there in the video?

Backbone:
A. One

Bisecle (ours):
C. Three

Choices:
A. One
B. Four
C. Three
D. Six
E. Five

Question:
Why does the lady hold 
the baby before getting 
down the slide?

…
Backbone:
One

Bisecle (ours):
Three

…

Nextqa case study

(b)

Figure 7: More cases on NExT-QA.

Question:
Which object was taken by the person?

… Backbone:
A. The bag

Bisecle (ours):
D. The sandwich

Choices:
A. The bag
B. The sandwich

Question:
Which object was taken 
by the person?

Backbone:
The bag

Bisecle (ours):
The sandwich

STAR case study – Interaction task

…

(a)

Question:
What will the person do next with 
the table?

Backbone:
A. Tidy up

Bisecle (ours):
D. Sit at

Choices:
A. Tidy up
B. Sit at

Question:
What will the person do 
next with the table?

Backbone:
Tidy up

Bisecle (ours):
Sit at

STAR case study – Prediction task

…

…

(b)

Figure 8: More cases on STAR.
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B.4 Performance of Gemini and GPT

To investigate how frontier multimodal LLMs perform on the tasks in our continual learning sequence,
we conduct a series of experiments based on Gemini and GPT family, i.e., Gemini 2.0 Flash, GPT-
4o-mini, and GPT-4o. It is worthwhile to note that these frontier multimodal LLMs do not support
parameter updates, and we can only use APIs to test their performance. Hence, the problems
emphasized by this paper, i.e., catastrophic forgetting and update conflict, do not obviously exist
for these frontier models and traditional continual learning metrics, e.g., the forgetting rate, cannot
be measured appropriately. Although it is unfair for our method that experiences severe forgetting
problems during the learning process to compare with these frontier models, this analysis still
provides valuable insights into the capabilities of cutting-edge methods on such tasks, highlights their
limitations, sheds light on open challenges, and guides subsequent improvements.

Performance of Gemini and GPT on the video-language tasks. As shown in Figure 9, we report
the test accuracy of each task along the task sequence in NExT-QA dataset. It can be observed
that Gemini 2.0 Flash achieves the highest accuracy in almost all tasks. Moreover, although our
method experiences the negative impacts brought by continual learning setting, it achieves comparable
performance in some tasks (CW, DC, TC, TN, CH) with GPT-4o-mini.

TP +CW +DC +TC +DL +DO +TN +CH
Task Sequence
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Gemini 2.0 Flash
GPT-4o-mini
LLaMA-Adapter
Bisecle (ours)

Figure 9: The performance of Gemini 2.0 flash, GPT-4o-mini, LLaMA-Adapter, and our method
along the task sequence in the continual learning setting.
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Figure 10: The performance of Gemini 2.0 Flash on different tasks with various numbers of input
video frames. The experiments are conducted on NExT-QA dataset.

Weaknesses of Gemini and GPT. Despite the strengths of Gemini and GPT, the weaknesses of
these frontier MLLMs still exist. Firstly, the zero-shot ability of the models highly depends on the
number of input video frames. As shown in Figure 10, as the number of video frames decreases,
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the performance on all tasks keeps dropping, demonstrating the dependency on sufficient or even
redundant visual inputs. Secondly, the models have exhibited limited temporal reasoning ability,
struggling with tasks that involve delayed causality and action/location sequencing capability. In
Figure 11, it can be found that our method outperforms GPT-4o and GPT-4o-mini in task CW and
DL, corresponding to “why do” and “where is”, respectively. The former task requires the model to
capture cause-and-effect relationships where the effect occurs at a time lag after the cause, rather than
instantaneously, while the latter task requires the model to be equipped with sequencing ability, that
is to acquire the temporal relationship of different actions and locations. Figure 12 gives a case study
of the aforementioned issues faced by frontier models. Specifically, Figure 12(a) shows two failed
cases related to delayed causality and Figure 12(b) shows them related to location sequencing.
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GPT-4o-mini
GPT-4o

Figure 11: The performance of GPT-4o and GPT-4o-mini on the learning tasks of NExT-QA in our
continual learning setting.
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Delayed causality
Question:
Why did the baby put his other hand on the fruit 
after awhile of putting the fruit in his mouth?

Bisecle (ours):
A. hold tight

Choices:
A. hold tight
B. chocolate stuck on his fingers 
C. to be more comfortable 
D. pull fruit out 
E. to make it less messy

…
GPT-4o-mini:
B. chocolate stuck on his fingers 

GPT-4o:
C. to be more comfortable 

Question:
Why did the girl take the piece of card at the start 
of the video?

Bisecle (ours):
B. play with it 

Choices:
A. keep toys 
B. play with it 
C. lose interest in lady 
D. curious 
E. handing to boy

…
GPT-4o-mini:
D. curious

GPT-4o:
D. curious

(a) Delayed causality
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Action/location sequencing
Question:
Where is this place? Bisecle (ours):

A. forest
Choices:
A. forest 
B. outdoors 
C. near a staircase 
D. living room 
E. their house

… GPT-4o-mini:
B. outdoors

GPT-4o:
B. outdoors

Question:
Where are the people hanging out? Bisecle (ours):

D. living room
Choices:
A. classroom 
B. bus 
C. kitchen 
D. living room 
E. snow mountain

… GPT-4o-mini:
C. kitchen 

GPT-4o:
C. kitchen 

(b) Action/location sequencing

Figure 12: The weakness of frontier VLMs in dealing with continual learning tasks can be found as
limited temporal reasoning ability, which makes them struggle with tasks that involve (a) delayed
causality and (b) action/location sequencing.
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B.5 Experiments on Varying LLM Backbones

To examine the generalizability of Bisecle, we further conducted extra experiments on more open-
source backbone LLMs, including QWEN-7B and Gemma-7B, with the experimental results shown
in Table 11. According to the results, we can see that Bisecle consistently leads to the optimal results
compared to the baseline model (i.e., LLaMA-Adapter). This observation illustrates the flexibility
and generalizability of our proposed method.

Table 11: The results of LLaMA-A and Bisecle with various LLM backbones.

Backbones LLaMA-A Bisecle

Acc Fog Acc Fog

LLaMA-2-7B 46.58 13.83 62.37 5.34
Qwen-7B 60.77 6.54 63.97 3.57

Gemma-7B 58.44 8.48 61.26 5.88

B.6 Latency Comparison

We compared the training time of Bisecle and two variants (including the original model), which is
shown in Table 12. From the results, we can see that the multi-directional supervision mechanism can
lead to longer training time, while contrastive prompt learning only brings minor computational cost.
It is reasonable because multi-directional supervision requires end-to-end model training on extra
data, leading to increased computational overhead. Compared to the original model, the additional
training time is acceptable, while the performance gain is substantial, demonstrating the efficiency of
Bisecle.

Table 12: The training time required by Bisecle and two variants.
LQ LV LP Time Acc (↑) Fog (↓)

✗ ✗ ✗ 93 min 46.58 13.83
✓ ✓ ✗ 171 min 59.78 6.58
✓ ✓ ✓ 176 min 62.37 5.34
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C Limitations and Broader Impacts

While Bisecle demonstrates significant potential in advancing continual learning for vision-language
models through hippocampus-inspired mechanisms, our work primarily focuses on video understand-
ing tasks. Future studies could extend this paradigm to other multimodal domains (e.g., audio-visual
learning or embodied AI) and explore its scalability to diverse foundation models. Additionally, the
current framework assumes task boundaries are known during training. Relaxing this assumption to
enable true task-free continual learning remains an open challenge.

It should be noted that our method is not designed to outperform existing MLLMs, but rather to
explore their potential in handling continually evolving data. This work provides preliminary insights
for enabling LLMs personalization in dynamic environments. Moreover, given the promising results
of binding and separation principles in mitigating forgetting, we believe this work opens new avenues
for biologically-inspired learning systems in AI.
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