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Figure 1. MeshUp is capable of deforming a source mesh into various concepts and into their weighted blends. The target objectives can
be text prompts, images, or even mesh. Users can also input a set of control vertices to explicitly define where on the mesh the particular
concepts should be expressed (Figure 8). The colors on the mesh visualize the point-wise correspondence between the source and the

deformed mesh.
Abstract

We propose MeshUp, a technique that deforms a 3D
mesh towards multiple target concepts, and intuitively con-
trols the region where each concept is expressed. Conve-
niently, the concepts can be defined as either text queries,
e.g., “adog” and “a turtle,” or inspirational images, and
the local regions can be selected as any number of vertices
on the mesh. We can effectively control the influence of the
concepts and mix them together using a novel score distilla-
tion approach, referred to as the Blended Score Distillation
(BSD). BSD operates on each attention layer of the denois-
ing U-Net of a diffusion model as it extracts and injects the
per-objective activations into a unified denoising pipeline
from which the deformation gradients are calculated. To lo-
calize the expression of these activations, we create a prob-
abilistic Region of Interest (ROI) map on the surface of the
mesh, and turn it into 3D-consistent masks that we use to
control the expression of these activations. We demonstrate
the effectiveness of BSD empirically and show that it can
deform various meshes towards multiple objectives. Our
project page is at https://threedle.github.io/meshup/.

1. Introduction

Deforming mesh is a central task in geometry process-
ing [11, 14,41, 53, 56, 57]. In particular, it maintains valu-

able predefined attributes, such as artist-generated tessella-
tion, UV map, textures, and motion functions. Deforming a
mesh, however, still remains a task that requires significant
expertise, making it difficult for non-experts to creatively
manipulate 3D models without knowing their low-level at-
tributes. Addressing this challenge requires an intuitive,
high-level control over 3D shapes in a way that can induce
any non-expert users’ creative workflows. In this work,
we explore the use of diffusion to enable a user-friendly
deformation-based 3D content generation.

In addition to the ease of use, creative workflows in gen-
erative tasks are also inspired from their ability to synthe-
size novel imagery—namely, by combining a range of di-
verse concepts [5]. Some cognitive theories even suggest
that the ability to synthesize novel combinations of known
concepts and exploring these conceptual ideas is essential
to human creativity [44]. While most methods that achieve
3D content generation optimize an implicit representation
defined over 3D space [8, 35, 45], these representations
are often inappropriate for mesh-specific tasks and cannot
reuse any of the attributes defined over an artist-generated
mesh. On the other hand, deformation-based approaches
such as [18] lack the tools to enable a high-level, creative
workflow for users to create novel conceptual imagery (e.g.,
”a creature with a bear’s head and a frog’s legs”, or mix-
ing across multiple targets) and achieve precise control over
their expressions.



Motivated by this observation, we propose MeshUp, a
novel approach that deforms a source mesh towards multi-
ple target concepts defined using a variety of inputs (texts,
images, and even meshes), and localizes the region where
these concepts are manifested. Given as input various types
of user-defined “concepts,” their respective weights, and
optionally a set of vertex points on the mesh, our method
deforms a mesh to appropriately conform to a localized,
weighted mixture of these concepts.

In order to create a mixture of various concepts, we blend
the activation maps by running the denoising process for
each target and injecting the corresponding maps into a uni-
fied denoising U-Net, a method we call Blended Score Dis-
tillation (BSD). We then estimate the gradients from the dif-
fusion using Score Distillation Sampling (SDS), a method
that enables the inference step of a diffusion model to be
performed in a stochastic manner [45, 61], and optimize
the mesh deformation parameters, which we represent as
Jacobians [1]. For fine-grained control over user-specified
local regions, our framework additionally takes as input a
set of selected vertices, each for a corresponding concept.
Then for these concepts, we create a probability map over
the mesh surface by extracting the self-attention maps from
a diffusion process run on a batch of multi-viewpoint ren-
derings, and reversely mapping them back to the surface.
We then rasterize this probability map to create an atten-
tion mask that we use to control the region of deformation
within our BSD pipeline (see Figure 6).

We leverage this novel pipeline to build a comprehen-
sive creative modeling tool for concept mixing. The key
features of our tool are (1) the support for mesh deforma-
tion towards multiple targets, (2) the capability to control
both the strength and the region of their expression, (3) the
ability to use either text, images, or other meshes as inputs.

2. Related Work

Image Editing Using Diffusion. Following the success
of text-to-image generative Diffusion Models [24, 25, 34,
43, 47,49, 55], many diffusion-based image editing models
[4, 6, 10, 12, 21, 22, 31, 42, 67, 72] have been developed.
These methods allow introducing custom concepts [17, 48],
or enable fine-grained control of which regions and aspects
of the image change [6, 12, 21] by weighting, modifying,
and transferring the attention weights and activation of the
diffusion networks.

Text-to-3D. These pretrained 2D diffusion generative tech-
niques have also been used to enable 3D generation. This is
usually accomplished by optimizing a 3D representation so
that its rendering matches the desired text prompt [2, 8, 9,
13, 32, 35, 36, 39, 45, 50-52, 58, 62, 63, 65, 71, 73]. These
methods often rely on implicit fields as a 3D representa-
tion (e.g., NeRFs [40]), which limits their editability, and
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Figure 2. Overview of Concept Blending. MeshUp takes as input
a 3D mesh and several target objectives, such as the text “Sea tur-
tle” and “Bulldog.” We deform the source mesh by optimizing the
per-triangle Jacobians of the mesh. At each iteration, we render the
mesh and apply the same random noise for each target objective.
Then, we pass the noised renderings and the text input through
the U-Net of a pretrained text-to-image model and store the acti-
vations associated with each objective (the Target Branch). In the
Blending Branch, we feed the noised rendering of the mesh to the
U-Net, but condition it on the null-text embedding. We blend and
inject the activations stored at each target branch into the blending
branch. The gradients from the blending branch are then back-
propagated via Score Distillation Sampling (SDS). After running
this process iteratively, the mesh is deformed into a blend of “Sea
turtle” and “Bulldog.”

often requires additional mesh conversion to support stan-
dard graphics pipelines. While some techniques allow edit-
ing these implicit fields [3, 30, 50, 69], it is harder to pro-
vide local surface control, preserve correspondences (or use
them to define continuous interpolations), with these mod-
els. A mesh can be extracted as a post-process [45] using
marching cubes [37] and even further fine-tuned to match
the desired prompt [35, 64], but these meshes would not be
consistent with one another, and automatic methods do not
produce artist-quality tessellations or UV mappings, neces-
sary for a production-ready asset. In this work, we instead
use deformation of a single reference shape guided by mul-
tiple concepts (e.g,. textual prompts), which enables retain-
ing necessary characteristics of the artist-created asset and
enables to create a continuous semantic space interpolating
between the concepts.

Mesh Deformation. Traditional mesh deformation is typ-
ically based on optimization of correspondences between
vertices, faces, or other predictors that derive from these
properties. [56, 57] use energy minimizing functions to give
users control over the deformation space, while [16, 27]
use skinning-based methods that interpolates the coordi-
nate space with respect to the user handles. [54] uses op-
timal transportation to approximate correspondence across
shapes. ARAP [56] and Laplacian surface editing [57] use
a variational formulation to regularize the deformation in a



way that preserves details and prevents drifting of the geom-
etry. However, these methods do not contain any semantics
in their deformation and do not perform concept mixing.

Deforming a template mesh to various concepts has been
explored even before the advances in neural networks [70],
but these techniques required user annotations for rigging
meshes via handles and assigning semantic labels.

Several data-driven techniques have been used to learn
deformations [1, 15, 19, 20, 33, 38, 59, 68]. A recent class
of works leverages text prompts as user inputs for driving
a deformation towards an arbitrary textual prompt [18, 28,
39, 66]. These methods use various deformation represen-
tations, and we opt to leverage Jacobians since they produce
smooth and large-scale global deformations.

We also observe that the CLIP objective lacks a full un-
derstanding of object details and that Diffusion-based ob-
jective, such as SDS [45] provides better guidance. The
main goal of this work is to extend these techniques to
multi-target deformation, and provide tools to mix, edit, and
explore the space of concept combinations.

3. Method

The primary goal of our method is, given N sets of texts
or image inputs that define the target “concepts,” and their
associated weights, w, to deform a source mesh into a shape
that represents an effective mixture of these concepts, and
control the ”strength” of their expression using the weights.
To that end, our method runs multiple diffusion pipelines in
parallel and mixes their activation matrices within a unified
pipeline to yield a single gradient direction that respects the
appropriate weighted mixture of the target concepts.

For a framework that deforms a mesh into a specific tar-
get, two major design choices should be considered: the
objective function (loss) and the representation of the mesh
(the parameters to be optimized). For the objective func-
tion, we choose the Score Distillation Sampling (SDS) ap-
proach [45, 62], a prevalent generative technique that al-
lows the diffusion inference process to be performed in a
stochastic manner and thus enables our deformation pro-
cess to be performed with viewpoint-consistency. While
a straightforward application of this objective to mesh de-
formation would be to directly optimize the vertex posi-
tions, this method often leads to sharp artifacts [28] or re-
stricts deformations to only local adjustments [39]. On the
other hand, Jacobian-based deformation has been proposed
for smooth, continuous, and global deformations, but it has
only been used with an Ly supervision [1] and CLIP sim-
ilarity loss [18]. Using the SDS objective to supervise the
optimization of the Jacobians offers a robust deformation
framework with a powerful diffusion-based objective.

In this section, we first overview how one might ap-
proach a single target deformation using a combination of
Jacobian-based mesh deformation and SDS guidance. We
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Figure 3. Overview of Blended Score Distillation (BSD). For
each attention layer in the denoising U-Net, we inject the activa-
tion maps from Target Branchl and Target Branch2 to the Blend-
ing Branch (top), blending the feature representations for each tar-
get. Optional Localization Mask* (bottom) indicates the additional
mask that we optionally apply over the cross-attention maps for lo-
calization control. The mask identifies local regions described by
the selected control vertices and different weights are assigned to
each of these regions. For more details, please see Figure 6 and
Localization Control part of Section 3.

then extend this concept to multi-target deformation via
our novel Blended Score Distillation and explain how we
achieve local control over the deformations.

Jacobian-Based Mesh Deformation. Our mesh defor-
mation is represented by a per-face Jacobian matrix J; €
R3*3, where the deformation of a mesh (vertex positions)
is computed by optimizing the following least squares prob-
lem (i.e., Poisson Equation):

o :minWZtiHvi(’y)—JiH%a (D

where v* is the deformation map embedding the mesh such
that its Jacobians V;() are as close as possible to the tar-
get Jacobians {.J;}, the parameters we optimize, and {t;}
are the triangle areas. Similar to previous works, we use a
differentiable Poisson solver layer [1] to compute the defor-
mation map, and a differentiable renderer [29] to connect
this representation to image-based losses [18].

SDS Guidance for a Single-Target Mesh Deformation.
To stochastically optimize any arbitrary parameters with re-
spect to a pre-trained 2D diffusion model, [45] proposed the
Score Distillation Sampling (SDS) process, where given a
rendered image z and a text condition y, the objective is to
minimize the Lo loss between a sampled noise € ~ A/(0, )
added to the image, and the noise ¢, predicted by a de-
noising unet w at some timestep ¢, sampled from a uniform
distribution t ~ U(0, 1):

Loitr(w, 2, y,6,t) = w(t) e (ze,y,1) —€ll, ()
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Figure 4. Results Gallery. We present a diverse set of 1-way, 2-way, and 3-way blending results of MeshUp. MeshUp can operate on
various kinds of source shapes like human body, face, or animals, and can deform them into a blend of multiple concepts.

Source
o!f 100% oat 0% Bu%lo 0% Bufkalo 100%

Butfalo 30% Goat 30%
Hippo 400% 0 30% 'DéChSh\md #0% Dachshund 100%

'Dachshuno\ 30% Hippo 30%
Figure 5. Interpolation Between Two Objectives. We show that
we can vary the ratio between two objectives (e.g. going from
hippo 100% on the left to Hippo 70%-Dachshund 30%, Hippo
30%-Dachshund 70% and finally Dachshund 100% on the right),
effectively interpolating between the shape of the two targets.

where w(t) is a weighting term used in the pretrained diffu-
sion model [45], and z; is the rendered image noised at the
timestep ¢. In practice, to compute the gradient of the opti-
mizable parameters efficiently with respect to the loss Lpjg,
it has been shown that the gradients through the U-Net of
the diffusion model can be omitted [45, 62]. Since we aim
to minimize the loss Lpis by optimizing each jacobian J;,
we can estimate the gradient of the loss with respect to each
jacobian as follows:

6Zt (J 2)
aJ;
3)
Using this SDS gradient, one can deform a mesh to a
single target prompt. A detailed discussion can be found in
the supplementary materials.
Following [18], we also find it beneficial to regularize
the deformation by adding a Jacobian regularization loss

Ly=a) |[Ji—1,, @)
=1

in ESDS (wv z,Y,¢, t) = w(t) (EUJ (Zt7 Y, t) - 6)

where « is a hyperparameter determining the regularization
strength. This loss penalizes the Jacobians against the iden-
tity matrix (which represents the identity deformation) to
effectively restrict the magnitude of the deformation. Next,
we describe how we extend this framework to multiple tar-
gets.

Multi-target Guidance via BSD. Our multi-target archi-
tecture is composed of several parallel diffusion branches:
one that takes a null text prompt as input (the blend-
ing branch), and others with a user-specified target input
prompt(the target branches) (see Figure 2). These branches
also take the same batch of mesh renderings as input im-
ages.

For clarity, let j denote the index for the ;' target-
branch, each associated with a target “concept.” The ;"
branch would take as input its associated target text, y/;, and
a weight w; that controls the degree to which y; should be
expressed. The key observation is that the activation matri-
ces (¢7) we get at the end of each attention layer represent
the“weighted feature space” of each concept, defined over
the space of the patch of the input renderings. To blend the
features over this space, we perform a weighted interpola-
tion of the activations across the patch dimension, and inject
them into the corresponding patch location in the blending
branch. Formally, we inject the activation for a single con-
cept as follows:

¢blend — ’LUj¢j + (1 wj)¢blend (5)

where ¢%" and ¢’ are the activation matrices in the blend-
ing branch and target branch j, respectively. To blend two
concepts from the i*” and ;" target branch, we would in-
ject:

(bblend — wi¢i + wj(b] + (1 —w; — w; )d)blend (6)
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Figure 6. Overview of Mask Extraction for Localized Control.

For Localized control, we first extract the self-attention maps that
correspond to each control vertex. Using the inverse vertex-to-
pixel map, P~!, we then project the self-attention maps onto the
mesh vertices and create a 3D attention map that describes the
Region of Interest (ROI) per target concept (Vr). We normalize
and threshold this ROI map to create a 3D mask (mask(9r)), and
rasterize the map from the same viewpoints as the mesh renderings
to generate R, the localization masks to be applied to the cross
attention layers of the BSD pipeline.

The denoising U-Net from the blending branch utilizes
the blended activations ¢*'*"? to predict the noise added
to the image, and the gradients are backpropagated using
Equation (3) to update the Jacobians.

Localized Control. Notably, the BSD pipeline is designed
in a way that can incorporate a more fine-grained control
over the location where each concept is manifested. Specif-
ically, we select a set of control vertices as additional inputs,
and impose a novel localization constraint over our concept-
mixing pipeline by leveraging the self-attention maps ex-
tracted from these vertices. We will first go over how we
can achieve local control for a single target, then extend this
concept to enable localized blending of multiple concepts.

We first begin by mapping the 3D vertex positions to
their corresponding pixel locations in a set of rendered im-
ages by using a mapping function r that takes as input v,
the vertex positions, and c, the camera parameters, to find a
vertex-to-pixel mapping P:

P =r(v,c). (7

Next, we perform a denoising iteration on these render-
ings, and using the map P, we extract all the self-attention
maps corresponding to the selected control vertices. We
then average these maps across the attention layers to form
a probabilistic region of interest (ROI) for each rendering,
which we henceforth denote as R,, (the ROI map for the

h rendering). We then use the inverse pixel map, P~! to
map R, back to its corresponding vertex positions on the
mesh surface:

Vi = P ' (Ry), ®)

where Vg is the 3D probabilistic ROI defined over the
mesh vertices. We iteratively update Vi during the BSD
optimization process. We can then get a 3D-consistent
2D ROI map, R,,’, by normalizing Vi with Ve =
#% thresholding it at th = 0.8 to create a
binary mask, maskv}?
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Figure 7. Local Deformation for a Single Target We show local
deformation results for single text targets. We visualize the source
mesh over the top-left corner of each result, and the selected con-
trol vertices as blue dots. Note how the deformation is constrained
to the selected region.

For single-target deformation, we first deform the entire
source mesh by regularly updating the jacobians, and at the
end of all iterations, we use this binary mask to manually
assign any jacobians that falls out of this mask region to the
identity matrix:

masky (Ji) = 1. )

By solving the poison equation 1 after such assignment,
we effectively get a mesh that smoothly deforms to the tar-
get only within the region specified by the 3D consistent
mask. As we visualize in Figure 7, our method’s significant
capability to deform the specified region while preserving
its smooth connectivity to the preserved region offers our
work to be used as a geometry-editing tool, where given a
pre-defined source mesh, the users can select and partially
edit specific regions of the mesh using text prompts.

Localized Control for Multiple Concept Blending. To
“blend” guidance from a variety of these localized objec-
tives, we first rasterize each of the 3D-mask mask‘;R(Ji),
back to the 2D rendering space,

R,/ = Rast(masky, ,v,c). (10)

We then use R,,’ to mask-out the cross-attention maps,
eliminating any association between the target and the un-
wanted regions of the mesh. Using BSD to mix activation
from these masked attention maps yield a guidance score
that respects both the weighted blend of multiple targets, as
well as their associated local regions, as noticeable in Fig-
ure 8

Since mask R/, is rasterized from a unified 3D ROI map
Vg, it is consistent across multiple-viewpoints, and thus for
the various renderings. Additionally, because V3 is contin-
uously accumulated as the sum of the attention probabilities
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Figure 8. Multiple Local Deformation Control. We show deformation results for different selection of control points. Both columns
show deformation results combined with various BSD weights of 1.0, 0.7, 0.5, and 0.3, 0.0, respectively, for the targets“Kangaroo” and
“Armadillo.” (Top row) the points around the head region (blue dots) are assigned to the target “Kangaroo,” and points around the body to
“Armadillo” (yellow dots). (Bottom row) flips the assignment. The figure demonstrates how the deformation results vary according to the
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assignment of selected control points.

projected from multiple R,,s, it is guaranteed that the influ-
ence from a single attention map is minimized, preventing
any particular viewpoints from adding significant variations
to the ROI map. We show an ablation of this method in the
supplements.

The rasterized R], is then used as a binary mask in our
usual BSD pipeline to be applied over the cross-attention
maps of a desired concept, constraining the area over which
the concept can be manifested. Additionally, since self-
attention maps extracted from real, non-inverted render-
ings can be less informative, we optionally fine-tune and
overfit LoORA weights to precisely predict the noise from a
large batch of multi-viewpoint renderings using the objec-
tive from [48]. We supply further details about this, as well
as the localization method in the supplements.

Image Targets with Textual Inversion. Text prompts
might often be insufficient to describe the desired target
and images could be more descriptive in some settings. We
leverage textual inversion [17], which converts an image tar-
get into a prompt encoding, and use the encoded prompt in
place of the target prompt y of the target branch in our BSD
framework.

4. Experiments

In this section, we first show multi-target deformation re-
sults driven by text or image targets. Additionally, we
demonstrate deformations with local control and mesh tar-
gets. Finally, we also describe how our method can be used
as a regularization term that controls the strength of a de-
formation. We provide comparisons with various baselines,
show an experiment that uses our method to perform key-
point interpolation between concepts, and show a qualita-
tive user study of our method in the supplementary material.
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Figure 9. Evaluation of BSD with and without Local Deforma-
tion. We evaluate the deformation results with and without the
Localized Deformation method. The top row shows results using
just the naive BSD (our regular multi-target deformation), while
the middle and bottom row shows the results using our localiza-
tion method. We visualize the selected control vertices as blue and
yellow dots on the mesh. Note how the results using our Localized
Deformation method respect the assigned control points, in addi-
tion to the mixture of multiple targets.

4.1. Concept Mixing Results

Multi-Target Results. We demonstrate various multi-
target concept mixing results in Figures 1, 4, and 5.
Our method successfully mixes diverse concepts (animals,
faces, fantasy creatures, and vehicles) with various weights.
The figures illustrate how the same concepts can be mixed
with different weights, enabling the user to control which
features emerge more prominently. For example, in Fig-
ure 5, we can clearly see how with a high weight for the



Figure 10. Four-way Blending with Image Targets. We use
textual inversion [17] to condition the Text-to-image model with
inspiration images represented by their inverted textual token.
MeshUp supports as many targets as desired. We demonstrate a
four-way blending with four target image concepts. The closer the
shape is to the target image, the higher the corresponding blending

weight of that target.
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Figure 11. Self-Blending Deformations. We use BSD to inject
varied strengths of activations, each from a single target to the
blending branch, effectively controlling for the degrees to which
the target is expressed in the resulting deformation.

hippo shape, the fat body and the rounded face is promi-
nent. On the other hand, dachshund’s long body and facial
features are dominant for examples with higher weights on
dachshund.

Localization Control Results. In Figure 7 and Figure 8,
we provide examples of localization control, where users
can indicate (by selecting the control vertices, visualized in
blue and yellow dots) which part of the model should be
affected by each target. Note how each of the target fea-
tures emerges in the user-specified region. This method of-
fers a high level of control over how both mixed/unmixed
concepts manifest in the deformed mesh. We also demon-
strate how the local deformation is affected by changes in

Source 30% S0% 0% Target

Figure 12. Interpolating Mesh Using Self-Blending Deforma-
tion. We show how the Self-Blending capability of MeshUp can
be used to interpolate the shapes of two meshes, the Source and
the Target, by using dreambooth to learn the shape of the Target,
and deforming the Source using various weights. Note how the
muscular features of the Target mesh gradually emerge as we in-
crease the blending weight from 30% to 70%.
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Figure 13. Texture Transfer. We show how the texture map ini-
tially defined over the source mesh gets transferred without distor-
tion to meshes deformed using our method.

the assignment of weight (w) in Figure 8. We observe that if
we give a different emphasis to different parts of the source
mesh via the selection of control vertice, BSD conditions
the emphasis accordingly on various scales, creating a more
versatile space for user control.

Image Targets and the Concept Space. We show the abil-
ity of our system to take image concepts as inputs in Fig-
ure 10. We find this feature to be especially useful for
some concepts that have significant shape variations (e.g.,
“trucks”), and for those that are difficult to engineer a pre-
cise prompt for. In this figure, we also illustrate how one
can generate a continuous blending space spanning as many
as four concepts by sampling different relative weights for
each one of them.

Regularizing Mesh Deformation via Self-Blending. In
Figure 11 we demonstrate that our BSD pipeline can take a
single target objective, and be used to control the strength
of a single-target deformation by using various weights, w;.
We use a modified classifier free guidance to achieve this
(we provide its details and ablation in the supplements).

Using Mesh as Targets. In Figure 12, we further ex-
pand our model’s self-blending capability to interpolate the
shapes of two meshes, by gradually deforming the source
mesh into a Target mesh. To achieve this, we utilize the
multi-viewpoint renderings of the target, and batch 48 ren-
derings per-iteration to fine-tune the UNet of the diffusion
model using the objective from DreamBooth [48]. To avoid
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Figure 14. Comparison with other methods. We compare the mesh quality obtained with MeshUp to Magic3D, TextMesh, Prolific-
Dreamer, and MVDream. For Magic3D, TextMesh, and MVDream, we visualize the textured, implicit shape representation on the bottom
right of each figure (for ProlificDreamer, we only show the result after the geometry refinement stage). For our first two results, we deform
the source mesh (visualized on the bottom right of each result) into the specified targets. For the last two results, we use our localized
control method to confine the deformation to the region specified by the control vertices (visualized as blue dots over the source mesh).

memory overload, we fine-tune the LoRA weights [26] in-
stead of the whole model. Using the fine-tuned weights with
the associated token as the objective, we deform the Source
using various weights, w;. Please refer to [48] for details
of the training procedure.

Texture Transfer. We demonstrate the utility of deform-
ing from a source shape using our method, as opposed to
generating new 3D shapes from scratch. In Figure 13 we
show how the texture map defined over the source seam-
lessly transfers over to other meshes deformed using our
method. We can extend this property to transfer other at-
tributes such as motion functions, and we show this exam-
ple in the supplementary video, which can be found in our
project page.

Comparison with Other Methods. Finally, we com-
pare the quality of our mesh outputs to those extracted
from Magic3D, TextMesh, ProlificDreamer (geometry re-
finement stage), MVDream. Not only does our method
yield a geometry of much better detail and quality, but the
tessellations (visualized on the right side of each figure)
are also superior, a crucial advantage for any mesh-based
graphic applications. We also show in the last two bot-

tom rows that our localized control method significantly
outperforms other methods that use text description to de-
pict the localized deformation results we can achieve us-
ing MeshUp. More details of the comparison, including the
specific models we used for these experiments, can be found
in the supplements.

5. Conclusion and Limitations

In this paper, we propose a versatile framework for mesh de-
formation that supports deformation via text or image-based
concepts, mixing these concepts using various weights, and
localizing their expressions.

The deformation of MeshUp is focused on preserving
the topology of the initial mesh, and treating it as a
shape-prior which prescribes the aesthetic of the deformed
results. Thus, our technique would not be suitable for
inducing topological changes (such as deforming a sphere
to an object with topological holes). We leave the task
of topology-modifying mesh modifications to future
work. Although we limit our focus to deformation in
this paper, another potential application of our method
would be to leverage our technique for generating other
mesh parameters, such as textures, materials, and normals.
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