
Published at the ICLR 2025 Workshop on Bidirectional Human-AI Alignment (BiAlign)

MITIGATING SOCIETAL COGNITIVE OVERLOAD IN
THE AGE OF AI: CHALLENGES AND DIRECTIONS

Salem Lahlou
Mohamed bin Zayed University of Artificial Intelligence
salem.lahlou@mbzuai.ac.ae

ABSTRACT

Societal cognitive overload, driven by the deluge of information and complexity in
the AI age, poses a critical challenge to human well-being and societal resilience.
This paper argues that mitigating cognitive overload is not only essential for im-
proving present-day life but also a crucial prerequisite for navigating the potential
risks of advanced AI, including existential threats. We examine how AI exacer-
bates cognitive overload through various mechanisms, including information pro-
liferation, algorithmic manipulation, automation anxieties, deregulation, and the
erosion of meaning. The paper reframes the AI safety debate to center on cognitive
overload, highlighting its role as a bridge between near-term harms and long-term
risks. It concludes by discussing potential institutional adaptations, research di-
rections, and policy considerations that arise from adopting an overload-resilient
perspective on human-AI alignment, suggesting pathways for future exploration
rather than prescribing definitive solutions.

1 INTRODUCTION: AI, COGNITIVE OVERLOAD, AND THE LOOMING
GOVERNANCE CRISIS

1.1 THE AGE OF SOCIETAL COGNITIVE OVERLOAD: A LOOMING CRISIS

We stand at a precipice. Human societies are increasingly struggling to process the sheer volume
and complexity of information in the digital age, a condition dramatically amplified by the rapid
proliferation of artificial intelligence (AI). While Toffler (1970) foresaw “future shock” from ac-
celerating change and Eppler & Mengis (2004); Bawden & Robinson (2009) analyzed individual
information overload, Byung-Chul Han, in his critique of neoliberalism and technological domi-
nation (Han, 2017), argues that contemporary society faces a regime of technological domination
that exploits and overwhelms the psyche. This exploitation and overwhelming of the psyche, now
dramatically amplified by AI-driven information and complexity, elevates information overload to a
systemic crisis: societal cognitive overload.

This is a state where individuals, institutions, and even entire governments are overwhelmed, their
capacity to make sound decisions eroded by the sheer cognitive demands of navigating AI-driven
systems.

This societal cognitive overload manifests across three critical domains:

• Informational Domain: The deluge of AI-generated synthetic media (deepfakes (Chesney
& Citron, 2019; Tolosana et al., 2020), algorithmically curated filter bubbles (Pariser, 2011)
and disinformation campaigns (Vaccari & Chadwick, 2020)) erode shared epistemic ground
(Benkler et al., 2018), making it harder to discern truth from falsehood.

• Moral Domain: Societies struggle to define fairness in algorithmic systems (Noble, 2018)
and grapple with fundamental ethical questions about human agency, responsibility, and
values in an age of automation (Carr, 2010; Turkle, 2011).

• Systemic Domain: As Tainter (1988) warned, societies risk collapse when complexity
outpaces their capacity to manage it. AI-driven interconnectedness (Crawford, 2021) and
the potential erosion of human decision-making skills (Kahneman, 2011) exacerbate this
systemic fragility.
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Critically, this multifaceted cognitive overload not only degrades our capacity to address present-day
challenges, across these informational, moral, and systemic domains, but also undermines our ability
to grapple with the profound long-term implications of AI. This includes the very real concerns about
AI safety and potential existential risks articulated by leading researchers (Bostrom, 2014; Russell,
2019; Bengio et al., 2023; Ord, 2020).

Complementing these concerns about abrupt existential risks, recent research by Kulveit et al. (2025)
highlights the equally concerning, yet often overlooked, threat of “gradual disempowerment”. They
argue that even incremental advancements in AI, by progressively replacing human labor and cog-
nition across crucial societal systems, can lead to a systemic and potentially irreversible erosion of
human influence and control, ultimately precipitating a different pathway to existential catastrophe
through the slow and subtle undermining of human agency at a societal scale.

1.2 AI AS A DOUBLE-EDGED SWORD

AI technologies act as both cause and potential remedy for this overload:

• Exacerbation: Algorithmic manipulation traps users in engagement-driven filter bubbles
(Pariser, 2011), automation disrupts labor markets (Acemoglu & Restrepo, 2017; 2020),
and opaque systems concentrate power in unaccountable platforms (Srnicek, 2017; Varo-
ufakis, 2023).

• Mitigation: AI could enhance human cognition through tools for information filtering
(Malone, 2018) or decision support, but only if designed to prioritize societal resilience
over profit motives (Norman, 2013).

1.3 BURIED QUESTIONS AND INSTITUTIONAL PARALYSIS

AI forces societies to confront long-deferred questions:

• What level of inequality is permissible in economies where AI concentrates wealth (Ace-
moglu & Robinson, 2012)?

• How can policymakers govern algorithms when technical complexity overwhelms demo-
cratic processes (Green, 2021)?

• What existential risks are acceptable in pursuing artificial general intelligence (Bostrom,
2014; Bengio et al., 2023)?

These dilemmas remain unresolved because cognitive overload paralyzes institutions. As Green
(2021) demonstrates, even well-intentioned policies like human oversight of algorithms fail when
decision-makers lack the bandwidth to audit complex systems. This creates a bidirectional misalign-
ment: overloaded institutions cannot govern AI effectively, while poorly governed AI intensifies
societal strain.

1.4 PAPER OUTLINE

This paper argues that mitigating societal cognitive overload is not merely beneficial, but essen-
tial for responsible AI development and ensuring alignment with human values, particularly when
navigating potential existential risks. To support this argument, we will:

• Analyze the key mechanisms by which AI exacerbates societal cognitive overload, span-
ning informational, economic, and existential dimensions, and highlighting the amplifying
roles of deregulation and profit-driven incentives (Section 2).

• Demonstrate how AI, while exacerbating cognitive overload and potentially paralyzing in-
stitutions, paradoxically forces us to confront critical “buried questions” related to algorith-
mic fairness, economic inequality, and existential risks that societies can no longer afford
to ignore (Section 3).

• Conclude by discussing the potential institutional adaptations, research directions, and pol-
icy considerations that emerge from an overload-resilient perspective on human-AI align-
ment, suggesting pathways for future exploration.
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Our central aim is to reframe the AI alignment challenge through the lens of societal cognitive
capacity, arguing that reducing overload is a crucial prerequisite for effective governance, ethical AI
development, and ultimately, a safer and more human-compatible AI future.

2 AI’S DOUBLE-EDGED SWORD: MECHANISMS OF COGNITIVE OVERLOAD

2.1 EXACERBATION: HOW AI INTENSIFIES SOCIETAL STRAIN

2.1.1 ALGORITHMIC MANIPULATION AND POLARIZATION

The architecture of AI-driven platforms, optimized for engagement, creates self-reinforcing cycles
of polarization. Benkler et al. (2018)’s analysis of the 2016 U.S. election demonstrates how net-
worked propaganda exploits cognitive overload: bots and hyper-partisan media outlets flooded so-
cial platforms with disinformation, overwhelming users’ capacity to discern truth. As Howard et al.
(2018) detail, these actors strategically leverage social media algorithms to amplify their messages,
using techniques such as bot networks to artificially inflate engagement and targeted advertising to
reach specific demographics with tailored disinformation. This “cybernetic loop” of overload and
polarization is exacerbated by filter bubbles (Pariser, 2011), where users are trapped in ideological
echo chambers. For example, the Brexit referendum saw the deployment of AI-powered micro-
targeting tools, such as those used by Cambridge Analytica (Cadwalladr, 2019), which leveraged
psychographic profiling to deliver tailored misinformation. This exploitation of cognitive biases,
including confirmation bias, is further amplified under conditions of cognitive overload. When
overloaded, individuals become less capable of engaging the effortful System 2 thinking (Kahne-
man, 2011) needed for critical evaluation, making them more susceptible to not only initial mis-
information, but also to the “continued influence effect” (Lewandowsky et al., 2012), where false
information persists even after corrections are presented. This creates a bidirectional misalignment:
overloaded users are easily swayed by misaligned AI, while these misaligned algorithms further
amplify information overload, creating a negative feedback loop. These systems exacerbate societal
fragmentation and erode shared reality.

2.1.2 AUTOMATION ANXIETY AND ECONOMIC FRAGILITY

Acemoglu & Restrepo (2020) demonstrates that automation disproportionately displaces low-wage
earners in what Autor et al. (2003) characterize as “routine-task intensive” sectors. These sectors,
encompassing not only manual labor in manufacturing but also cognitive roles in clerical and ad-
ministrative work, are particularly vulnerable due to the codifiable and rule-based nature of their
tasks, making them readily automatable by AI and robots. The psychological toll is severe: Case
& Deaton (2020) links job displacement to rising “deaths of despair” (suicide, substance abuse)
in communities hollowed out by automation. Cognitive overload further exacerbates this crisis, as
workers facing displacement and the daunting prospect of reskilling must navigate complex and
often opaque AI-driven job markets (Webb, 2020). The sheer scale of this reskilling challenge
is underscored by OECD studies (Arntz, 2016), which highlight the potential for widespread job
displacement across developed economies. Moreover, policymakers themselves, often facing their
own cognitive overload amidst rapid technological change and lobbying pressures (Crawford, 2021;
Green, 2021), may struggle to enact effective and timely responses. Cognitive overload thus be-
comes a significant barrier to workers adapting to automation-driven job displacement, hindering
their ability to reskill and effectively navigate new, AI-driven job markets. This dynamic contributes
to the expansion of what Standing (2011) describes as the “precariat”: a growing class facing pre-
carious employment and economic insecurity. The cognitive burden experienced by the precariat,
coupled with anxieties about future prospects, not only undermines individual well-being but also
diminishes societal resilience and the capacity for a constructive and informed public discourse on
AI and automation policy, creating a bidirectional misalignment. This creates a feedback loop where
economic precarity erodes societal capacity to govern AI, and unregulated AI deepens inequality.

2.1.3 EROSION OF HUMAN AGENCY

Turkle (2011) documents how increasing reliance on AI-driven social platforms diminishes empathy
and self-reflection, leading to a paradoxical sense of being “alone together.” This trend towards shal-
lower online engagement resonates with Carr (2010)’s warning about the cognitive consequences
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of hyperlinked and algorithmically curated content, which fosters “skimming” over deep reading.
Indeed, neuroscientific research (Small et al., 2009) suggests that habitual internet use may alter
brain activity patterns, potentially favoring rapid, shallow information processing at the expense
of sustained attention and deep analytical skills. The cumulative effect of these trends is a soci-
ety potentially less equipped for deep deliberation, particularly on complex and long-term issues
like AI’s existential risks. This erosion of human agency is not a mere side-effect, but arguably
baked into the design of many platforms. As Eyal (2014) elucidates in “Hooked”, persuasive design
principles are strategically employed to maximize user engagement and habit formation, often at
the cost of users’ conscious control over their attention and cognitive habits. Furthermore, Dennett
(2017)’s concept of “competence without comprehension”, exemplified by AI systems like based on
large language models (Brown et al., 2020; OpenAI, 2023; Guo et al., 2025) generating human-like
text without genuine understanding1, raises deeper concerns about human agency in relation to in-
creasingly sophisticated AI, echoing Vinge (1993)’s warnings about a potential “post-human era”
where human control is fundamentally challenged. Cognitive overload, exacerbated by reliance on
AI-driven platforms, diminishes human self-reflection and critical thinking. This leads to a bidirec-
tional misalignment: humans become less capable of articulating and defending their values in the
face of increasingly powerful AI, while AI systems, developed without robust human value input,
may drift further from human-compatible goals. This concern about the erosion of human critical
thinking skills in the face of increasingly capable AI is echoed in recent commentary, with articles
in media outlets like Big Think (Pomeroy, 2025) raising questions about whether over-reliance on
AI tools could lead individuals to “take the convenient route of allowing AI to handle our critical
thinking”, rather than preserving and developing this essential cognitive capacity themselves.

2.1.4 DEREGULATION, PROFIT MOTIVES, AND CONCENTRATION OF POWER AS COGNITIVE
OVERLOAD AMPLIFIERS

The exacerbation of societal cognitive overload by AI is not solely a technological phenomenon; it
is deeply intertwined with socio-economic and political factors. Current trends in deregulation, the
dominance of profit motives, and the increasing concentration of power in the hands of a few large
tech corporations (Varoufakis, 2023; Heikkilä, 2023; Verdegem, 2024) act as significant amplifiers
of cognitive overload. As governments struggle to keep pace with AI’s rapid evolution, the cognitive
burden of oversight often leads to de facto or explicit deregulation. This “cognitive offloading” to
the market, as discussed by Braithwaite & Drahos (2000) in the context of global business regula-
tion, can be particularly problematic in the AI sector. Fundamentally, the exacerbation of societal
cognitive overload by AI is deeply intertwined with prevailing profit motives and the mechanics
of the attention economy (Wu, 2016). As Lanier (2018) compellingly argues, the core business
model of many dominant tech platforms is not merely about connecting people, but about captur-
ing and relentlessly monetizing user attention. This creates a powerful incentive to design systems
that maximize engagement metrics, even if such designs inherently contribute to information over-
load, algorithmic manipulation, and societal fragmentation, as these often paradoxically increase
short-term engagement. This trend is further amplified by the increasing concentration of power
and resources within a handful of tech corporations (Zuboff, 2019; Srnicek, 2017). As Khan (2016)
powerfully demonstrates in her analysis of Amazon’s “antitrust paradox”, and as Zuboff (2019) de-
tails in her critique of “surveillance capitalism”, these entities wield immense power to shape the
digital information landscape, control vast data resources, and influence public discourse. This con-
centrated power directly undermines societal resilience to cognitive overload, as the decisions of
these corporations, often driven by opaque algorithms and shareholder value maximization, have
far-reaching and largely unaccountable impacts on the information environment and the cognitive
well-being of billions. This dynamic reinforces a feedback loop where cognitive overload weakens
regulatory capacity, leading to further deregulation and increased corporate power, which in turn
intensifies cognitive overload.

2.1.5 EXISTENTIAL UNCERTAINTY AND THE COGNITIVE LOAD OF MEANING-MAKING

Beyond the more readily quantifiable forms of cognitive overload, AI introduces a more subtle yet
profound cognitive burden: existential uncertainty and a sense of eroding meaning. As AI systems

1The question of whether LLMs genuinely understand language and concepts remains a subject of ongoing
philosophical inquiry regarding the nature of understanding and reasoning.
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increasingly exhibit capabilities once considered uniquely human—creativity, complex communica-
tion, problem-solving—fundamental questions about human identity, purpose, and uniqueness are
brought into sharp relief. This growing sense of existential uncertainty is not merely a theoretical
concern, but is reflected in public perceptions of AI. A recent National Public Opinion Poll on the
Impact of AI (Imagining the Digital Future Center, Elon University, 2024) reveals widespread public
anxiety about the societal implications of AI, suggesting a broad societal awareness of the profound
and potentially unsettling transformations AI may bring to human life and meaning-making. This
can be understood as a form of “existential cognitive load”, reflecting the often taxing mental effort
and anxiety associated with grappling with these profound questions of meaning and purpose in a
world where the boundaries of human and artificial intelligence are becoming increasingly blurred,
as explored for example by Yalom (2020)’s work on existential psychotherapy. This challenge to
anthropocentric worldviews can create a sense of existential unease and disorientation. The de-
mocratization of powerful AI tools, like LLMs, makes these existential questions accessible and
relevant to a wider population. While this existential questioning can be a catalyst for philosophical
reflection and societal evolution, it also undeniably adds to the overall societal cognitive load, as
individuals and communities grapple with redefining their place and purpose in a world increasingly
co-inhabited by intelligent non-human agents. This challenge to traditional meaning-making deeply
resonates with broader philosophical concerns about the “malaise of modernity”, as Taylor et al.
(1989) describes, where established sources of identity and value are under strain, leaving individ-
uals and societies searching for new foundations. Furthermore, this existential uncertainty, when
combined with the more practical forms of information and task-related cognitive overload, can
contribute to a pervasive sense of societal anxiety and a diminished capacity for collective action,
potentially exacerbating the decline in social capital and civic engagement highlighted by Putnam
(2000).

2.2 MITIGATION: TOWARD HUMAN-CENTERED AI DESIGN

2.2.1 CONTEXT-AWARE AND HUMAN-CENTERED TOOLS FOR COGNITIVE SUPPORT

AI’s potential for cognitive augmentation hinges on designing tools that genuinely enhance human
capabilities without exacerbating overload. Malone (2018) envisions AI as “superminds” – collab-
orative systems that amplify collective intelligence. To realize this, AI tools must be context-aware,
adaptive to individual cognitive capacities, and prioritize human agency. Realizing this potential for
cognitive augmentation, however, is far from straightforward. The development of truly effective
human-centered AI tools for cognitive support faces significant technical and design challenges. It
requires not only advanced AI algorithms but also careful consideration of user interface design,
human-computer interaction principles, and ethical implications to ensure these tools genuinely em-
power users without introducing new forms of overload or manipulation.

• Personalized Information Filtering and Sensemaking: AI could offer personalized informa-
tion filters prioritizing relevance and reducing redundancy, drawing on “universal usability”
(Shneiderman, 2000). AI-powered summarization tools based on LLMs could reduce cog-
nitive burden of information processing. However, building effective personalized filters
that avoid echo chambers (Gomez-Uribe & Hunt (2015); Nguyen et al. (2014)) remains a
technical hurdle. Careful UI/UX design, guided by usability principles (Nielsen, 1994), is
crucial.

• Explainable and Transparent AI for Trust and Calibration: Mitigation requires Explain-
able AI (XAI) providing insights into reasoning (Doshi-Velez & Kim, 2017; Lipton, 2018;
Guidotti et al., 2018). XAI helps users understand AI recommendations and calibrate trust.
However, creating usable XAI under cognitive overload remains a challenge (Miller (2019);
Nielsen (1994)). XAI should offer concise, relevant, actionable insights, aligning with
“mixed-initiative” interface design (Horvitz, 1999), where humans and AI collaborate to
understand each others’ contributions.

• Tools for Collective Deliberation and Consensus Building: Platforms like Polis (Small
et al., 2021) show AI’s potential for large-scale deliberation. AI tools could identify agree-
ment/disagreement, structure discussions, summarize viewpoints. However, scalability,
moderation, UI design for synthesis remain hurdles. Ethical concerns about algorithmic
bias and manipulation must be addressed. These tools aim to enhance “collective intelli-
gence” (Woolley et al., 2010).
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However, it’s crucial to acknowledge the potential pitfalls. AI tools themselves can be designed to be
addictive (Alter, 2017), manipulative, or biased. Therefore, human-centered design must be guided
by ethical principles and focus on empowering users, not further exploiting their cognitive vulner-
abilities. The goal is to create AI that enhances human cognitive capacity and agency, rather than
substituting or undermining it. Context-aware AI tools aim to reduce cognitive overload, thereby
enhancing human capacity to understand and interact effectively with AI. This contributes to bidi-
rectional alignment by empowering humans to better steer AI and ensuring AI systems are designed
to be more human-compatible in cognitively demanding environments.

2.2.2 GUARDRAILS AGAINST COGNITIVE EXPLOITATION AND SYSTEMIC OVERLOAD

Technical solutions alone are insufficient. Mitigating societal cognitive overload also requires robust
“guardrails”: regulatory frameworks and societal norms that protect against cognitive exploitation
and systemic risks. These guardrails must address the bidirectional nature of the problem: prevent-
ing AI from exacerbating overload, and ensuring institutions are capable of governing AI effectively.
However, establishing effective guardrails against cognitive exploitation and systemic overload is a
complex undertaking, fraught with practical, ethical, and political challenges. These guardrails
must not only be robust enough to protect against harms but also adaptable to the rapidly evolving
AI landscape and sensitive to potential unintended consequences or trade-offs with other societal
values, such as innovation and freedom of expression.

• Transparency, Accountability, and Auditing Mandates: Building on the EU AI Act (Eu-
ropean Parliament, 2023) and IEEE Ethically Aligned Design (The IEEE Global Initia-
tive on Ethics of Autonomous and Intelligent Systems, 2019), regulations must mandate
transparency for “high-risk” AI systems, requiring developers to provide documentation,
explainability mechanisms, and undergo independent audits. This reduces the “cognitive
auditing burden” on regulators (Green, 2021) by making systems more scrutable. Fur-
thermore, accountability mechanisms are crucial: assigning clear responsibility for harms
caused by AI systems, encouraging responsible development and deployment. However,
implementing effective transparency, accountability, and auditing mandates for AI systems
is far from trivial. As Green (2021) points out, even well-intentioned human oversight
policies can falter due to the sheer cognitive burden of auditing complex algorithms. Fur-
thermore, ensuring due process and fairness in algorithmic systems, as explored by Citron
& Pasquale (2014), requires careful consideration of procedural mechanisms and regula-
tory capacity. Building this regulatory capacity, including developing AI auditing tools for
regulators themselves and fostering interdisciplinary expertise, is a critical challenge.

• Attention Economy Reforms and “Right to Disconnect” Principles: The attention econ-
omy, driven by engagement-maximizing algorithms (Wu, 2016), directly contributes to
cognitive overload and societal polarization. Reforms could include limiting the capacity
of platforms to algorithmically promote harmful content or filter bubbles, and expanding
the right to disconnect (Müller, 2020; Syvertsen, 2020; Baerten et al., 2023) to protect in-
dividuals from constant digital connectivity and work encroachment, fostering cognitive
restoration. However, regulating the attention economy and implementing the right to dis-
connect involve navigating complex trade-offs. For example, overly restrictive regulation
of algorithmic amplification could raise concerns about freedom of expression and innova-
tion (Napoli, 2019). Similarly, enforcing right to disconnect policies in a globalized and
always-on work culture presents practical and cultural challenges. Policy design in this
area requires careful balancing of competing values and a nuanced understanding of the
digital media ecosystem.

• Labor and Economic Safeguards in the Age of Automation: To mitigate automation anxi-
ety and economic precarity, which exacerbate cognitive overload, policy interventions are
needed:

– Strengthening social safety nets: Universal Basic Income (UBI) or robust unemploy-
ment benefits can reduce economic stress and free cognitive resources for adaptation
and civic engagement (Danaher, 2019).

– Investing in reskilling and lifelong learning: Preparing the workforce for the chang-
ing job market, but also ensuring reskilling programs are cognitively accessible and
effective, rather than adding to overload.
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– Promoting human-centered automation: Encouraging AI development that augments
human labor rather than solely replacing it, focusing on tasks that are dull, dangerous,
or dirty, while preserving meaningful human work.

However, even seemingly beneficial policies like UBI are subject to ongoing debate and
scrutiny. As explored in extensive research (Bidadanure, 2019), questions remain about the
optimal design, funding mechanisms, and potential societal impacts of UBI, including its
effects on work motivation and inflation. Furthermore, ensuring that reskilling programs
are truly effective and accessible, and that “human-centered automation” is not merely a
rhetorical concept but a practical reality, requires sustained effort and careful policy imple-
mentation.

Responsive regulation (Braithwaite & Drahos, 2000), characterized by iterative, evidence-based
rules and stakeholder engagement, is crucial for navigating the rapidly evolving AI landscape.
“Sandbox” approaches, like Singapore’s (OECD, 2024), can allow for controlled experimentation
and impact assessment before widespread deployment, fostering a more adaptive and overload-
resilient approach to AI governance. Ultimately, these guardrails are essential for ensuring that AI
benefits society as a whole, rather than exacerbating existing inequalities and cognitive strains. Reg-
ulatory guardrails aim to prevent AI from exacerbating cognitive overload and to ensure institutions
have the capacity to govern AI effectively. This is essential for bidirectional alignment: reducing
societal cognitive overload creates a more stable foundation for developing and deploying AI that is
truly aligned with human values, while effective governance mechanisms ensure ongoing alignment
as AI evolves.

3 AI AS CATALYST: CONFRONTING BURIED SOCIETAL QUESTIONS OF
FAIRNESS, INEQUALITY, AND RISK

While societal cognitive overload presents a significant impediment to addressing complex chal-
lenges, the rise of AI paradoxically acts as a catalyst, forcing a long-overdue confrontation with
fundamental societal questions that have often remained buried beneath layers of routine and de-
ferred deliberation. In periods of relative societal stability, societies can often postpone grappling
with deeply uncomfortable questions about justice, equity, and existential risks. However, the trans-
formative and disruptive power of AI, coupled with the intensifying pressures of cognitive overload,
resurfaces these “buried questions” with a new urgency, demanding that we confront them head-on
if we are to navigate the AI age responsibly and ethically.

3.1 DEFINING JUSTICE IN ALGORITHMIC SYSTEMS: AN AI-DRIVEN IMPERATIVE

Can justice be mathematically defined for AI? Mittelstadt et al. (2016) argues fairness metrics con-
flict, revealing fairness is value-laden. Fairness is inherently value-laden, reflecting diverse and often
conflicting human priorities. This complexity, often overlooked, is exposed by codifying fairness
for AI. Cognitive overload paralyzes ethical discourse, yet amplifies the societal imperative to grap-
ple with these questions. Without consensus on values for bidirectional alignment, AI alignment
with human interests is impossible, exacerbating societal anxiety and overload. This lack of value
consensus undermines AI alignment and erodes public trust in these systems. True justice in the AI
age demands participatory design: AI adapting to human values.

3.2 THRESHOLDS OF INEQUALITY IN AUTOMATED ECONOMIES

Acemoglu & Robinson (2012)’s influential framework in “Why Nations Fail” distinguishes sharply
between “inclusive” and “extractive” institutions. Extractive institutions, in their analysis, are de-
signed to concentrate power and wealth in the hands of a narrow elite, hindering broad-based eco-
nomic progress. In contrast, inclusive institutions foster wider participation, protect property rights,
and promote competition, creating conditions for innovation and shared prosperity, a distinction
that gains critical salience in the context of AI-driven economies. The increasing sophistication
and pervasiveness of AI technologies compels us to confront a long-avoided question: What are
the acceptable thresholds of economic inequality in societies where AI-driven automation and plat-
form capitalism reshape labor markets and wealth distribution? AI risks entrenching “extractive”
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institutions: For instance, AI-driven gig economy platforms increasingly employ algorithmic man-
agement to maximize efficiency, often at the cost of worker precarity and reduced benefits (Srnicek,
2017). This dynamic contributes to a “digital precariat” lacking the resources to advocate for sys-
temic change. West (2017)’s research on urban systems, indicating inequality follows power-law
distributions, further highlights AI’s potential to amplify existing disparities, potentially leading to
a future dominated by a “cognitive elite” controlling data and wealth. The looming potential for AI
to fundamentally reshape economic structures compels societies to finally grapple with the ethical
and political implications of rising inequality and to actively seek pathways toward more inclusive
and equitable AI-augmented economies.

3.3 EXISTENTIAL RISK AND SOCIETAL DELIBERATION: AI’S UNSETTLING PROVOCATION

Ord (2020) estimates a non-negligible risk of human extinction by 2100, with misaligned AI identi-
fied as a leading contributor. While such long-term, low-probability risks can easily be dismissed or
deferred in the face of more pressing daily concerns, the sheer scale of potential AI-driven existen-
tial threats acts as an unsettling provocation, forcing societies to confront a most fundamental and
long-avoided question: What level of existential risk, if any, is ethically and societally acceptable
to incur in the pursuit of advanced artificial intelligence? Yet, as we have argued, public delibera-
tion, essential for navigating such complex ethical terrain, is paradoxically paralyzed by “existential
fatigue”: a cognitive overload subtype where individuals disengage from long-term, seemingly re-
mote risks. The 2017 Asilomar AI Principles (Future of Life Institute (FLI), 2017), while a valuable
expert-driven initiative, notably lacked broader public input, reflecting a critical governance gap in
addressing AI’s most profound long-term implications. To bridge this gap and foster more inclu-
sive deliberation, tools like Deliberative Polls that use AI to synthesize citizen inputs and create
“cognitive scaffolds” for informed discourse become increasingly vital. The unprecedented nature
of AI-driven existential risks, however remote, serves as a profound catalyst, compelling humanity
to develop new modes of long-term societal deliberation and governance capable of grappling with
threats that transcend immediate human experience and cognitive biases.

3.4 COGNITIVE OVERLOAD AS A CATALYST FOR AI SAFETY CONCERNS

The discourse surrounding AI safety, particularly the potential for existential risks, gains critical rele-
vance when viewed through the lens of societal cognitive overload. Leading voices in AI safety, such
as Yoshua Bengio (Bengio et al., 2023), Stuart Russell (Russell, 2019), Nick Bostrom (Bostrom,
2014), and Toby Ord (Ord, 2020), have articulated concerns about advanced AI systems becoming
misaligned with human values, potentially leading to catastrophic outcomes. However, the capacity
of societies to engage thoughtfully with these long-term risks is significantly undermined by cogni-
tive overload. As argued throughout this paper, cognitive overload impairs decision-making at all
levels, erodes social cohesion, and fosters instability. These factors not only exacerbate immedi-
ate harms from AI but also create a less resilient and less capable global society for navigating the
complex and potentially high-stakes challenges posed by advanced AI, including existential risks.
Therefore, addressing societal cognitive overload is not merely a matter of improving present-day
well-being but is also a crucial prerequisite for effectively mitigating potential long-term AI risks.

4 CONCLUSION: RECLAIMING COGNITIVE CAPACITY FOR HUMAN-AI
ALIGNMENT

Societal cognitive overload is not merely an individual burden but a systemic crisis that undermines
our capacity to govern complex technologies like AI and to ensure their alignment with human
values. This paper has argued that mitigating cognitive overload is not just a desirable outcome
but a precondition for achieving meaningful bidirectional human-AI alignment. While societal
cognitive overload presents a formidable challenge, the very act of confronting this crisis, driven by
the transformative power of AI, may paradoxically compel societies to finally address long-deferred
and fundamental questions about justice, equity, and the future of humanity.

Our analysis of the mechanisms by which AI exacerbates overload points towards several potential
pathways for fostering overload-resilient alignment. These may include the development of inde-
pendent AI ethics and oversight agencies. Such agencies could play a crucial role in conducting
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audits of high-risk AI systems to ensure transparency and fairness, developing and promoting ethi-
cal guidelines for AI development and deployment, serving as a public resource for information and
education on AI risks and benefits, and facilitating public deliberation and stakeholder engagement
in AI policy-making. Furthermore, fostering societal cognitive resilience may require investment in
centers for digital literacy and cognitive resilience. These centers could be instrumental in devel-
oping curricula for schools and lifelong learning programs focused on critical thinking and media
literacy, offering training in mindful technology use and overload management, and promoting pub-
lic awareness campaigns about the attention economy and cognitive well-being. Finally, enhancing
participatory AI governance might involve creating and supporting online platforms for informed
public deliberation. These platforms could facilitate broader citizen input on AI policy issues, ag-
gregate and synthesize diverse viewpoints to inform policymaking, and provide channels for citizen
feedback and oversight of AI systems.

A robust interdisciplinary research agenda becomes essential to deepen our understanding of the
cognitive and psychological impacts of AI. Key research areas include quantifying the cognitive
and psychological effects of different AI systems, identifying vulnerable populations and specific
cognitive vulnerabilities, and developing metrics for measuring societal cognitive overload and
resilience. Research should also prioritize developing design principles for human-centered and
overload-resilient AI. This includes formulating design guidelines for AI tools that minimize cog-
nitive load and maximize human agency, exploring novel interface designs for human-AI collabo-
ration, and investigating the effectiveness of different XAI techniques in overload contexts. Policy
levers for cognitive safeguards could include enhanced regulation of algorithmic transparency and
accountability, mandating transparency for high-risk AI systems, requiring audits and impact as-
sessments, and establishing clear lines of accountability. Reforms of the attention economy may
be necessary, such as policies aimed at curbing the harms of engagement-maximizing algorithms,
regulating algorithmic amplification of harmful content, enacting “right to disconnect” legislation,
and promoting alternative media models that prioritize quality information. Finally, robust labor and
social safety nets in the age of automation are essential to mitigate automation anxiety and economic
precarity, which exacerbate cognitive overload. This may involve strengthening social safety nets,
investing in reskilling and lifelong learning, and promoting human-centered automation through
appropriate policies.

The future of human-AI alignment hinges not just on technical advancements, but on our ability
to cultivate a cognitively sustainable and ethically robust relationship with increasingly powerful
artificial intelligence. Only by addressing the challenge of societal cognitive overload can we hope
to navigate the complexities of the AI age and safeguard a future where cognitively sustainable
human societies flourish alongside increasingly powerful artificial intelligence.
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