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Abstract

Can large language models (LLMs) accurately simulate the next web action1

of a specific user? While LLMs have shown promising capabilities in generating2

“believable” human behaviors, evaluating their ability to mimic real user behav-3

iors remains an open challenge, largely due to the lack of high-quality, publicly4

available datasets that capture both the observable actions and the internal reason-5

ing of an actual human user. To address this gap, we introduce OPeRA, a novel6

dataset of Observation, Persona, Rationale, and Action collected from real human7

participants during online shopping sessions. OPeRA is the first public dataset that8

comprehensively captures: user personas, browser observations, fine-grained web9

actions, and self-reported just-in-time rationales. We developed both an online10

questionnaire and a custom browser plugin to gather this dataset with high fidelity.11

Using OPeRA, we establish the first benchmark to evaluate how well current LLMs12

can predict a specific user’s next action and rationale with a given persona and13

<observation, action, rationale> history. This dataset lays the groundwork for future14

research into LLM agents that aim to act as personalized digital twins for human.15

1 Introduction16

OPeRA Data Collection via ShoppingFlow Plugin
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Figure 1: We developed ActionFlow plugin (Figure 2) to collect user shopping behavior over a
four-week period, resulting in OPeRA-full dataset. This dataset comprises 692 sessions from 51 unique
users, containing 28,904 real-user <action, observation> pairs and 604 user-annotated rationales
(Figure 3). After postprocessing, we obtained OPeRA-filtered, which includes 527 sessions, 5,856
<action, observation> pairs, and 207 rationales. We then benchmarked four LLMs’ performance on
user next action prediction task, results in Table 5).

Large language model (LLM) agents have exhibited impressive performance across diverse tasks,17

including planning, reasoning, and acting in web-based environments [56, 58, 19]. A promising18
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frontier in this area is human behavior simulation, where LLM agents generate user-like action19

sequences on digital platforms [6]. These agents (i.e., role-playing agents) are increasingly used in20

applications such as UI/UX testing [27], social science research [38], accessibility testing [48], and21

personal digital assistants [36]. Yet, while these agents can generate believable behavior, the more22

critical question remains: can they generate behavior that accurately aligns with real human?23

Despite progress in agent-based behavior simulation [37, 38], current works still have limitations.24

First, most existing evaluations focus on aggregate outcomes (e.g., survey responses or end-task25

completions). These methods overlook the step-wise rationale and actions that underlie user behavior26

patterns [6]. For example, [38] compared LLM agents’ survey results with real humans by replicating27

various social science studies. Furthermore, many role-play agents rely solely on prompting without28

grounding in real human data training, which limits their accuracy and personalization. Although29

some recent efforts incorporate user behavior data via fine-tuning [26], these datasets are often30

proprietary or lack critical detail, such as the reasoning or persona behind user actions.31

Current open-source datasets for user behavior simulation fall short in several key aspects. First, most32

datasets record only sparse, decontextualized–or even synthetic–user actions. Some shopping datasets33

like Amazon-M2 or ECInstruct [20, 21] record only the isolated actions (e.g., purchases or clicks)34

with limited observation context. Others [10, 7, 57] use synthetic or third-party annotated behaviorial35

data, which lacks the individual behavior pattern and the authenticity. Additionally, few datasets36

provide step-level reasoning or persona information, despite prior work has shown that rationale can37

improve LLM agent’s performance in behavior and decision modeling [26, 9]. Similarly, user persona38

strongly correlates with behavioral patterns [16], making persona essential for durable personalization39

experience.40

To address these limitations, we introduce OPeRA, a dataset of Observation, Persona, Rationale, and41

Action collected from real human users during online shopping. OPeRA provides rich, time-aligned42

logs of users’ web browsing behavior, completed with self-reported rationales and detailed self-43

reported persona profiles. Unlike prior datasets, OPeRA captures not only what users do but also why44

they do it, enabling deeper insights into decision-making processes. This paper focus on the online45

shopping domain as a beginning point due to its everyday prevalence, complex decision flow, and46

strong ties to personalization [31, 54]. Online e-commerce environments like Amazon requires a47

user’s multi-step interactions involving comparisons, trade-offs, and goal-directed behaviors in one48

shopping session, all of which are prime testbeds for studying the capacity of LLMs to simulate real49

human actions.50

To collect the OPeRA dataset, we developed ActionFlow, a custom browser plugin that captures user51

interactions alongside corresponding web context and triggers rationale prompts at decision points, as52

shown in Figure 1. We also collect rich persona information through an online survey and an optional53

interview to include user profile information such as demographics, shopping styles, and personality54

traits.55

The OPeRA-full contains 692 shopping sessions from 51 unique users, 28,904 <action, observation>56

pairs, and 604 human-annotated rationales. After post-processing, we also provide OPeRA-filtered,57

which includes 527 sessions, 5856 <observation, action> pairs and 207 rationales. OPeRA serves as58

the first benchmark dataset for evaluating LLM agents on personalized and verifiable user behavior59

simulation. We benchmark four state-of-the-art LLMs (GPT-4.1 [35], DeepSeek-R1 [9], Claude-60

3.7 [3], and Llama-3.3 [29]) on OPeRA-test (a subset of the OPeRA-filtered) and analyze their ability61

to predict the next action and rationale of a specific user based on their persona and interaction history.62

These findings lay a foundation for future work on building LLM-powered digital twins capable of63

accurate and adaptive behavior modeling.64

2 Related Works65

2.1 LLMs for Human Behavior Simulation66

Large Language Model agents can handle complex tasks [51, 58, 44, 55], and researchers are67

using them as human proxies across domains, from social-science simulations [37, 50, 47] and68

recommender-system evaluation [52] to UX testing [27] and health-counsellor training [25]. They69

even reproduce classic results in experimental psychology and economics, such as Milgram Shock70

Experiment [1].71
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Table 1: Properties of existing datasets compared to OPeRA. “O”: Environment Observation. “Pe”:
User Persona. “R”: Rationale behind action. “A”: Action Space. “Source”: Action Source.

Dataset Size Task O Pe R A Source

Amazon Review 571M Review Prediction ✗ ✗ ✗ Purchase User
ECInstruct-SA 10k Sentiment Analysis ✗ ✗ ✗ Purchase User
ECInstruct-REC 10k Recommendation ✗ ✗ ✗ Purchase User
Amazon-M2 3M Recommendation ✗ ✗ ✗ Click User

Repeat Buyers 54M Buyer Prediction ✗ ✓ ✗
Click, Cart

Favor, Purchase User

Taobao 100M Recommendation ✗ ✗ ✗
Click, Cart

Favor, Purchase User

YOOCHOOSE 9M Purchase Prediction ✗ ✗ ✗ Click, Purchase User

Shopping MMLU 3973 Recommendation ✗ ✗ ✗
Query, Click

Purchase User

Mind2Web 2350 Web Navigation ✓ ✗ ✗
Click, Hover,
Type, Select

Annotator,
GPT

GUI-WORLD 12k GUI Understanding
Instruction Follow ✓ ✗ ✗

Click, Paste,
Search, Type

Annotator,
Video

WebArena 812 Web Navigation
Instuction Follow ✓ ✗ ✗

Click, Hover,
Type, Tab Switching,

Navigation

Annotator,
GPT

WebShop 1600 Web Navigation ✓ ✗ ✗ Input, Click Annotator

OPeRA-full
OPeRA-filtered

692
527

All Above and User
Behavior Simulation ✓ ✓ ✓

Basic Action,
Semantic Action User

In parallel, there have been works looking at generating synthesized personas based on text data,72

such as PersonaHub [11] and the approach by Shi et al. [43], demonstrating promise in downstream73

modeling. Moreover, several approaches have integrated persona information to enrich behavioral74

simulation [42, 8, 43]. For example, Park et al. [38] introduces an persona-grounded framework75

using qualitative interviews, enabling agents to accurately simulate individual preferences, attitudes,76

and behaviors, showing that incorporating personas improves the realism of simulated behavior.77

Moreover, there is a growing trend for using LLM agents in online scenarios to produce human-like78

behaviors, such as Claude Computer Use [2], AutoGLM [24], Coco-Agent [28], Mobile-Agent-E [53],79

and OpenAI Operator [36], enabling interaction in more complex human-computer settings. Yet,80

existing research on LLM web agents predominantly focuses on optimizing and evaluating agents81

for task completion [14, 60, 15], training agents to learn the fewest, most direct steps–whereas real82

users behaviors normally contain richer and nonlinear paths. There remains a lack of work exploring83

accurate simulation of human behavior, particularly the modeling of personalized user behaviors.84

Motivated by this limitation, we propose OPeRA, which aims to better facilitate research on simulating85

realistic and personalized human behaviors in online scenarios.86

2.2 User Online Behavior Datasets87

Existing datasets containing user online behaviors can be broadly categorized into two sets, shown in88

Table 1. The first category consists of recommendation-oriented datasets which mostly records user89

interaction with product items (e.g., click, purchase), lacking of essential context. A commonly used90

example is the Amazon Review 2023 dataset [18], which contains over 571 million user review-91

writing behaviors and links them with product information. Follow-up studies, such as ECInstruct92

[39], have utilized the Amazon Review to work on tasks like user review sentiment analysis. Others,93

such as Amazon-M2 [20], YOUCHOOSE [5], Repeat Buyers [23], and Taobao [61], capture richer94

shopping behaviors such as clicks, add-to-cart, and purchases. The Repeat Buyers dataset further95

offers basic user persona like gender and age. However, these datasets lack fine-grained user behaviors96

and contextual information needed to explain how actions and decisions are made at each stage of the97

user shopping journey, limiting their utility in user behavior simulation.98
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Figure 2: Pipeline of our Chrome Plugin, ActionFlow. Content Script detects click, scroll
and input actions. Background Script detects page-related actions and handles data uploading.
Rationale pop-up is triggered at a certain probability when certain action types are detected.

A separate line of datasets focuses on task completion, with environment observations for web99

agents tasks, such as Mind2Web [10], GUI-WORLD [7], WebArena [59], and WebShop [57]. These100

datasets contain user interaction traces on website or mobile devices (e.g., clicks, typing) and HTML101

or screenshots. While useful for studies like instruction following, these datasets are built from102

annotator-generated or synthetic interaction logs. As a result, they lack both behavioral authenticity103

and personalization, limiting their realism.104

There are other datasets and benchmarks which focus on evaluating LLM agents’ reasoning ability105

using question-answering format (e.g., GAIA [30]). While such tasks are valuable for evaluating106

models, these datasets are not suitable for simulating human behavior.107

In summary, existing datasets capture certain aspects of user behaviors but lack the comprehensive108

data required for simulating real user behavior.109

3 OPeRA Dataset110

Our work presents a novel dataset OPeRA to advance NLP research in realistic user behavior simulation,111

particularly within the context of online shopping scenarios.112

3.1 OPeRA Data Collection113

3.1.1 Participant Recruitment114

A total of 84 participants were recruited through snowball sampling [13]. During the pre-screening115

survey, candidate participants were required to self-identify if they were frequent Amazon customers116

and if they planned to make at least one purchase on Amazon in the next several weeks. These two117

inclusion criteria helped secure a reliable data collection process. All participants were required118

to install the ActionFlow Chrome plugin (details in Section 3.1.3), shop normally on the Amazon119

website for a four-week period, and participate in an online survey and an optional interview. Details120

of recruitment are in Appendix A.121

3.1.2 Persona Information Collection122

We collected detailed user persona information through a structured online survey and an optional123

semi-structured interview. All survey questions are designed based on established work (design details124

in Appendix B) to solicit consumer characteristics that have been shown to correlate with shopping125

behaviors. The survey consists of three main sections: demographic information, shopping126

preferences, and personality traits. Demographic information includes age, gender, education,127

occupation, income, residence, and self-description. Shopping preferences includes online shopping128

frequency, membership status, shopping habits, seasonality, advertising trust, review engagement,129

delivery influence, and an adapted eight-item Consumer Styles Inventory (CSI) [33]. Personality traits130

are measured using the Big-Five Inventory [12] as well as a self-reported MBTI personality [32].131
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Action Traces Observations: HTML

Session N:

Event: Navigation 
Timestamp: xxx.xxx
URL: amazon.com
…

…

Event: Scroll
Timestamp: xxx.xxx
Distance: 200 px
…

Event: Click
Timestamp: xxx.xxx
Target: check_out
Context: xxx
Rationale: xxx

… <div> … <div> … <div>
<input name= … 
data-feature-id= … 
Class= …
type="submit" 
value="Proceed to checkout"
data-clickable-id="check_out">
</div> … </div> … </div> …
<script> … 
<style> …

Simplified HTML:
… <div>
<input name="check_out" 
type="submit" 
value="Proceed to checkout">
</div> …

HTML:

Rationale

Question: You clicked on the 
checkout button. What made you 
decide to checkout?
Answer: I’ve done a lot searching. 
This one has nice reviews and 
reasonable price.

User Persona 

Persona: Survey

Age: 25-34
Gender: Female
Yearly Income: $50,000-74,999
Employment: Student ...

Demographics:

Shopping Preferences:
Shopping Monthly Spending: $200
Brand Consciousness: Strongly 
Agree
Impulsiveness: Somewhat 
disagree …

Personality:
MBTI: INFJ
Big Five: Extraversion Score 32; 
Agreeableness Score 38; …

Persona: Interview

“I am a PhD student at xxx 
University, currently living in xxx 
with my cat …”

Demographics:

Shopping Preferences:
“I made a purchase yesterday … 
ran out of windshield washer 
fluid … The one that I bought is 
the top choice … Normally care 
about price and brand … ignore 
ads …”

Personality:
“I am normally goal-oriented at 
work … introverted person … care 
about others’ feelings …”

Observations: Screenshot

User Shopping Behavior 

Name: Wireless Mouse, Color: Black…

Observations: Purchase Info

Figure 3: OPeRA Dataset Overview. The dataset comprises four major components: action traces,
web observations, rationales, and user personas. Each shopping session is a sequence of times-
tamped actions. Each action is paired with a corresponding web observation, which includes: the full
HTML of the interacted webpage, a simplified HTML with key elements, a screenshot, and product
information for purchases (if applicable). The rationale is a natural language explanation of why the
user performed the action. The persona contains detailed user profiles collected from surveys and
interviews, covering demographics, personality traits, and shopping preferences.

Following prior work on persona information collection [38], we invited participants to attend132

a 20-minute optional semi-structured interview about their demographic information, personal133

background, and online shopping preferences, which aimed to better contextualize the personalized134

decision-making processes behind users’ online shopping actions. The interview design description135

and the protocol used are provided in Appendix C.136

3.1.3 Shopping Behavior Collection137

To support the construction of the dataset, we designed ActionFlow, a Chrome extension that138

automatically captures user behaviors and contextual web observations during Amazon shopping139

sessions (shown in Figure 2).140

The plugin includes two main scripts: a Content Script that runs within the Amazon page to log141

user interactions (including inputs, clicks, and scrolls) with timestamps, target elements, and HTML142

using custom parsing rules (Appendix D); and a Background Script that tracks page-level events143

like reloads and navigation. All data was securely uploaded to Amazon S3. To capture rationale, the144

plugin randomly triggers pop-ups (8% chance) asking users to explain their actions (question design145

in Appendix E).146

3.1.4 Post-Processing147

To ensure data quality and to protect user privacy, we applied a multi-step post-processing procedure.148

We configured the plugin to not record any personally identifiable information (PII), such as the149

user login page, account profile page, or the checkout details. In addition, we designed a rule-based150

automated detection and pattern matching script to mask any PII unavoidably contained in a page151

(e.g., username in navigation bar), including usernames, zip codes, addresses, specific workplaces,152

and payment details, before any human touch. Lastly, we manually checked the data to ensure there153

is no PII in the dataset.154

The actual purchase information is not collected since it is in the checkout detail page. Instead, we155

infer a “purchase” action via click actions on “proceed to checkout,” “buy now,” and “set subscription”156

buttons. We associate the inferred purchase action with the corresponding product information during157

post-processing.158

In addition, the raw user data is a stream of continuous user action sequences that do not separate159

different shopping sessions. Thus, our team segmented user actions using a two-step strategy based160

on temporal intervals and purchase signals. Sessions were first split using a time threshold and then161

further segmented at purchase intention events (i.e., clicking on “proceed to checkout / buy now / set162
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subscription / add to cart” button). Detailed explanation about the selection of the threshold can be163

found in Appendix F. Finally, sessions with fewer than five actions were discarded to remove trivial164

or non-informative behaviors as a prior work reported meaningful sessions typically contain at least165

six to seven interactions [49].166

To reduce noise and improve the quality of behavioral data, some actions that occurred on uncommon167

or rarely visited pages or do not reflect meaningful intent are removed. Moreover, we filtered out168

clicks on non-interactive areas such as the background, and further filtered actions involving Amazon169

Rufus.170

To support behavior modeling and evaluation under a more tractable setting, we follow prior work [26]171

and similarly define a simplified action A space consisting of key interaction types. Specifically, we172

retain three high-level actions that are both semantically meaningful and commonly observed: input,173

click, and terminate. Within the “click” category, we further differentiate between several subtypes to174

reflect distinct user intents, shown in Table 4. This abstraction reduces complexity while preserving175

the core structure of user behaviors, enabling more stable behavior simulation.176

3.2 Dataset Details177

Table 2: Action type distribution.

Action Type # of Full # Filtered
Scroll 19,217 (66.5%) –

Click 5,253 (18.1%) 5,051 (86.3%)

Tab Activate 1,945 (6.7%) –

Navigate 1,901 (6.6%) –

Text Input 606 (2.1%) 597 (10.2%)

Terminate – 208(3.6%)

Total 28,904 5,856

An overview of the dataset is presented in Fig-178

ure 3. Of all the users, 51 contributed at least179

one shopping session. In total, the OPeRA-full180

contains 692 sessions, 28,904 <action, observa-181

tion> pairs, and 604 rationale annotations. The182

OPeRA-filtered contains 527 sessions, 5,856 <ac-183

tion, observation> pairs, and 207 rationales. Ta-184

ble 2 and 3 present the dataset statistics. Table 4185

shows the click type distribution.186

User Persona For participant i, the persona is187

represented by Pi, comprising two components:188

a structured survey and interview. Both focusing189

on their demographics, personality or personal190

background, and shopping preferences.191

User Action Traces Each shopping session192

j includes users’ web interactions on the shopping website. The action trace is represented by193

Aj = {a1, ..., aT }, where at ∈ A represents the user’s action at step t in the action space A. The194

Action space A includes click, scroll, input, navigate, tab activate. Each action is195

assigned a unique identifier (UUID) and is timestamped to preserve the exact temporal order.196

Table 3: OPeRA-filtered dataset
statistics per-session.

Metric Value
# of Session 527
Avg. # of Action 11.11
Avg. # of Input 1.13
Avg. # of Click 9.58
Avg. # of Terminate 0.39

In particular, for each click action, the corresponding CSS197

selector of the element is provided to uniquely identify the198

clicked target. Additionally, semantic identifiers are assigned199

to click actions to indicate their functional context, such as in-200

teractions with products in search results (e.g., semantic_id:201

“search_result.product_name”) or interactions with other202

commonly used page elements. This semantic id enables down-203

stream models to have a clearer recognition and observation of204

user behaviors when utilizing the dataset. Similarly, scrolling205

actions are presented with their start and end positions, support-206

ing analyses of how users explore page content.207

Rationale Alongside the user actions, rationales are provided208

for some actions, Rj = {r1, . . . , rT , where rk is a nullable209

string describes the user’s rationale for specific action ak, explicitly capturing the underlying motiva-210

tions or thought processes of users. These insights enable the downstream models to have a thorough211

understanding of why users make particular choices, offering a deeper view of user behavior and the212

reasoning process.213
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Table 4: Click type distribution in OPeRA-
filtered. Detailed descriptions in Appendix G.

Click Type Count Percentage
review 1052 20.8%
search 763 15.1%
product_option 700 13.9%
product_link 537 10.6%
other 449 8.9%
purchase 321 6.4%
nav_bar 283 5.6%
page_related 198 3.9%
quantity 191 3.8%
suggested_term 182 3.6%
cart_side_bar 145 2.9%
cart_page_select 139 2.8%
filter 91 1.8%

Web Observation In addition to action traces and214

rationales, the observation of the web context at each215

action step in session j is captured, represented by216

Oj = {o0, ..., oT }. Each ot includes the HTML con-217

tent and a screenshot1. The HTML content also con-218

tains annotations indicating the viewability of each219

clickable element, as well as relevant page metadata220

(such as product name, product price, etc.) at time t.221

To reduce noise and storage while keeping the HTML222

structure, we provides the a simplified version of223

the HTML content containing key elements for fre-224

quently encountered pages, such as search results,225

product detail pages, and shopping carts.226

Additionally, if a purchase is made during a session,227

the final purchase information, including the price,228

product title, product options, and Amazon Standard229

Identification Number (ASIN), are recorded to facil-230

itate potential downstream tasks such as recommen-231

dation.232

4 Tasks and Experiments233

4.1 Tasks234

We show how OPeRA can be leveraged to evaluate LLM’s ability to simulate consumer behavior in235

online shopping.236

Next Action Prediction The next action prediction task aims to model the user’s next action based237

on previous behaviors following the definition of previous work [10, 26]. Given a history of actions238

{a1, · · · , at−1} in shopping session j, corresponding web contexts {o1, ..., ot}, rationale {r1, ..., rt}2,239

and the consumer profile Pi, the model is tasked to predict the immediate next action at, learning a240

function of the form:241

at = Faction(a1...t−1, r1...t−1, o1...t, Pi)

4.2 Experiments242

4.2.1 Experiment Setup243

From the OPeRA-filtered, we furthur construct the test set OPeRA-test by randomly sampling 15244

out of 51 users and randomly sampling 90 sessions from these users, resulting in 992 actions. We245

evaluate four state-of-the-art LLMs, including two open-source models, Llama-3.3-70B-Instruct and246

DeepSeek-R1, and two proprietary models, GPT-4.1 and Claude-3.7-Sonnet.247

All models are evaluated in a zero-shot, prompt-based setting without fine-tuning. Prompt templates248

are provided in Appendix I.249

To investigate how different input factors affect model behavior, we conducted a series of ablation250

studies. Specifically, we excluded persona information (w/o persona) and additionally removed the251

history rationale from the input (w/o rationale).252

4.2.2 Evaluation253

To assess the accuracy of generated user actions, we apply an exact match criterion: a prediction is254

correct only when all required components align with the ground truth. Specifically, for click actions,255

the clicked target name must match. For input actions, this includes identifying the input field and256

generating exact input text.257

1The experiments presented in this paper did not involve the use of screenshot data.
2Note: Rationale annotations are sparse, whereas actions and observations are fully recorded at each time

step.
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Table 5: Evaluation of actions in next action prediction task. We report four metrics here to
assess model performance (Full results can be found in Appendix H): Action Generation Accuracy
measures the exact-match accuracy of the predicted next action; Action Type Macro F1 evaluates
the model’s ability to predict the correct high-level action category (e.g., input, click, terminate);
Click Type Weighted F1 captures the performance of predicting the specific type of click actions;
Session Outcome Weighted F1 reflects how well the model can predict the final outcome of a session,
where each session ends either in a purchase or a terminate action. “Claude-3.7”: Claude-3.7-Sonnet,
“Llama-3.3”: Llama-3.3-70B-Instruct. All metrics are reported as percentages (%). Instance size
n = 902.

Model Action Gen.
(Accuracy)

Action Type
(Macro F1)

Click Type
(Weighted F1)

Session Outcome
(Weighted F1)

GPT-4.1 21.51 48.78 44.47 47.54
w/o persona 22.06 45.55 43.45 58.47
w/o rationale 21.28 34.93 42.63 51.17

DeepSeek-R1 14.75 27.37 35.12 46.36
w/o persona 15.52 27.43 33.86 48.86
w/o rationale 15.74 27.16 32.65 47.92

Claude-3.7 10.75 31.58 27.27 43.52
w/o persona 10.75 25.33 22.76 43.10
w/o rationale 10.08 26.06 20.29 43.10

Llama-3.3 8.31 24.29 19.99 36.64
w/o persona 8.31 23.69 18.59 33.21
w/o rationale 8.76 23.60 19.22 34.19

In addition to exact match accuracy, we evaluate the model’s ability to classify action types. We report258

weighted F1 for high-level action types (click, input, terminate). Given the highly imbalanced259

nature of user behavior distributions, we also report macro F1 to highlight performance across all260

classes regardless of frequency.261

To further examine fine-grained prediction capabilities, we evaluate the weighted F1 score for click262

subtypes. This captures whether the model not only predicts that a user will click but also understands263

the specific type of click (e.g., review, product_link, purchase).264

Finally, given the goal-oriented nature of online shopping, we assess the model’s ability to predict265

session outcomes. Each session in the ground truth ends in either a click on purchase-related266

button or a terminate action. We evaluate the model’s accuracy and F1 score on these terminal267

actions to understand whether it can correctly capture users’ long-term goals and decision-making268

processes.269

4.3 Main Results270

The results for next action prediction are presented in Table 5. Among all models, GPT-4.1 achieves271

the strongest overall performance. It obtains the highest action generation accuracy of 22.06%, a272

macro F1 score of 48.78% on action type prediction, and a weighted F1 score of 44.47% on click273

type prediction. For session outcome prediction, GPT-4.1 also shows solid performance with 58.47%274

F1. This strong performance may be attributed to its large context window, which facilitates better275

processing of complex interaction histories. DeepSeek-R1 performs moderately well across tasks. It276

achieves a maximum action generation accuracy of 15.74% and obtains solid outcome prediction,277

possibly due to its strong reasoning abilities. However, the performance may be limited by the model’s278

128k context length. Claude-3.7 shows modest performance. Its action generation accuracy is around279

10.75%, and action type prediction is generally weaker than GPT-4.1 and DeepSeek. Nonetheless, it280

achieves relatively good outcome prediction, suggesting some robustness in capturing high-level user281

intent. LLaMA-3.3 underperforms across all metrics, with action generation accuracy of only 8.76%.282

Its lower performance may be due to the smaller model size (70B) and shorter context length (128k).283

The role of persona information varies across models. While adding persona information does not284

consistently improve exact action generation accuracy, it generally enhances the model’s performance285
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Table 6: Error type breakdown across models with count and percentage.

Error Type GPT R1 Claude LLaMA
Didn’t Terminate 35 (3.9%) 39 (4.3%) 40 (4.4%) 40 (4.4%)
Didn’t Click 49 (5.4%) 21 (2.3%) 33 (3.7%) 27 (3.0%)
Didn’t Input 50 (5.5%) 70 (7.8%) 55 (6.1%) 74 (8.2%)
Input Wrong Field 0 (0.0%) 0 (0.0%) 1 (0.1%) 0 (0.0%)
Input Wrong Text 26 (2.9%) 6 (0.7%) 19 (2.1%) 2 (0.2%)
Click Wrong Button 548 (60.8%) 633 (70.2%) 657 (72.8%) 684 (75.8%)

Table 7: Distribution of predicted and ground truth action types with count and percentage.

Action Type Ground-Truth GPT R1 Claude LLaMA
Click 786 (87.14%) 819 (90.80%) 865 (95.90%) 843 (93.46%) 862 (95.57%)
Input 76 (8.43%) 54 (5.99%) 21 (2.33%) 48 (5.32%) 3 (0.33%)
Terminate 40 (4.43%) 29 (3.22%) 5 (0.55%) 0 (0.00%) 0 (0.00%)
Other 0 (0.00%) 0 (0.00%) 11 (1.22%) 11 (1.22%) 37 (4.10%)

on action type and click type prediction across all model families. This suggests that persona286

information provides useful priors about user preferences and behavior patterns, helping the model287

better classify action semantics. However, its limited effect on action generation accuracy implies that288

simply including persona in the prompt may introduce noise rather than help. Current models have289

limited ability to deeply integrate persona into step-level decision-making. This highlights potential290

room for improvement in personalized user modeling.291

Additionally, removing historical rationales consistently leads to performance degradation across292

most models and metrics, particularly in outcome prediction. This confirms that rationale information293

serves as valuable intermediate supervision, guiding the model to align its decisions with plausible294

user intent. We also note several outliers in the results. For instance, LLaMA-3.3 does not consistently295

benefit from rationale inputs. This may be due to its smaller model size and limited capacity to296

leverage additional contextual signals effectively.297

4.4 Error Analysis298

As shown in Table 6, the majority of model failures are attributed to incorrect button click predictions.299

In addition, models frequently struggle to accurately generate input or termination actions. Even in300

cases where the model successfully identifies an input action, it often fails to reproduce the correct301

search query.302

Table 7 further highlights the discrepancy between the predicted and ground-truth distributions of303

action types. Notably, the “terminate” action, despite its presence in the ground-truth data, is rarely304

predicted by most models (except for GPT-4.1). This mismatch suggests a potential bias in current305

LLMs to be optimized for completing the shopping task (i.e., the purchase), rather than simulating306

realistic user behavior, which often includes early session termination.307

5 Conclusion308

This paper introduces OPeRA, a comprehensive online shopping behavior dataset specifically designed309

to advance the development and evaluation of LLM-based agents for simulating user behavior. By310

capturing full shopping trajectories, including action traces, web observations, user personas, and311

explicit rationales, the dataset provides a verifiable, personalized resource for user behavior modeling.312

We define a suite of evaluation tasks and conduct a comprehensive analysis across four state-of-the-art313

LLMs. Our results highlight both the promise and current limitations of LLM agents in simulating314

realistic user behavior. While certain models demonstrate plausible rationale and action prediction315

under simple setups, there remains substantial room for improvement, especially in handling complex316

decision flows and deeper personalization.317
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A Data Collection Implementation Details528

We recruited 84 participants via snowball sampling. The participants are pre-screened to ensure that529

they meet the following criteria: at least 18+ years old, based in the U.S., English speaker and have530

used (or plan to use) Amazon website to make a purchase in the past (future) couple of weeks.531

The participant incentive structure consists with: a) $5 for completing the online survey (10 mins) and532

b) $10 for participating in an optional 20-mins interview to discuss about their personal background.533

c) $5 per one qualified week for participants who have complete one or more purchase sessions, with534

at least two rationale recorded by the ActionFlow plugin. In addition, we provide $10 as a bonus to535

participants who can successfully complete four or more qualified weeks of data collection in a row.536

All incentives were delivered as Amazon digital gift cards to their emails.537

During the data collection process, no personally identifiable information was retained. To ensure538

data privacy, we don’t collect data on sensitive pages like checkout or account page. Meanwhile, we539

implemented a script to anonymize sensitive details in recorded context data, such as zip codes, names,540

and addresses. Any screenshots that unintentionally contained identifiable information were reviewed541

and removed prior to dataset release. Furthermore, a research assistant conducted a post-screening542

review to confirm the exclusion of identifiable information.543

This study was conducted in compliance with the Institutional Review Board (IRB) guidelines at544

Northeastern University.545

B Survey Design546

The survey consists of three main sections: demographic information, shopping preferences, and547

personality traits.548

Demographic information significantly influences consumer behavior [17]. The survey collects549

age, gender, education level, occupation, family income, location of residence, and a two-sentence550

self-description.551

Shopping preferences section asks for participants’ online shopping frequency and whether they552

have a paid membership or not. In addition, we include 12 questions inspired by previous literature,553

all with a 5-point Likert scale answer [22]. These questions include four shopping habits items,554

seasonality [45], tendency of believing in advertisements [34], habits of reading product reviews [41],555

and the influence of delivery [4] and an 8-items consumer styles inventory (CSI) adapted to the online556

shopping context [46, 16, 40, 33], including: brand loyalty, price conciousness, perfectionism and557

high-quality conciousness, impulsiveness, confusion by overchoice, brand consciousness, recreational558

consciousness, and novelty and fashion conciousness.559

Personality traits section utilizes the Big-Five Personality Inventory with five core dimensions:560

Openness to experience, conscience, extrovertism, agreeableness, and neuroticism [12]. A self-561

reported MBTI is also included [32].562

B.1 Survey Questions563

B.1.1 Demographic Information564

Q1: Gender.565

[Male; Female; non-binary]566

Q2: Age.567

[Under 18; 18-24; 25-34; 35-44; 45-54; 55-64; 65+]568

Q3: Which city do you live?569

Q4: What is your highest level of education ?570

[High school diploma or lower; Bachelors’ degree or current college student; Graduate degree or571

current grad student (MA, MS, MBA, etc.); Doctoral degree or current doctoral student (PhD, JD,572

MD, DDS etc.); Prefer not to say]573

Q5: Do you live alone or live together with others, if so who are they? (Optional)574
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Q6: What was your household before-tax income during the past 12 months? If you are a student,575

what’s your allowance or stipend?576

[Less than $25,000; $25,000-$49,999; $50,000-$74,999; $75,000-$99,999; $100,000-$149,999;577

$150,000 or more; Prefer not to say]578

Q7: What best describes your employment status over the last three months?579

Q8: What best describes your employment status over the last three months?580

[Full-time employee; Part-time employee; Self-employed; Unemployed and looking for work;581

Student; Retired; Other:582

Q9: Use two sentences to describe yourself. Example 1:“I am a machine learning researcher at583

a startup focusing on autonomous driving. My daily work include developing and optimizing584

deep learning models for perception, sensor fusion, and decision-making in self-driving vehicles.”585

Example 2: “I am a PhD student in computer science, specializing in AI for healthcare. I frequently586

conduct experiments, analyze medical datasets, and collaborate with doctors to ensure our models are587

clinically interpretable. I also attend academic seminars, present my findings at conferences, and588

participate in lab meetings to refine research directions. ”589

590

B.1.2 Shopping Preferences591

Q10: How often do you shop online?592

[More than three times a week; Once to twice a week; Once every couple of weeks; Less than once a593

month]594

Q11: How much money (in US dollars) do you spend on online shopping per month? (Not including595

food or delivery services)596

Q12: Do you have a paid Amazon Prime membership?597

[Yes; No]598

599

From Q13 to Q24, all items use the same response scale: [Strongly disagree, Somewhat disagree,600

Neither agree nor disagree, Somewhat agree, Strongly agree]601

Q13: I tend to shop more during holidays (e.g. Black Friday, holiday sales).602

Q14: Online ads attract my attention and are a good source of information.603

Q15: I usually do a lot of research (e.g. reading online reviews) before making a purchase.604

Q16: I prioritize delivery speed and delivery fee of the product.605

Q17: Getting high-quality online products is very important for me.606

Q18: The more expensive online product brands are usually my choice.607

Q19: The more I learn about online products, the harder it seems to choose the best.608

Q20: I shop quickly for online products, buying the first product or brand I find that seems good609

enough.610

Q21: Once I find a brand I like, I stick with it.611

Q22: I would buy a new or different brand of product just to see what it is like.612

Q23: I enjoy shopping for online products just for the fun of it.613

Q24: I look carefully to find the best value for money when shopping online.614

615

B.1.3 Personality Traits616

Big Five Test: read the statements carefully and indicate to what extent you agree of disagree. From617

Q25 to Q74, all items use the same response scale: [Very Inaccurate, Moderately Inaccurate, Neither618

Accurate Nor Inaccurate, Moderately Accurate, Very Accurate]619

Q25: Am the life of the party.620

Q26: Feel little concern for others.621

Q27: Am always prepared.622

Q28: Get stressed out easily.623

Q29: Have a rich vocabulary.624

Q30: Don’t talk a lot.625
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Q31: Am interested in people.626

Q32: Leave my belongings around.627

Q33: Am relaxed most of the time.628

Q34: Have difficulty understanding abstract ideas.629

Q35: Feel comfortable around people.630

Q36: Insult people.631

Q37: Pay attention to details.632

Q38: Worry about things.633

Q39: Have a vivid imagination.634

Q40: Keep in the background.635

Q41: Sympathize with others’ feelings.636

Q42: Make a mess of things.637

Q43: Seldom feel blue.638

Q44: Am not interested in abstract ideas.639

Q45: Start conversations.640

Q46: Am not interested in other people’s problems.641

Q47: Get chores done right away.642

Q48: Am easily disturbed.643

Q49: Have excellent ideas.644

Q50: Have little to say.645

Q51: Have a soft heart.646

Q52: Often forget to put things back in their proper place.647

Q53: Get upset easily.648

Q54: Do not have a good imagination.649

Q55: Talk to a lot of different people at parties.650

Q56: Am not really interested in others.651

Q57: Like order.652

Q58: Change my mood a lot.653

Q59: Am quick to understand things.654

Q60: Don’t like to draw attention to myself.655

Q61: Take time out for others.656

Q62: Shirk my duties.657

Q63: Have frequent mood swings.658

Q64: Use difficult words.659

Q65: Don’t mind being the center of attention.660

Q66: Feel others’ emotions.661

Q67: Follow a schedule.662

Q68: Get irritated easily.663

Q69: Spend time reflecting on things.664

Q70: Am quiet around strangers.665

Q71: Make people feel at ease.666

Q72: Am exacting in my work.667

Q73: Often feel blue.668

Q74: Am full of ideas.669

Q75: What is your MBTI personality type? (Optional)670

671

C Interview Design672

The interview includes question sections of demographic info, detailed personal background,673

and online shopping habits and preferences. The interviews encourages participants to elaborate674

on their personas through open responses, thus facilitating a more nuanced understanding of their675

individual experiences and decision-making processes. For example, in the personal narrative section,676

participants were encouraged to describe a typical day and share how they perceive themselves.677

Similarly, in the online shopping-related section, they were asked to describe a recent purchase678

session on Amazon, providing concrete examples of their shopping habits for downstream models’679

understanding and simulation of consumer behavior. This includes pre-purchase research activities,680

in-session shopping behaviors, engagement with review content, and attitude on advertisement.681
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C.1 Interview Protocal682

Demographics683

Introduction: Can you tell me a bit about yourself? What kind of work do you do? Where do you684

live? Do you live alone or with family?685

Personal Background686

Daily Life: You mentioned your work/study. What does a typical day look like for you?687

Work Activities: Can you tell me more about [job/study]? What are your main responsibilities or688

daily tasks?689

After-Work Activities: What do you usually do after work?690

Self-Perception: How would you describe yourself?691

Online Shopping Preferences692

Recent Purchase: Can you recall a recent Amazon purchase? What was the reason for shopping?693

What were you looking for? How did you find and decide on the product?694

Pre-Shopping Activities: Did you research before making the purchase?695

During-shopping Shopping: How long did it take to decide? How many products did you compare696

before choosing?697

Decision Factors: What mattered most in your choice? Do your priorities change based on category698

(e.g., style for clothing, brand for electronics, price for essentials)?699

Reviews: Did you read any reviews before purchasing? What information were you looking for? If700

not, why?701

Advertisements: Do you notice sponsored products? How do ads influence your decisions?702

D Web Parser Design703

This section introduces the parser designed to process and simplify web pages, enabling downstream704

LLMs to better understand and interact with the page content. The parser is guided by a framework705

called a recipe, which consists of a set of JSON-based rules tailored to specific web pages. These706

recipes are created through a combination of manual rule-writing and automated assistance from707

GPT.708

Each recipe uses CSS selectors to identify and extract key HTML elements that are important for709

user interaction (e.g., search boxes, filter options) or containing important semantic information (e.g.,710

product prices, availability status).711

We designed recipes for several common page types, such as search result pages, product detail pages,712

and checkout pages. When parsing a page, the parser extracts these key elements and annotates them713

with a unique semantic ID. For instance, the ID refinements.colors.red denotes an element that714

filters results to red-colored items when clicked. These semantic IDs help the model understand both715

the structure and the function of the elements. Clickable elements are further annotated with visual716

markers to inform the downstream model of their interactivity.717

To simplify the HTML, the parser removes all irrelevant content and styling, retaining only the718

extracted key elements. This results in a clean, minimal HTML structure that is easier for the model719

to analyze and reason over.720

E Rationale Prompt Design721

The plugin employs context-aware pop-up questions to collect user rationale across different722

interaction types. The question design follows a hierarchical structure based on event types and723

specific interaction targets.724

725

Click Events726
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• Click on subscription setup button: You clicked on the set up now button. Can you tell us727

why you subscribed to this product?728

• Click on buy now button: You clicked on the "buy now" button. Why did you do that?729

• Click on add to cart button: You clicked on the "add to cart" button. Why did you decide to730

add this product to your cart?731

• Click on search button: You clicked on the "search" button. Why did you make this search?732

• Click on filters: You clicked on this filter. Why did you use this filter?733

• Click on product options: You clicked on this product option. Why did you click this product734

option?735

• Click on checkout button: You clicked on the "checkout" button. What made you decide to736

checkout?737

• Click on decrease quantity button: You clicked on the “decrease quantity” button. Why did738

you click this button?739

• Click on increase quantity button: You clicked on the “increase quantity” button. Why did740

you click this button?741

• Click on product list: You clicked on this product. Why did you click on this product?742

• Click on other area: We noticed that you just had a click action. Why did you do that?743

Scroll Events744

• Page scrolling: We saw that you scrolled up/down this page. What are you looking for?745

Navigation Events746

• Back / forward navigation: Why did you decide to return to this page?747

Tab Switch Events748

• Tab activation: Why did you leave and come back to this tab?749

F Segmentation Interval Threshold Justification750

To determine the time interval threshold for session segmentation, we analyzed the distribution of751

inter-action time gaps from the first week of user activity. From observation, approximately 98%752

of intervals were shorter than 4 minutes, and 99% were shorter than 78 minutes. Choosing the753

99th percentile (78 minutes) as the threshold balances session granularity, avoiding both excessive754

fragmentation and excessively long sessions that mix unrelated behaviors.755

In addition, behavioral analysis showed that users typically interact with the site for 50 to 150 actions756

before reaching a natural session boundary, such as a purchase or exit, which means around every757

50 to 150 interactions, there is probably a session termination or purchase signal. This observation758

supports the chosen 99% threshold as both statistically and behaviorally grounded.759

G Click Type Description760

This section provides detailed descriptions for the click type categories used in the OPeRA dataset,761

as presented in Table 4. The following categories were established through empirical analysis of user762

click action distributions.763

review (20.8%): Clicks on review-related elements, including review images, star ratings, review764

filters, etc.765

search (15.1%): Clicks on search button or search box.766

product_option (13.9%): Clicks on product options such as size selectors, color options etc.767

product_link (10.6%): Clicks on product images, product titles, or product links that navigate users768

to product detail pages.769
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other (8.9%): Miscellaneous clicks that do not fall into the above predefined categories.770

purchase (6.4%): Clicks on purchase-intention elements including “Add to Cart”, “Buy Now”,771

“Subscribe”, and “Checkout”.772

nav_bar (5.6%): Clicks on navigation bar elements such as category menus, amazon logo etc.773

page_related (3.9%): Clicks on pagination controls, carousel navigation buttons that control page774

content display.775

quantity (3.8%): Clicks on quantity adjustment controls including increase/decrease buttons and776

item deletion buttons.777

suggested_term (3.6%): Clicks on search suggestions.778

cart_side_bar (2.9%): Clicks on elements in shopping cart sidebar.779

cart_page_select (2.8%): Clicks on selection elements such as item checkbox in the cart page.780

filter (1.8%): Clicks on filtering elements including price filters, brand filters, rating filters, and other781

product refinement controls.782

H Next Action Prediction Experiment Results783

Table 8 shows the full results of next action prediction task.

Table 8: Evaluation of actions in next action prediction task. “Claude”: Claude-3.7-Sonnet,
“Deepseek”: Deepseek-R1, “Llama”: Llama-3.3-70B-Instruct, “w/o p”: without persona, “w/o r”:
with rationale. All metrics are reported as percentages (%). Instance size n = 902.

Model Action Gen.
(Accuracy)

Action Type
(Weighted F1)

Action Type
(Macro F1)

Click Type
(Weighted F1)

Outcome
(Accuracy)

Outcome
(Weighted F1)

GPT 21.51 85.04 48.78 44.47 38.89 47.54
w/o p 22.06 82.32 45.55 43.45 55.55 58.47
w/o r 21.28 83.13 34.93 42.63 53.33 51.17

Deepseek 14.75 81.99 27.37 35.12 51.11 46.36
w/o p 15.52 81.72 27.43 33.86 56.67 48.86
w/o r 15.74 81.66 27.16 32.65 53.33 47.92

Claude 10.75 83.41 31.58 27.27 52.22 43.52
w/o p 10.75 82.28 25.33 22.76 50.00 43.10
w/o r 10.08 81.08 26.06 20.29 47.78 43.10

Llama 8.31 80.69 24.29 19.99 34.44 36.64
w/o p 8.31 78.59 23.69 18.59 28.89 33.21
w/o r 8.76 80.23 23.60 19.22 31.11 34.19

784

I Experiment Prompt Design785

Below are the two prompts for action prediction task and joint rationale and action generation task:786
787

PROMPT_FOR_ACTION_PREDICTION = """788

<IMPORTANT>789

Your task is to predict the immediate next action of a shopper.790

You need to pretend that you are a real user shopping on amazon.com.791

The history action, rationale, context and the user persona will be provided to you.792

Ensure your prediction follows natural behavior sequences (e.g., users may click a793

↪→ search box before typing, type a query before clicking search)794

</IMPORTANT>795

796

# Action Space797

798

An action is represented in JSON format, and there are four primary types of799

↪→ actions:800
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801

#### 1. ‘input‘:802

Type text into an input field.803

{804

"type": "input",805

"name": "input_name",806

"text": "input_text"807

}808

809

#### 2. ‘click‘:810

Click on a button or clickable element identified by ‘name‘.811

{812

"type": "click",813

"name": "clickable_name",814

}815

816

#### 3. ‘terminate‘:817

When you are unsatisfied with the current search result and you don’t want to buy818

↪→ anything, use ‘terminate‘ to indicate that you want to close the browser819

↪→ window and terminate the task.820

{821

"type": "terminate"822

}823

824

# Rationale825

Rationale is the reason why the user takes the action. Some of the rationale is826

↪→ provided to you.827

828

# Context829

Your context will be the HTML of the amazon page you are looking at. Some830

↪→ interactable elements will be added a unique "name" attribute, which you831

↪→ can use to identify the element to interact with (click or input).832

833

# Persona834

The user persona reflects the user’s demographics, personality, and shopping835

↪→ preference. First identify which aspects of the persona might be relevant836

↪→ to the current shopping context, then consider them only if they naturally837

↪→ align with the ongoing shopping journey. DO NOT RELY ON IT.838

839

# Output Format840

You need to predict the next action. Your output should follow a strict JSON format:841

{842

"type": "<type>",843

...844

}845

846

<IMPORTANT>847

OUTPUT A SINGLE JSON OBJECT, NOTHING ELSE.848

</IMPORTANT>849

"""850

851

852

"""853854
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