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Abstract

As machine learning applications grow increasingly ubiquitous and complex, they
face an increasing set of requirements beyond accuracy. The prevalent approach
to handle this challenge is to aggregate a weighted combination of requirement
violation penalties into the training objective. To be effective, this approach
requires careful tuning of these hyperparameters (weights), involving trial-and-
error and cross-validation, which becomes ineffective even for a moderate number
of requirements. These issues are exacerbated when the requirements involve
parities or equalities, as is the case in fairness and boundary value problems. An
alternative technique uses constrained optimization to formulate these learning
problems. Yet, existing approximation and generalization guarantees do not apply
to problems involving equality constraints. In this work, we derive a generalization
theory for equality-constrained statistical learning problems, showing that their
solutions can be approximated using samples and rich parametrizations. Using
these results, we propose a practical algorithm based on solving a sequence of
unconstrained, empirical learning problems. We showcase its effectiveness and
the new formulations enabled by equality constraints in fair learning, interpolating
classifiers, and boundary value problems.

1 Introduction

Across a wide range of domains, machine learning (ML) is becoming the core technology driving
entire systems rather than specific components. It therefore increasingly faces multi-faceted problems
involving not only accuracy, but also requirements such as fairness [1], robustness [2, 3], privacy [4],
and safety [5, 6]. The standard approach to handling multiple criteria is to represent them as alternate
loss functions (penalties) aggregated into a single training objective [7–9, 3]. Designing effective
penalties and aggregation weights, however, is often a time consuming process involving trial-and-
error, hyperparameter search, and cross-validation data. Hence this approach becomes unwieldy even
for a moderate number of criteria.

Constrained learning offers an alternative by framing each requirement as a constraint rather than
a penalty [10–12]. While in convex settings these approaches are equivalent [13], this is not the
case for the non-convex optimization problems arising in ML. Nevertheless, recent work has shown
that such a duality still holds for rich parametrizations under mild conditions. This result has been
used to establish generalization guarantees similar to those of unconstrained learning theory and
develop practical algorithms based on (primal-)dual methods [11, 12]. Yet, these results hold only for
inequality constraints and do not account for equality-constrained learning tasks.
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This gap is significant. Indeed, many important requirements are expressed as equality constraints,
including group fairness [14–16], invariance [17–19], calibration [20, 21], interpolation [22], distribu-
tion matching [23], and independence [24]. These are fundamentally different from inequalities since
they impose a specific target value rather than a bound, making their feasibility set and sensitivity
more intricate to analyze. As such, reformulations of these requirements as inequalities or relaxations
based on penalties can substantially change the solution of an ML task. In fact, none of the duality
or generalization results obtained for inequality-constrained learning apply to these problems (see
Remark 2.1).

In this paper, we address this knowledge gap by developing a generalization theory for equality-
constrained learning tasks. To do so, we derive additional regularity conditions under which we obtain
duality and sensitivity results for non-convex equality-constrained optimization problems (Section 3).
Based on these results, we put forward an empirical, unconstrained (saddle-point) problem and
characterize the approximation and generalization error of its solutions, showing a trade-off between
model capacity (“bias”), sample size (“variance”), and constraint difficulty (Theorem 3.1). This
problem is amenable to a practical dual ascent algorithm (Section 4) whose effectiveness we illustrate
in learning problems involving fairness, boundary value problems, and interpolating classifiers
(Section 5).

2 Problem formulation

2.1 Equality-constrained learning

Consider data pairs (x, y) ∈ X × Y and a model fθ : X → RK parametrized by a finite dimensional
vector θ ∈ Θ ⊂ Rp and denote by H = {fθ : X → Y | θ ∈ Θ} the hypothesis class induced
by these models. The goal of classical (unconstrained) learning is to use fθ to map a feature
vector x ∈ X ⊆ Rd to its target y ∈ Y , which can be continuous (Y ⊆ RK , e.g., regression) or
discrete (Y = {1, . . . ,K}, e.g., classification). This is usually done by minimizing the expected value
of one loss function ℓ : RK × Y → R describing a top-line objective, e.g., accuracy, with respect to
one distribution D. In contrast, constrained learning accounts for additional loss functions gi, hj and
distributions Pi,Qj by tackling

P ⋆ = inf
θ∈Θ

ED
[
ℓ(fθ(x), y)

]
subject to EPi

[
gi(fθ(x), y)

]
≤ 0, for i = 1, . . . , I,

EQj

[
hj(fθ(x), y)

]
= 0, for j = 1, . . . , J .

(P)

We consider homogeneous constraints (whose right-hand side is zero) without loss of generality since
any constant can be absorbed into the losses gi, hj . We denote the set of optimal solutions for (P)
by Opt(P) and the set of feasible solutions (i.e., those that satisfy the constraints of (P)) by Feas(P).
These additional expected losses can be used to impose a rich class of constraints and ancillary
requirements based on data, such as fairness [10, 11], robustness [25], and invariance [19]. These
works and the majority of the constrained learning literature considers problems with inequality
constraints [J = 0 in (P)]. In contrast, this paper is concerned with problems explicitly involving
equality constraints. Before proceeding, we illustrate a few instances in which this additional
expressiveness is beneficial (see also Section 5).

Fairness. Statistical definitions of fairness in ML are naturally formulated as equality con-
straints [26, 27]. Consider, for instance, demographic parity (DP) in binary classification, where the
score fθ(x) ∈ [0, 1] is thresholded to determine a positive (fθ(x) > 0.5) or negative (fθ(x) ≤ 0.5)
outcome. DP requires that the prevalence of positive (or negative) outcomes within the protected
groups {Gj} be the same as that of the whole population [28, 29, 14]. Protected groups are often
based on a sensitive attribute of the feature vector x, although we impose no such restrictions.
DP-constrained binary classification can be cast as (P), explicitly,

minimize
θ∈Θ

EP
[
ℓ(fθ(x), y)

]
subject to EP

[
I [fθ(x) > 0.5] |x ∈ Gj

]
= EP

[
I [fθ(x) > 0.5]

]
, for j = 1, . . . , J,

(P-DP)

where ℓ is a classification loss and I [E ] = 1 on the event E and 0 otherwise. Note that (P-DP)
indeed has the form (P), for hj(fθ(x), y) =

1
P(x∈Gj)

I [fθ(x) > 0.5] I [x ∈ Gj ]− I [fθ(x) > 0.5] and
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Qj = P. Other statistical definitions of fairness, such as equality of opportunity, can be similarly
formulated [15]. While the equality in (P-DP) is sometimes approximated by an inequality with some
slack [10, 11], this can change the solution in non-trivial ways (see Figure 1). Equality constraints
also enable prescriptive forms of equity that enforce specific rates rj > 0 of positive outcomes for
each group Gj , which can be cast as

minimize
θ∈Θ

EP
[
ℓ(fθ(x), y)

]
subject to EP

[
I [fθ(x) > 0.5] |x ∈ Gj

]
= rj , for j = 1, . . . , J.

(P-F)

Boundary value problems. Boundary value problems (BVPs) arise in many scientific applications.
While they can be solved with classical methods such as the finite element methods [30, 31], they
have recently also been tackled using learning methods by directly parametrizing their solution with a
neural network (e.g. PINNs [32]). Indeed, let Ω ⊆ Rd be a bounded connected region with boundary
∂Ω and define the domain D = Ω × (0, T ] (where T > 0) and let H = {fθ | θ ∈ Θ} be a set of
functions defined on D. A BVP is typically posed as

find fθ ∈ H
subject to D[fθ](x, t) = τf (x, t), ∀(x, t) ∈ D,

fθ(x, t) = τb(x, t), ∀x ∈ ∂Ω, t ∈ (0, T ],

fθ(x, 0) = τi(x, 0), ∀x ∈ Ω,

(BVP)

where D is a differential operator defined over a superset ofH, τf is called the forcing function, and
τb, τi describe the boundary and initial conditions (BC and IC) respectively. It turns out that (BVP)
can be solved with an instance of (P) as in

minimize
θ∈Θ

α

2
∥θ∥22

subject to EPp
[(D[fθ](x, t)− τ(x, t))2] = 0,

EPb
[(fθ(x, t)− τb(x, t))

2] = 0,

EPi [(fθ(x, 0)− τi(x, 0))
2] = 0,

(P-BVP)

where Pp,Pb, and Pi are arbitrary distributions (usually uniform) over D, ∂Ω × (0, T ], and Ω
respectively [33]. Thus, the constraints enforce mean squared error versions of the PDE together
with the BC, and the IC. This is in contrast to PINNs that aggregate the errors into a single weighted
loss, leading to solutions sensitive to the choice of weights [34, 35].

Interpolating classifiers. Modern ML models are typically overparametrized and often trained to
perfectly fit (interpolate) the training data. Several works [36, 37, 22] have found that interpolating
models performs well in practice, contrary to conventional statistical wisdom on overfitting. However,
overparametrization leads to problems with multiple optimal solutions that do not all share the same
performance. Hence, the quality of the interpolating model is to a large extent determined by the
training algorithm. Alternate formulations of the prediction problem can therefore lead to different
interpolating algorithms with beneficial properties.

Explicitly, consider a multi-class classification problem (Y = {1, . . . ,K}) with a non-negative loss
function ℓ, vanishing when fθ(x) = y (e.g., cross entropy). Instead of directly minimizing the
expected loss J(θ) = EP[ℓ(fθ(x), y)], we can use (P) to formulate a classwise interpolation problem,
namely,

minimize
θ∈Θ

α

2
∥θ∥22

subject to EP [ℓ(fθ(x), y)|y = k] = 0, for k = 1, . . . ,K.
(P-CI)

As shown by our experiments in Section 5, (P-CI) measures and exploits the heterogeneous difficulty
of fitting each class— information that is hard to obtain from the training data given that it is
interpolated.

2.2 Empirical dual formulation

In ML, the objective/constraints of (P) are non-convex functions of θ, either because the parametriza-
tion fθ is a complex nonlinear function (e.g. a neural network) or because the losses themselves are
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non-convex (as in, e.g., (P-DP)). This hinders the use of constrained optimization methods based
on projections, conditional gradients, or barrier functions [38–40]. What is more, we only have
access to the distribution D,Pi,Qj through samples, so that the expectations in (P) must be estimated
empirically. This leads to errors that affect P ⋆ and Feas(P) in non-trivial ways. To overcome these
issues, we turn to duality-based methods [13]. Explicitly, define the Lagrangian of (P) as

L(fθ, λ, µ) = ED [ℓ(fθ(x), y)] +

I∑
i=1

λiEPi [gi(fθ(x), y)] +

J∑
j=1

µjEQj [hj(fθ(x), y)] , (1)

for λ ∈ RI
+ and µ ∈ RJ collecting the λi and µj respectively. The dual problem of (P) is then

D⋆ = sup
λ∈RI

+, µ∈RJ

inf
θ∈Θ

L(fθ, λ, µ). (D)

In this context, the weights λi, µj are called dual variables and the set Opt(D) of all solutions (λ⋆, µ⋆)
of (D) is known as the set of Lagrange multipliers. The dual (D) is a relaxation of (P), i.e. D⋆ ≤
P ⋆ (weak duality) and P ⋆ − D⋆ is called the duality gap. Convex optimization problems are
strongly dual, i.e. P ⋆ = D⋆, under certain regularity conditions such as Slater’s condition (see [13,
Proposition 5.3.1]). Of particular interest in this work is the empirical version of (D),

D̂⋆ = sup
λ∈RI

+, µ∈RJ

q̂(λ, µ) ≜ inf
θ∈Θ

L̂(fθ, λ, µ), (D̂)

where q̂(λ, µ) is the empirical dual function defined based on the empirical Lagrangian

L̂(fθ, λ, µ) =
1

M0

M0∑
m0=1

ℓ (fθ(xm0
), ym0

) +

I∑
i=1

λi

[
1

Mi

Mi∑
mi=1

gi
(
fθ(xmi

), ymi

)]

+

J∑
j=1

µj

 1

Nj

Nj∑
nj=1

hj

(
fθ(xnj

), ynj

) , (2)

that uses independently drawn samples (xm0 , ym0) ∼ D, (xmi , ymi) ∼ Pi, and (xnj , ynj ) ∼ Qj .

For inequality-constrained learning problems [J = 0 in (P)], prior works [11, 41, 10] have shown
that (D̂) provides an effective way of solving (P) by showing that the solutions of (D̂) approximate
those of (P) (generalization) and deriving practical algorithms to do so. The goal of this paper is to
extend these results to the more general (P). While (D̂) remains an empirical, unconstrained program
amenable to be solved using stochastic optimization techniques (see Section 4), it is no longer clear
that its solutions generalize to (approximate) those of (P). Indeed, non-convexity hinders the use
of classical duality theory to show P ⋆ = D⋆ and the presence of equalities invalidate the results
from [11]. What is more, the errors introduced by using empirical, finite sample estimates of the
expectations in (P) pose challenges even before considering equality constraints [11, Example 1]. We
address these concerns in the sequel after a pertinent remark.
Remark 2.1. While equality constraints can be written as inequalities, these reformulations pose
theoretical and numerical challenges. For instance, the feasibility set of (P) does not change
when replacing its equalities with

(
EQj

[hj(fθ(x), y)]
)2 ≤ 0. This formulation, however, invalidates

current duality and generalization guarantees for constrained learning (see, e.g., [11, 12]), potentially
even for convex problems (see, e.g., [42, Theorem 5.5, 5.11]). We may also consider approximating
each equality by the pair −ϵ ≤ EQj

[hj(fθ(x), y)] ≤ ϵ. Interestingly, taking ϵ = 0 yields the
same (empirical) Lagrangians and dual problems as in (2) and (D̂) (see Appendix D.2), though the
feasibility set of the resulting problem has once again no interior. For ϵ > 0, it is not straightforward
to determine the effect of this relaxation on the solution of (P) and the use of very small ϵ can lead to
ill-conditioned problems even in the convex case (see Appendix D.1).

3 Generalization error

In this section, we quantify how well the empirical dual problem (D̂) approximates the constrained
learning problem (P). We do so by bounding the generalization error |P ⋆ − D̂⋆| (Theorem 3.1),
which can be decomposed as

|P ⋆ − D̂⋆| ≤ |P ⋆ −D⋆|+ |D⋆ − D̂⋆|. (3)
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The first term is the duality gap of (P) and the second is the dual estimation error. The first assumption
we make ensures that the dual problems (D) and (D̂) are well-posed. Explicitly, define the constraint
value epigraph as

C =
{
(u,v) ∈ RI × RJ

∣∣∣∣ ∃θ ∈ Θ s.t. EPi
[gi(fθ(x), y)] ≤ ui, for i = 1, . . . , I ,

and EQj
[hj(fθ(x), y)] = vj for j = 1, . . . , J

}
. (4)

Similarly, we define Ĉ by replacing the expectations in (4) with empirical averages as in (2). We will
now discuss the assumptions under which Theorem 3.1 is derived, starting with the following.
Assumption 1. There exists ξ > 0 such that B(0I+J , ξ) =

{
c ∈ RI+J | ∥c∥ ≤ ξ

}
⊆ int (C) ∩

int (Ĉ) where int denotes the interior of the set and 0I+J is the origin of RI+J .

Assumption 1 ensures that (D) and (D̂) have non-empty and compact solution sets (see e.g. [13,
Proposition 4.4.1, 4.4.2]). It can be seen as a stronger version of Slater’s condition [43] used in
convex optimization, and in particular, implies that P ⋆ exists and is finite.

Duality gap. The bound on the duality gap is based on analyzing the properties of (P) whenH is
large enough to approximate benign function classes that have the property of decomposability. We
say that a set Φ is decomposable [44], if for any ϕ1, ϕ2 ∈ Φ and measurable subset Z ,

ϕ3(x) =

{
ϕ1(x), x ∈ Z
ϕ2(x), x ∈ Zc

is also a member of Φ. The Lp spaces and their analogue for vector valued functions, Bochner
spaces [45] (see also Appendix B.1.1), are decomposable function spaces. We now introduce the
functional version of (P),

P ⋆
ϕ = inf

ϕ∈Φ
ED
[
ℓ(ϕ(x), y)

]
subject to EPi

[
gi(ϕ(x), y)

]
≤ 0, for i = 1, . . . , I,

EQj

[
hj(ϕ(x), y)

]
= 0, for j = 1, . . . , J .

(Pϕ)

Notice that the Lagrangian for (Pϕ) is also defined as in (1). Similarly, its dual problem is given by

D⋆
ϕ = sup

λ∈RI
+, µ∈RJ

inf
ϕ∈Φ

L(ϕ, λ, µ). (Dϕ)

When the distributions D,Pi,Qj are atomless probability measures and Φ is decomposable, (Pϕ) is
strongly dual, i.e., P ⋆

ϕ = D⋆
ϕ (see Appendix B.2 Proposition B.1). We can therefore bound the duality

gap in (3) by the decomposition

P ⋆ −D⋆ = P ⋆ − P ⋆
ϕ +D⋆

ϕ −D⋆. (5)

The following assumptions allow (P) to inherit similarly favourable duality properties based on (5).

Assumption 2. Let P+ = D+
∑I

i=1 Pi +
∑J

j=1 Qj , and let Lp(RK ;P+) denote the Bochner space
corresponding to (RK ,P+). Assume that

1. the distributions D,Pi,Qj are atomless probability measures, and,

2. there exists a decomposable set Φ ⊆ Lp(RK ;P+) such that H ⊆ Φ and a solution
ϕ⋆ ∈ Opt(Pϕ) such that for some θ ∈ Θ and ν > 0, ∥ϕ⋆ − fθ∥Lp(RK ;P+) ≤ ν.

Assumption 3. The loss functions ℓ, gi, hj : R× Y → R are L-Lipschitz continuous and the model
fθ(x) is Lθ-Lipschitz continuous with respect to θ at every x ∈ X .

Atomlessness is satisfied, for instance, if a measure has a density with respect to the Lebesgue
measure (Appendix B.1 Lemma B.2). Several works have studied the approximation of decomposable
sets like the Lp spaces by parametrized model classes like neural networks [46–48] and support vector
machines [49]. A concrete value of ν can be found in some cases, for example in [48]. The regularity
assumptions on the model and loss functions are mild. Loss functions only need to be Lipschitz
continuous on the range of fθ(x), as is the case for the Huber loss, square loss, and hinge loss when
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the range of fθ(x) and Y is bounded. An example of a model that is Lipschitz with respect to its
parameters is a feedforward neural network with Lipschitz activations when the data and parameters
are bounded in norm.

To bound the terms in (5), we also use the following quantity that measures the sensitivity of the
feasibility set Feas(P), namely,

R(ν) = sup
θ∈Θν

inf
θ0∈Feas(P)

∥θ − θ0∥2 ,

where Θν =

{
θ ∈ Θ

∣∣∣∣∣ EPi
[gi(fθ(x), y)] ≤ Lν, for i = 1, . . . , I

and
∣∣EQj

[hj(fθ(x), y)]
∣∣ ≤ Lν for j = 1, . . . , J

}
. (6)

R(ν) measures the maximum distance between Θν and Feas(P). Hence, it is a decreasing function of
ν and vanishes when ν = 0. However, if relaxing the constraints causes the feasibility set to change
radically, R(ν) could be unbounded for ν > 0. This can be avoided by ensuring that Feas(Pθν) is
bounded, by e.g., regularizing Θ by enforcing ∥θ∥2 ≤W for some W > 0.

Dual estimation error. The next assumption allows us to bound the dual estimation error |D⋆−D̂⋆|.
Assumption 4. Let P ∈ {D,P1, . . . ,QJ} and let

(
x(k), y(k)

)N
k=1

be an i.i.d sample of size N

drawn from P. Denote L = {ℓ, g1, . . . , gI , h1, . . . , hJ}. Then, assume that there exists a function
ζUC(N, δ) : N × [0, 1] → R, such that, for all δ ∈ (0, 1), (a) ζUC is strictly decreasing in N , (b)
satisfies limN→∞ ζUC(N, δ) = 0, and (c) for any L ∈ L, the following is true :

P

(
sup
θ∈Θ

∣∣∣∣∣EP [L(fθ(x), y)]−
1

N

N∑
k=1

L(fθ(xk), yk)

∣∣∣∣∣ ≤ ζUC(N, δ)

)
≥ 1− δ. (7)

Assumption 4 is called uniform convergence, and is satisfied if e.g. H has a finite VC-dimension
or Rademacher complexity (see [50][Corollary 3.19, Theorem 3.3] and also [11][Proposition III.1]).
Bounds on the VC dimension and Rademacher complexity, which are measures of model complexity,
are available for many model classes [51, 52].

Main Result. The generalization error in (3) can be bounded under these assumptions by combining
(5) and the uniform convergence bound in Assumption 4. We next use γ to denote the tuple of dual
variables for inequalities and equalities, i.e., (λ, µ).

Theorem 3.1. Let Nmin = min {M0,M1 . . . ,MI , N1, . . . , NJ} and assume that R(ν) <∞ and
P ⋆
ϕ > −∞. Under Assumptions 1-3 there exist γ⋆

ϕ ∈ Opt(Dϕ), γ
⋆ ∈ Opt(D), and γ̂⋆ ∈ Opt(D̂).

Moreover, for any δ ∈ (0, 1), it holds with probability at least 1− (1 + I + J)δ, that

|P ⋆ − D̂⋆| ≤
(
1 +

∥∥γ⋆
ϕ

∥∥
1

)
Lν + LLθR(ν) +

(
1 + max {∥γ⋆∥1 , ∥γ̂⋆∥}

1

)
ζUC(Nmin, δ). (8)

The proof of Theorem 3.1 is deferred to Appendix B. We next discuss the main factors driving the
generalization error bound.

The main difference between constrained and unconstrained generalization bounds is that (8) is driven
by the constraint sensitivity. This is represented by the Lagrange multipliers of (P) and its empirical
and functional versions, which appear in the bound through their norms. More specifically, it is well
known that for strongly dual problems, Lagrange multipliers are sensitivity measures (subgradients)
of the optimal value with respect to the constraint constants. Explicitly, suppose that we were to
perturb the constraints of (P) to obtain

P ⋆(c,d) = inf
θ∈Θ

ED
[
ℓ(fθ(x), y)

]
subject to EPi

[
gi(fθ(x), y)

]
≤ ci, for i = 1, . . . , I,

EQj

[
hj(fθ(x), y)

]
= dj , for j = 1, . . . , J .

(P-pert)
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The problem (P-pert) defines the (perturbation) function P ⋆(c,d). If (P) were strongly dual (e.g. a
convex program) and P ⋆(c,d) is differentiable, then

λ⋆
j = −∂P ⋆(0I , 0J)

∂ci
and µ⋆

j = −∂P ⋆(0I , 0J)

∂dj
, (9)

for i = 1, . . . , I and j = 1, . . . , J (see [40, Equation 5.58]). Though differentiability and strong
duality of (P-pert) does not generally hold in our setting, approximate relations can be obtained
in terms of the bound on the duality gap P ⋆ − D⋆ (see Remark B.6). Thus, ∥γ⋆∥1 = ∥λ⋆∥1 +
∥µ⋆∥1, that appears in (8), measures how much the objective changes when the constraints are
perturbed. Constraint sensitivity also appears in terms of R(ν), which marks a clear difference
with the generalization bounds for inequality constraints (J = 0) that depend solely on ∥λ⋆∥1 (see
Remark 3.1). The bound in (8) also depends on the sensitivity of the loss functions and the model
(with respect to its parameters) through their Lipschitz constants L and Lθ respectively.

While these factors are dictated by the problem formulation, Theorem 3.1 shows us that they can be
mitigated by using richer parametrizations (i.e., reducing ν) and larger datasets (i.e., increasing Nmin).
Indeed, as ν → 0, the first set of terms (relating to the duality gap) vanish. However, the sample
complexity ζUC(Nmin, δ) typically increases with larger model classes, i.e., as ν decreases. Hence,
we find a trade-off between approximation error and estimation error that mirrors the trade-off in
unconstrained learning [53, Section 5.2].

To summarise, Theorem 3.1 reveals four key drivers of the generalization error : (a) constraint
sensitivity, (b) sensitivity of the losses and parametrization, (c) model capacity, and (d) sample
size. The bound also mirrors the classical decomposition of the unconstrained learning error into
an approximation error (here, the duality gap P ⋆ − D⋆) and the estimation error (here, the dual
estimation error |D⋆ − D̂⋆|). We conclude this section with a few remarks.
Remark 3.1 (Comparison with results for inequality constraints). Notably, the bounds for prob-
lems involving only inequality constraints from [12, 11] do not depend on the smoothness of the
parametrization Lθ (Assumption 3). This fundamental distinction is rooted in the fact that in the
absence of equality constraints (J = 0) going from Φ to H is akin to contracting the functional
feasibility set Feas(Pϕ) by tightening the functional inequality constraints. Consequently, (Pϕ) and
its parametrized formulation (P) remain closely aligned, and the latter approximately inherits the
duality properties of the former. The equality constraints in (P) however make it so that the feasibility
sets are no longer nested. Changing the targets lead to more intricate changes in the set of feasible
parameters θ. The sensitivity of the parametrization Lθ therefore affects generalization. This is also
the reason why Assumption 1 reduces to the existence of a strictly feasible solution when J = 0.
Indeed, the presence of equalities requires the stronger regularity conditions in Assumption 1 to
ensure that (P) is feasible for any small perturbation. The reader is referred to Appendix B.5 for
additional technical distinctions.
Remark 3.2 (Functional strong duality). The core result underpinning Theorem 3.1 is the strong
duality of the functional problem (Pϕ) (Proposition B.1). The crux of the proof lies in proving that the
cost-constraint epigraph,

Mϕ =

(f,u,v) ∈ RI × RJ

∣∣∣∣∣∣
∃ϕ ∈ Φ s.t. ED [ℓ(ϕ(x), y)] = f,

EPi
[gi(ϕ(x), y)] ≤ ui, for i = 1, . . . , I ,

and EQj
[hj(ϕ(x), y)] = vj for j = 1, . . . , J ,


is convex under Assumption 2. Thus, while (Pϕ) is not a convex optimization problem, a classical
result from convex optimization [13, Proposition 4.4.1] can be applied to the previous fact to show
that (Pϕ) is strongly dual. The convexity ofMϕ is established using Lyapunov’s theorem on the range
of atomless measures [54, Chaper IX Corollary 5], closely related to the bang-bang principle in
control theory [55]. Proposition B.1 has appeared with minor variations in [56–58, 11], though our
proof improves on [11] for the regression case (continuous Y), which we prove without additional
assumptions.

4 Algorithm

Theorem 3.1 establishes that solving (D̂) provides (approximate) solutions to (P). Next, we propose
an algorithm to tackle (D̂) based on the traditional dual ascent method. This algorithm assumes access
to an oracle for unconstrained problems as in [10, 11], a fact formalised in the following assumption.
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Algorithm 1 Primal-dual constrained learning algorithm

1: Inputs : Loss functions ℓ, gi, hj , samples (xm0 , ym0) ∼ D, (xmi , ymi) ∼ Pi, (xnj , ynj ) ∼ Qj

for i = 1, . . . I , j = 1, . . . , J , iterations T ∈ N, dual learning rate η > 0.
2: Initialize : λ(0) ← 0I , µ(0) ← 0J

3: for t = 1, . . . , T do
4: θ(t) ← O(L̂(f·, λ(t−1), µ(t−1))) ▷ Assumption 5
5: λ

(t)
i ← max

{
0, λ

(t−1)
i + η

∑Mi

mi=1 gi
(
fθ(t)(xmi

), ymi

)}
▷ for i = 1, . . . , I

6: µ
(t)
j ← µ

(t−1)
j + η

∑Nj

nj=1 hj

(
fθ(t)(xnj

), ynj

)
▷ for j = 1, . . . , J

7: end for

Assumption 5. The solution θ⋆(λ, µ) = O(L̂(f·, λ, µ)) returned by the oracle in Algorithm 1 approx-
imately minimizes the empirical Lagrangian in (2), i.e., for ρ ≥ 0 it holds that L̂(fθ⋆(λ,µ), λ, µ) ≤
q̂(λ, µ) + ρ for all λ, µ.

In Algorithm 1, this oracle is used to update the model θ (primal variable) in Step 4, while the
empirical constraint violations (or slacks) are used to update the dual variables λ, µ (Steps 5-6). If the
oracle is optimal (i.e., ρ = 0), Line 6-7 constitute a projected subgradient ascent with respect to the
dual objective q̂(λ, µ) [59]. Since the dual objective is always concave, subgradient ascent converges
to a global optimum for certain reducing step size rules [59, Chapter 2]. However, the descent is
generally non-monotonic, i.e., the last iterate is not necessarily the best iterate. Hence, guarantees
are often of the following form. Note that Theorem 4.1 relates the empirical dual value D̂⋆ to the
average of the Lagrangian iterates.

Theorem 4.1. Suppose Assumptions 1 and 5 hold and let the loss functions ℓ, gi, hj be B-bounded.
Let U0 = inf

γ⋆∈Opt(D̂)

∥∥γ(0) − γ⋆
∥∥. Then, for any T ∈ N, it holds that,

∣∣∣∣∣D̂⋆ − 1

T

T−1∑
t=0

(
L̂(θ(t), γ(t))

)∣∣∣∣∣ ≤ ρ+
U0

2ηT
+

1

2
(I + J)ηB2. (10)

If η ≤ ρ
(I+J)B2 and T ≥ U0

ηρ , then the bound is equal to 2ρ.

Theorem 4.1 establishes results for the dual iterates, modulo the averaging, but does not characterise
the feasibility or optimality of θ(t). Since the set of primal variables defined by the Lagrange
multipliers (λ̂⋆, µ̂⋆) need not be unique, or all feasible, recovering a feasible near-optimal model
can be difficult. This is not a substantial issue in convex optimization, where averaging solves
this problem (e.g. [59–62]). Non-convex settings often rely on randomization to overcome this
challenge (see, e.g. [11, 10, 63]), although there is empirical and theoretical evidence that this is not
a substantial issue in ML [10, 11, 64, 65].

In practice, we do not have access to the oracle from Assumption 5. Our experiments in Section 5
show that replacing line 5 with a single (stochastic) gradient descent step can produce feasible
solutions (without additional primal recovery techniques) that also perform well with respect to the
objective loss.

5 Experiments

In this section, we demonstrate the empirical performance of Algorithm 1 on instances of (P) presented
in Section 5. Detailed descriptions of the experiments can be found in Appendix E.

Exact vs. approximate fairness. Figure 1 compares models trained on the COMPAS dataset [66]
using the fairness formulation in (P-DP) against models trained with a double-sided inequality
approximation with tolerance parameter ϵ (see Remark 2.1) and an unconstrained baseline. The
indicator functions that appear in the constrained formulations are replaced by sigmoid functions to
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Figure 1: Exact vs approximate fairness. (a) Comparison betweeen (P-DP) and the inequality
relaxation described in Remark 2.1 with parameter ϵ > 0 (10 random splits). Mean accuracy (across
splits) is reported for each method/tolerance. (b) Final (effective) dual variables for Algorithm 1.
Indeed, since the inequality relaxation uses two constraints for each group (upper and lower bound),
we show only the difference between upper and lower dual variables.
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Figure 2: Prescribed rates. Solutions of (P-F) for different rj (10 random splits). (a) Average rate
of positive outcomes across population, annotated with the mean accuracy (across splits); (b) Rate
disparity across different groups.

enable the use of gradient descent to replace the oracle in Step 4 of Algorithm 1. Explicitly, we use

EP
[
I [fθ(x) > 0.5] |x ∈ Gj

]
≈ EP

[
σ (α (fθ(x)− 0.5)) |x ∈ Gj

]
and similarly for the overall rate EP

[
I [fθ(x) > 0.5]

]
, where σ denotes the sigmoid function. We

split the dataset into a training (70%) and test (30%) set 10 times and report the results.

Figure 1(a) shows that the equality formulation achieves the lowest disparity in group rates (measured
as the difference between the maximum and minimum group rates) comparable to the inequality-
based model with small tolerances (e.g., ϵ = 10−4). Figure 1(b) shows that the final (effective) dual
variables for ϵ = 10−4 are also indistinguishable from those of the equality formulation. However, we
see that a looser tolerance (ϵ = 10−2) introduces noticeable differences, both in the dual solution and
the group disparity. This highlights the challenge of selecting an appropriate tolerance, a difficulty
circumvented by directly enforcing the equality constraints.

Prescribed rates. In Figure 2, we showcase the results of imposing specific group rates using (P-F)
and compare them to unconstrained and DP-constrained [i.e., (P-DP)] problems. With the exception
of extreme rates (0.1 and 0.9), which yield nearly constant classifiers, models with intermediate
targets rj achieve low group disparities, comparable to those of the DP-constrained model. However,
while (P-DP) maintains an overall rate of positive outcomes close to the unconstrained model, (P-F)
allows this rate to be adjusted more granularly. This flexibility comes at a negligible difference in
accuracy for prescribed rates close to the DP rate. For example, rj = 0.5 achieves the same test
accuracy as (P-DP) (Figure 2(a)) and similar (test) group disparities (Figure 2(b)).
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Figure 4: Comparison of classwise test errors and
dual values for CIFAR-100 trained with (P-CI)
(along with the best fit line). The correlation is
0.89 indicating a strong linear relationship.

Table 1: Relative L2 error for convection
β PINN (P-BVP)
30 2.46 ± 0.99 % 0.62 ± 0.17 %
50 56.0 ± 25.8 % 30.7 ± 24.2 %

Table 2: Test Accuracy on CIFAR-10/100
Dataset ERM (P-CI)
CIFAR-10 95.03 ± 0.21 % 95.01 ± 0.10 %
CIFAR-100 76.11 ± 0.28 % 75.17 ± 0.21 %

Boundary value problems. Table 1 shows that taking a constrained approach to solving a con-
vection BVP with sinusoidal initial condition (see Appendix E.2 for details) outperforms the un-
constrained approach with fixed multipliers for the boundary and initial conditions (PINN). The
mean and standard deviation of 5 seeds have been reported. The primary challenge of solving this
BVP is propagating the initial condition through time since the solution itself is very regular. Thus,
the improvement may be explained by larger dual variables for the boundary conditions (as seen in
Appendix F Figure 9).

Interpolating classifiers. Table 2 (also computed over 5 seeds) shows that (P-CI) has worse test
accuracy compared to the unconstrained problem (ERM) on CIFAR-100—though the gap is not
large. On the other hand, solving (P-CI) using Algorithm 1 yields dual variables that exhibit an
approximately linear relationship with the mean test error of the class. Since models are trained to
interpolation on the train set, this information is not generally available without cross-validation. It
can be used as a confidence measure for the performance of the model or to detect biases in the model.
Meanwhile, (P-CI) performs virtually the same as ERM on CIFAR-10. This relationship between test
error and dual variables may be partially explained by 9, which suggests that a large dual variable
indicates a constraint on the class-wise error that significantly contributes to the model complexity
(∥θ∥22)—since relaxing the constraint would lead to a large decrease in the parameter norm. Though
this norm has been tied to generalization error in [67, 68], a definitive answer would require a more
detailed analysis that is beyond the scope of this work.

6 Conclusion

In this paper, we studied equality-constrained learning problems, i.e., statistical optimization problems
with equality constraints. We extended the existing generalization theory for inequality-constrained
problems, showing that equalities are also tractable through Lagrangian methods as long as the
parametrization is rich enough. Nevertheless, they demand stronger assumptions than inequalities.
We also introduced a practical algorithm based on dual ascent to solve problems with both equality and
inequality constraints. We illustrated the behavior of this algorithm in a fair learning problem, showing
results for both classical problems, involving demographic parity, as well as new formulations enabled
by these equality-constrained problems, namely, learning tasks that enforce specific prediction rates
for each group. We also showcase results for solving BVPs and fitting interpolating classifiers.
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approximation and generalization error of solutions (Theorem 3.1), and analysis of dual
ascent algorithm (Sections 4, 5).
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made in the paper.
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• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental result reproducibility
Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: All experimental details needed to reproduce the experimental results, includ-
ing optimizer and hyperparameters, are described in Section 5 and Appendix E.

Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).
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(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
Answer: [Yes]
Justification : The python code used to reproduce all experiments in the camera-ready will
be uploaded to GitHub.
Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental setting/details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?
Answer: [Yes]
Justification: All experimental details needed to reproduce the experimental results, includ-
ing the data preprocessing and splits, are described in Section 5 and Appendix E.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.
7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?
Answer: [Yes]
Justification: Error bars are provided on all experiments across different seeds and train/test
splits (see Figures 1 and 2).
Guidelines:
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• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments compute resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?
Answer: [Yes]
Justification: The experiments do not require any particularly intensive computer resources.
We describe all the resources used during our experiments in Appendix E.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code of ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?
Answer: [Yes]
Justification: We have reviewed the NeurIPS Code of Ethics and found that our work
presents none of the issues raised therein.
Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).
10. Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?
Answer: [Yes]
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Justification: The primary contribution of this work is theoretical and presents no major
direct societal impact, be they positive or negative. That being said, its developments can be
used to address issues of, e.g., fairness, as the work illustrates. This application is clearly
presented and discussed in the manuscript.
Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?
Answer: [NA]
Justification: This work poses no such risks.
Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?
Answer: [Yes]
Justification: The usage of the COMPAS dataset is properly credited in Section 5.
Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
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• The authors should state which version of the asset is used and, if possible, include a
URL.

• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the

package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]

Justification: This paper does not release new assets.

Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and research with human subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]

Justification: This paper does not involve crowdsourcing nor research with human subjects.

Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional review board (IRB) approvals or equivalent for research with human
subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]

Justification: This paper does not involve crowdsourcing nor research with human subjects.

Guidelines:
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• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

16. Declaration of LLM usage
Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.
Answer: [NA]
Justification: Commercial LLM tools were used only during the writing of the manuscript
and no LLM tools contributed to the analyses, methodology, or main results of the paper.
As per the LLM policy, we do not disclose this use in the main body of the manuscript.
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• The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

• Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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A Related work

Unconstrained learning. Empirical risk minimization forms the cornerstone of modern machine
learning applications, supported by a rich theory of generalization [1–3]. However, as machine
learning becomes increasingly embedded in real world applications, there is a growing need to deal
with multi-faceted problems involving multiple losses and/or requirements beyond accuracy, such
as fairness [4, 5], robustness [6, 7], privacy [8], safety [9, 10], and scientific knowledge [11]. The
traditional approach to handling multiple requirements is to use a weighted sum of the loss functions
as the objective (e.g., [12–14, 7, 11]), choosing the weights by trial and error, cross-validation, or a
problem-specific heuristic. This approach is often brittle and time consuming.

Inequality-constrained learning. Inequality-constrained learning uses constrained optimization to
incorporate requirements into traditional learning problems. As in unconstrained learning, these tasks
are formulated as statistical risk minimization problem, albeit with inequality constraints. Yet, this
leads to non-convex programs for virtually every modern ML model, which make them challenging to
solve [15, 16]. In convex settings, classical results for Sample Average Approximation (SAA) methods
can be found in [17, 18]. Generalization bounds have also been derived in [19] (for linear classifiers
and fairness constraints), [20] (for convex losses, convex-fractional losses, and fairness constraints),
and [21] (for fairness constraints). In the general non-convex settings, certain duality properties have
been shown to hold when using sufficiently expressive parametrizations, leading to a practical learning
rule with generalization guarantees [22, 23]. The resulting primal-dual algorithms can be interpreted
as incorporating the combination weights from unconstrained learning into the optimization process
and have been used in various ML applications, such as fairness [19, 24, 22, 23, 25], invariance [26],
classification [27], and robustness [28]. Our work is an extension of these works on non-convex,
inequality-constrained learning problems.

Equality constrained learning. Equality constraints have been used in ML to express important
problems, such as group fairness [29–31], invariance [32, 33], calibration [34, 35], distribution
matching [36], and independence [37]. While stochastic optimization with deterministic equality
constraints has been extensively studied in the literature [38–41], less is known about stochastic
problems with statistical equality constraints—e.g., constraints defined via expectations over data,
such as those considered in this work (Section 2).

Equality constraints are often incorporated directly into the model (see, e.g., [42, 43]) or enforced
by post-processing schemes (e.g., group fairness in [30]). When the constraint function and its
derivatives are only accessible by noisy oracles, solutions based on upper/lower bounds as well as
Sequential Quadratic Programming (SQP) or trust region methods have been investigated [44–47].

More similar to our setup is [48] that uses a primal-dual approach similar to ours, but rely on
transforming equalities into inequalities using a non-negative wrapping function (e.g., quadratic).
While their empirical results are promising, this approach has severe numerical and theoretical issues
as discussed in Remark 2.1. From a theoretical perspective, [49] considers the same problem we do,
extending the SAA framework to equality constraints using inequality relaxations. They show that
if the relaxation is carefully tightened as the sample size increases, it is possible to asymptotically
obtain solutions of the population problem. These results are, nevertheless, (a) asymptotic, assuming
access to infinitely many i.i.d. samples; (b) focused on a relaxation of the original problem; and
(c) reliant on interior-point methods that are not well-suited to the large-scale, non-convex settings of
ML.
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B Proof of Theorem 3.1

B.1 Preliminaries

B.1.1 Bochner spaces

Let (X × Y,ΣX×Y ,P) be the probability space [50] corresponding to the random variables (x, y).
Let (RK ,B(RK)) be the Borel sigma algebra associated with RK , i.e. the smallest sigma algebra
containing all the open sets. The Bochner spaces [51][Section 1.2.b] are a direct generalization of the
Lp spaces, for measurable vector valued functions. Consider mappings from X to RK . The Bochner
space Lp(RK ;P), for p ∈ [1,∞), is the space of all vector valued functions ϕ : X → RK , such that

∥ϕ∥Lp(RK ;P) =

(∫
∥ϕ(x)∥p2 dP

)1/p

is finite. L∞(RK ;P) is similarly defined by the norm,

∥ϕ∥L∞(P) = esssupx∈X ;P ∥ϕ(x)∥2 = sup {c > 0 | P({∥ϕ(x)∥2 ≥ c}) = 0} .

For p ∈ [1,∞] the spaces Lp(RK ;P) are Banach spaces. The space L1(RK ,P) is precisely the space
of functions for which the Bochner integral, a form of vector integral, exists.

Our primary space of interest, Lp(RK ;P+), where P+ = D +
∑I

i=1 Pi +
∑J

j=1 Qj , is actually
the intersection of the Bochner spaces corresponding to the summands. This follows from the
linearity of the Lebesgue integral (for scalar functions) with respect to the measure ([50] Exercise
4.27).

Lemma B.1. Let B,P be positive measures on a measurable space, and f : X → R be a
non-negative measurable function. Then,∫

f(x) d(B+ P) =
∫

f(x) dB+

∫
f(x) dP.

and moreover, (a) L1(B + P) = L1(B) ∩ L1(P), and more generally (b) Lp(RK ;B + P) =
Lp(RK ;B) ∩ Lp(RK ;P) for p ∈ [1,∞].

Proof. Part 1 : Suppose f ≥ 0. Let XA be the characteristic function of a measurable set A. Recall
that there exists a sequence of positive simple functions fn(x) =

∑n
i=1 αiXAi

(x) that are upper
bounded by f and converge to f . The integral of fn (with respect to any measure on the same
measurable space) is an increasing convergent sequence whose limit is defined as the integral of f
(see [50] Definition I.4.3(b) and Theorem I.2.17 for more details).

By applying the fact that (P+ B)(A) = P(A) + B(A) (by definition) for any measurable set A, we
obtain that, ∫

fn(x) d(B+ P) =
∫

fn(x) dB+

∫
fn(x) dP.

If both limits on the RHS exist, then the limit on the LHS exists as well ([52] Theorem 3.4). This
proves that f ∈ L1(B) ∩ L1(P)⇒ f ∈ L1(B+ P).
On the other hand, note that

∫
fn(x) dB ≤

∫
fn(x) d(B+ P) since

∫
fn(x) dP ≥ 0. Therefore if∫

fn(x) d(B+ P) is convergent, since
∫
fn(x) d(B+ P) ≤

∫
f(x) d(B+ P), therefore,∫

fn(x) dB ≤
∫

f(x) d(B+ P).

Therefore
∫
fn(x) dB is a convergent sequence since it is increasing and bounded (and by symmetry

so is
∫
fn(x) dP). This proves that f ∈ L1(B + P) ⇒ f ∈ L1(B) ∩ L1(P). Therefore for a

non-negative function f ∈ L1(B+ P) ⇐⇒ f ∈ L1(B) ∩ L1(P).
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Part 2 : Now, consider a general f . It is known [53][Theorem 1.33] that f ∈ L1(P+ B) iff,

∥f∥L1(P) =

∫
|f(x)| (dP+ dB) <∞.

Therefore,

f ∈ L1(B+ P) ⇐⇒ |f | ∈ L1(B+ P) (11)

⇐⇒ |f | ∈ L1(B) ∩ L1(P) (12)

⇐⇒ f ∈ L1(B) ∩ L1(P). (13)

Equation (12) follows from the first part, and (11) and (13) are applications of [53][Theorem 1.33].
This proves (a).

Part 3 : The proof for (b) follows similarly. For p ∈ [1,∞),

ϕ ∈ Lp(Rk;B+ P) ⇐⇒ ∥ϕ∥p2 ∈ L1(B+ P) (14)

⇐⇒ ∥ϕ∥p2 ∈ L1(B) ∩ L1(P) (15)

⇐⇒ ϕ ∈ Lp(Rk;B) ∩ Lp(Rk;P). (16)

Equation (15) follows from the first part, and (14) and (16) are applications of the definition of the
Bochner norm.

Part 4: Finally we consider the case where p = ∞. Let O(c) = {x ∈ X | ∥ϕ(x)∥2 ≥ c}. Then,
consider,

∥ϕ∥L∞(B+P) = inf {c > 0 | (B+ P)(O(c)) = 0}
= inf {c > 0 | B(O(c)) = 0,P(O(c)) = 0}

= max
{

inf {c > 0 | B(O(c)) = 0} , inf {c > 0 | P(O(c)) = 0}
}

= max
{
∥ϕ∥L∞(B) , ∥ϕ∥L∞(P)

}
. (17)

The steps are trivial. It is obvious from Equation (17) that L∞(Rk;B + P) = L∞(Rk;B) ∩
L∞(Rk;P).

B.1.2 Atomless vector measures

A vector measure [54] over (X × Y,ΣX×Y) is a set function that takes values in a Banach space
(instead of R).
Definition B.1. [54, pp. 1] Let (X ×Y,ΣX×Y) be a measurable space and let (V, ∥·∥) be a Banach
space. Then G : ΣX×Y → V is a countably additive vector measure, if for all sequences of disjoint
sets {Ei}∞i=1, G(∪∞i=1Ei) = limn→∞

∑n
i=1 G(Ei).

We are interested in atomless vector measures, which appear as an intermediate object in the proof of
Proposition B.1.
Definition B.2. Let (X ,ΣX ) be a measurable space and (V, ∥·∥) be a Banach space. A vector
measure G : ΣX → V is called non-atomic or atomless iff for any A ∈ ΣX , such that G(A) ̸= 0,
there exists B ∈ ΣX such that B ⊆ A and G(B) /∈ {0, G(A)}.

We are interested in the following “closure” properties of atomless measures.

Lemma B.2. If L : X → R is integrable with respect to a measure space (X ,ΣX ,P), where P is
an atomless measure, then the measure ν : ΣX → R,

∀A ∈ ΣX , ν(A) =

∫
A

L(x) dP,

is an atomless scalar measure.
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Lemma B.3. Let N ∈ N. If ν1, . . . , νN : ΣX → R are atomless scalar measures on a measurable
space (X ,ΣX ), then the vector measure G : ΣX → RN defined by,

A ∈ ΣX , G(A) = [ν1(A), . . . , νN (A)]
⊤

is a countably additive atomless vector measure.

Before we prove Lemma B.2 we note a few properties of the indefinite integral ν(A) =
∫
A
L(x) dP.

Remark B.1. Note that ν is indeed a measure over the measure space (X ,ΣX ) [50, Section I.5,
Indefinite integrals]. Moreover, ν is absolutely continuous with respect to P, i.e. for any A ∈ ΣX ,

P(A) = 0⇒ ν(A) = 0. (18)

This can be inferred from the fact that if A is a P-negligible set (i.e. P(A) = 0) then the indefinite
integral

∫
A
L(x) dP is 0 for every function L [50, Proposition I.4.13].

Remark B.2. If ν is a finite signed measure on ΣX , then it admits a so-called Jordan Decomposition
[53, Section 6.6],

∀A ∈ ΣX , ν(A) = ν+(A)− ν−(A), (19)

where ν+, ν− are non-negative measures. The Hahn decomposition theorem [53, Theorem 6.14]
further states that there exists disjoint measurable sets X+ and X− such that X+ ∪ X− = X , and for
all A ∈ ΣX ,

ν+(A) = ν(A ∩ X+) and ν−(A) = −ν(A ∩ X−). (20)

In particular, Equations (19) and (20) imply that the measure of any subset of X+ (resp. X−) with
respect to ν is non-negative (resp. non-positive). We will also need the following set,

X0 = {x ∈ X | L(x) = 0} .
X0 is a measurable set since X0 = L−1(0), and 0 ∈ B(R), the Borel sigma algebra on R, as it can
be represented as a countable intersection of open sets (e.g. as ∩∞i=1(− 1

n ,
1
n )). It is obvious that

ν(E) = 0 for any E ⊆ X0.

We will now prove Lemma B.2.

Proof of Lemma B.2 .

Proof. As noted in Remark B.1, ν is indeed a (signed) measure. Suppose that for an arbitrary
A ∈ ΣX , ν(A) ̸= 0. Without loss of generality, assume that ν(A) > 0, the negative case follows by
symmetry. To prove that ν is atomless we need to prove the existence of a measurable set B ⊆ A
such that ν(B) /∈ {ν(A), 0}.
Consider the Jordan decomposition of ν,

ν(A) = ν+(A)− ν−(A).

Since ν− is a non-negative measure, and ν(A) > 0, therefore ν+(A) = ν(A) + ν−(A) > 0. Remark
B.2 states that ν+(A) = ν(A ∩ X+). Therefore ν(A ∩ X+) > 0. Clearly,

ν(A ∩ X+) = ν(A ∩ X+ ∩ X0) + ν(A ∩ X+ ∩ X c
0 ).

Clearly ν(A∩X+∩X0) = 0, therefore ν(A∩X+∩X c
0 ) = ν(A∩X+) > 0. Let A+ = A∩X+∩X c

0 .

The absolute continuity of ν with respect to P implies that P(A+) > 0 since ν(A+) > 0. Since P is
atomless, therefore there exists a set B ⊆ A+ such that P(B) /∈ {P(A+), 0}. Clearly,

P(A+) = P(B) + P(Bc ∩A+). (21)

Since P is a non-negative measure therefore P(B) ≥ 0 and P(Bc ∩ A+) ≥ 0. Now since P(B) /∈
{P(A+), 0}, (21) implies that

0 < P(B) < P(A+) and 0 < P(Bc ∩A+) < P(A+). (22)
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Now, it is also true that,

ν(A+) = ν(B) + ν(Bc ∩A+). (23)

Let 1B(x) be the indicator function of the set B, taking the value 1 when x ∈ B and 0 otherwise.
Since B ⊆ X+, therefore ν(B) ≥ 0. Now suppose, if possible, that ν(B) =

∫
B
L(x) dP = 0. Then

according to [50, Proposition I.4.13], 1B(x)L(x) is 0 almost everywhere with respect to P. Since
1B(x) = 1 everywhere on B, this implies that L(x) must be 0 almost everywhere on B, i.e. except
for a null subset, say N . Explicitly, L(x) is 0 on B \N and since P(B) > 0, therefore N ̸= B and
B \N ̸= ∅. However, since X0 is a superset of B, therefore L(x) ̸= 0 everywhere on B, including
B \N , which is a contradiction. Therefore ν(B) > 0.

Similarly, we can argue that ν(Bc ∩ A+) > 0 since P(Bc ∩ A+) > 0 and Bc ∩ A+ ⊆ X+ ∩ X0.
Therefore,

0 < ν(B) < ν(A+).

Recall that we showed that ν(A+) = ν(A ∩ X+) = ν+(A). Since ν+(A) = ν(A) + ν−(A) and ν−
is non-negative, therefore ν(A+) = ν+(A) ≥ ν(A). If ν(B) ̸= ν(A), we are done since B ⊆ A
and ν(B) > 0. Now suppose that ν(B) = ν(A). Then since P(B) > 0, there exists B′ ⊆ B such
that 0 < P(B′) < P(B). As before we can prove that 0 < ν(B′) < ν(B) by utilising the fact
that P(B′) > 0 and B′ ⊆ X+ ∩ X0. But this time, ν(B′) < ν(B) = ν(A) by construction. Since
B′ ⊆ A and ν(B′) /∈ {0, ν(A)} therefore ν is atomless.

The proof for Lemma B.3 is almost trivial.

Proof of Lemma B.3 .

Proof. It is easy to verify that countable additivity is preserved by concatenating scalar measures, so
we will verify that atomlessness is also preserved. Consider A ∈ ΣX such that G(A) ̸= 0. Therefore
there exists an index i such that νi(A) ̸= 0. Since νi is atomless, therefore there exists B ⊂ A
such that νi(B) /∈ {νi(A), 0}. It follows that G(B) /∈ {G(A), 0} which proves the atomlessness of
G.

B.1.3 Constrained optimization problems

In this section we will define and discuss the main objects involved in Lagrangian duality in a unified
manner with respect to a generic optimization problem (P0). For this section, let l, gi, hj be functions
from X to R, then consider the following optimization problem,

P ⋆
0 = inf

x∈X
ℓ(x)

subject to gi(x) ≤ 0, for i = 1, . . . , I

hj(x) = 0, for j = 1, . . . , J .

(P0)

Let Feas(P0) refer to the subset of X that satisfies all the constraints, i.e. the set of feasible solutions.
If (P0) is infeasible, we set P ⋆

0 to +∞. If P ⋆
0 = −∞ then we say that (P0) is unbounded. If ℓ is

bounded, then (P0) is also bounded (from below). Let Opt(P0) refer to the subset of Feas(P0) that
achieves P ⋆

0 , i.e. the set of optimal solutions. Closely related to (P0) is its Lagrangian function,

L0(x, λ, µ) = ℓ(x) +

I∑
i=1

λigi(x) +

J∑
j=1

µjhj(x),

and its dual function is q0(λ, µ) = inf
x∈X

L0(x, λ, µ). The dual function defines the dual problem,

D⋆
0 = sup

λi≥0, µj∈R
q0(λ, µ) = sup

λi≥0, µj∈R
min
x∈X

L0(x, λ, µ). (D0)

We call λ ∈ RI
≥0, µ ∈ RJ the dual variables and denote optimal dual variables, when they exist, with

a ⋆, such as (λ⋆, µ⋆). We denote the set of all optimizers of (D0) as Opt(D0), which are also often
called Lagrange multipliers. Let F0 : X → R1+I+J be the vector function obtained by stacking the
objective and the constraint functions, i.e.,

∀x ∈ X F0(x) = [ℓ(x), g1(x), . . . gI(x), h1(x), . . . hJ(x)]
⊤
.

28



We call F0 the cost constraint vector of (P0), and the following set will be called the cost constraint
epigraph of (P0),

M0 = F0(X ) + R1+I
≥0 × {0}

J
.

Another important set is the projection ofM0 on the constraint axes,

C0 =
{
(g, h) ∈ RI+J | (ℓ, g, h) ∈M0

}
= C0(X ) + RI

≥0 × {0}J . (24)

where C0(x) = [g1(x), . . . gI(x), h1(x), . . . hJ(x)]
⊤ is the vector function formed by stacking only

the I + J constraint functions. We call C0 the constraint vector and C0 the constraint epigraph. The
relative interior of C0 is defined as,

relint (C0) = {y ∈ C0 | ∃ϵ > 0, s.t. , B(y, ϵ) ∩ aff (C0) ⊆ C0}
where aff (C0) is the affine hull of C0 and B(y, ϵ) = {z | ∥y − z∥ ≤ ϵ} is an ϵ ball centered at
y ∈ RI+J .

B.1.4 Geometric conditions for strong duality

(D0) is a relaxation of (P0), i.e. D⋆
0 ≤ P ⋆

0 . This fact is called weak duality in convex optimization.
When the equality holds, this fact is called strong duality and (P0) is said to be strongly dual. Classical
convex optimization provides us the following result tying the convexity of the cost constraint epigraph
M0 and the strong duality of (P0).

Theorem B.1. [15, Proposition 4.4.1 (variation)] Let P ⋆
0 > −∞. If 0I+J ∈ relint (C0) then

Opt(D0) ̸= ∅. Moreover, ifM0 is convex then P ⋆
0 = D⋆

0 .

Theorem B.1 underlies our functional strong duality result (Proposition B.1). It can be seen as a
consequence of the fact thatM0 provides a geometric embedding of (P0), namely,

P ⋆
0 = inf

(ℓ,0I ,0J )∈M0

ℓ. (25)

Similarly, the convex closure ofM0, denoted conv (M0), provides a geometric embedding of the
dual problem (D0) when (P0) is feasible ([15, Proposition 4.3.2]). Explicitly,

D⋆
0 = inf

(ℓ,0I ,0J )∈conv(M0)
ℓ. (26)

Equations (25) and (26) suggest that the convexity and closure ofM0 is closely related to strong
duality. In fact, convexity and closure are together sufficient for strong duality [15, Proposition 4.3.2].
However, the requirement for closure can also be dropped when the target constraint values (0I+J )
are in the relative interior of the constraint set C0, as seen in Theorem B.1. Theorem B.1 also provides
sufficient conditions (i.e. the non-extremality of the constraint levels) for the existence of Lagrange
multipliers. Note that this is non-trivial, since strong duality is not always sufficient for the existence
of Lagrange multipliers, for example, see [15, Example 5.3.3] whereM0 is both convex and closed,
but Opt(D0) = ∅.
If the dimension of C0 is I + J , then the set of Lagrange multipliers is bounded, and the converse is
also true [15, Proposition 4.4.2]. The linear independence of the constraint functions is sufficient for
the dimension of C0 to be I + J (as we implicitly assume in Assumption 1). For problems with only
inequalities it is sufficient for C0(X ) to be non-empty for C0 to be of dimension I + J . In the next
section we will analyse another perturbation of (P0), one where we relax all the constraints by ϵ.

B.1.5 Constraint perturbations

In this section we investigate the following relaxation of (P0),

P ⋆
ϵ = inf

x∈X
ℓ(x)

subject to gi(x) ≤ ϵ, for i = 1, . . . , I,

− ϵ ≤ hj(x) ≤ ϵ, for j = 1, . . . , J .

(Pϵ)
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Note that (Pϵ) has I + 2J inequality constraints. Its dual problem is as follows,

D⋆
ϵ = sup

λi,µ+,j ,µ−,j≥0
min
x∈X

Lϵ(x, λ, µ+,j , µ−,j), (Dϵ)

where Lϵ is the Lagrangian function of (Pϵ). While we know that P ⋆
0 ≥ P ⋆

ϵ , the relationship is
difficult to characterize further without additional assumptions. However, the relationship between
the dual problems follows from the relationship between the Lagrangians.

Lemma B.4. Assume Opt(D0),Opt(Dϵ) ̸= ∅. If γ⋆
0 = (λ⋆

0, µ
⋆
0) ∈ Opt(D0) and γ⋆

ϵ =
(λ⋆

ϵ , µ
⋆
ϵ,+, µ

⋆
ϵ,−) ∈ Opt(Dϵ), then it holds that,

ϵ ∥γ⋆
ϵ ∥1 ≤ D⋆

0 −D⋆
ϵ ≤ ϵ ∥γ⋆

0∥1 . (27)

Moreover, (27) implies that D⋆
0 ≥ D⋆

ϵ and ∥γ⋆
0∥1 ≥ ∥γ⋆

ϵ ∥1.

Proof. Upper bound . Let λ ∈ RI
≥0 and µ ∈ RJ be arbitrarily chosen. Let µ+ and µ− be

defined pointwise as µ+,j = max {0, µj} and µ−,j = max {0,−µj}. Clearly µ = µ+ − µ− and
∥µ+∥1 + ∥µ−∥1 = ∥µ∥1. Applying these facts, we can verify that L0 can be rewritten as follows,

L0(x, λ, µ) =

ℓ(x) +

I∑
i=1

λi(gi(x)− ϵ) +

J∑
j=1

µ+,j(hj(x)− ϵ) +

J∑
j=1

µ−,j(−hj(x)− ϵ)


+ϵ(∥λ∥1 + ∥µ∥1).

It is clear that the first term is Lϵ(λ, µ+, µ−), therefore,

L0(x, λ, µ) = Lϵ(x, λ, µ+, µ−) + ϵ(∥λ∥1 + ∥µ∥1). (28)

Taking the infimum with respect to x on both sides we obtain,

q0(λ, µ) = qϵ(λ, µ+, µ−) + ϵ(∥λ∥1 + ∥µ∥1). (29)

Let µ⋆
0+ and µ⋆

0− be defined pointwise as µ⋆
0+,j = max

{
0, µ⋆

0,j

}
and µ⋆

0−,j = max
{
0,−µ⋆

0,j

}
.

Then, we have,

D⋆
0 −D⋆

ϵ = q0(λ
⋆
0, µ

⋆
0)− qϵ(λ

⋆
ϵ , µ

⋆
ϵ,+, µ

⋆
ϵ,−)

≤ q0(λ
⋆
0, µ

⋆
0)− qϵ(λ

⋆
0, µ

⋆
0,+, µ

⋆
0,−),

since (λ⋆
0, µ

⋆
0,+, µ

⋆
0,−) is not necessarily optimal with respect to (Dϵ). Applying (29) to the above

inequality, we obtain,

D⋆
0 −D⋆

ϵ ≤ ϵ(∥λ⋆
0∥1 + ∥µ⋆

0∥1) ≤ ϵ ∥γ⋆
0∥1 ,

which proves the upper bound.

Lower bound . Now let us prove the lower bound. Let λ ∈ RI
≥0 and µ+, µ− ∈ RJ

≥0 be arbitrarily
chosen. Then we can rewrite Lϵ as follows,

Lϵ(x, λ, µ+, µ−) = ℓ(x) +

I∑
i=1

λi(gi(x)− ϵ) +

J∑
j=1

µ+,j(hj(x)− ϵ) +

J∑
j=1

µ−,j(−hj(x)− ϵ)

= L0(x, λ, µ+ − µ−)− ϵ(∥λ∥1 + ∥µ+∥1 + ∥µ−∥1). (30)

Again, taking the infimum with respect to x gives us

qϵ(λ, µ+, µ−) = q0(λ, µ+ − µ−)− ϵ(∥λ∥1 + ∥µ+∥1 + ∥µ−∥1). (31)

Next, we have,

D⋆
ϵ −D⋆

0 = qϵ(λ
⋆
ϵ , µ

⋆
ϵ,+, µ

⋆
ϵ,−)− q0(λ

⋆
0, µ

⋆
0)

≤ qϵ(λ
⋆
ϵ , µ

⋆
ϵ,+, µ

⋆
ϵ,−)− q0(λ

⋆
ϵ , µ

⋆
ϵ,+ − µ⋆

ϵ,−),

since (λ⋆
ϵ , µ

⋆
ϵ,+ − µ⋆

ϵ,−) is suboptimal for q0. Applying (31) to the last inequality, we obtain,

D⋆
ϵ −D⋆

0 ≤ −ϵ(∥λ⋆
ϵ∥1 +

∥∥µ⋆
ϵ,+

∥∥
1
+
∥∥µ⋆

ϵ,−
∥∥
1
). (32)

Since ∥γ⋆
ϵ ∥1 = (∥λ⋆

ϵ∥1 +
∥∥µ⋆

ϵ,+

∥∥
1
+
∥∥µ⋆

ϵ,−
∥∥
1
), multiplying (32) by −1 completes the proof.
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B.2 Functional strong duality

B.2.1 Convexity ofMϕ

In this section we are concerned with the range of the functional problem.

P ⋆
ϕ = inf

ϕ∈Φ
ED
[
ℓ(ϕ(x), y)

]
subject to EPi

[
gi(ϕ(x), y)

]
≤ 0, for i = 1, . . . , I,

EQj

[
hj(ϕ(x), y)

]
= 0, for j = 1, . . . , J .

(Pϕ)

The Lagrangian associated with (Pϕ) is the same as for (P) (see (1)) and (Dϕ) was defined in Section
3. Of particular interest in this section is the cost constraint function,

Fϕ(ϕ) =
[
ED [ℓ(ϕ(x), y)] ,EP1

[g1(ϕ(x), y)] , . . . ,EPI
[gI(ϕ(x), y)] ,

EQ1 [h1(ϕ(x), y)] , . . . ,EQJ
[hJ(ϕ(x), y)]

]⊤
.

We will also need the constraint epigraph and the cost-constraint epigraphs of Pϕ, namely,

Cϕ =

{
(u,v) ∈ RI × RJ

∣∣∣∣ ∃ϕ ∈ Φ s.t. EPi
[gi(ϕ(x), y)] ≤ ui, for i = 1, . . . , I ,

and EQj
[hj(ϕ(x), y)] = vj for j = 1, . . . , J,

}

andMϕ =

(f,u,v) ∈ RI × RJ

∣∣∣∣∣∣
∃ϕ ∈ Φ s.t. ED [ℓ(ϕ(x), y)] = f,

EPi
[gi(ϕ(x), y)] ≤ ui, for i = 1, . . . , I ,

and EQj
[hj(ϕ(x), y)] = vj for j = 1, . . . , J .


Remark B.3 (Well definedness of Pϕ). The expectations must exist for all ϕ ∈ Φ for (Pϕ) to be
well defined, i.e. we require Φ ⊆ dom Fϕ. This is true, for example, when ℓ, gi, hj are bounded
functions. We derive another condition later in Lemma B.7, but for now we assume Φ ⊆ dom Fϕ for
our Lemmas.

As noted in Section B.1.3, the convexity ofMϕ is sufficient for strong duality when 0 is in the interior
of the augmented constraint set. We will prove thatMϕ is convex under certain conditions when Φ
is a decomposable set. Let us now define decomposability.

Definition B.3. A function class Φ = {ϕ : X → R} is said to be decomposable with respect to a
measurable space (X ,ΣX ) iff for every ϕ1, ϕ2 ∈ Φ and Z ∈ ΣX , there exists ϕ3 ∈ Φ such that,

ϕ3(x) =

{
ϕ1(x) x ∈ Z

ϕ2(x) x ∈ Zc.

We use Lyapunov’s convexity theorem as a tool for the proof.

Theorem B.2. ([54] Chapter IX Corollary 5) Let (X ,ΣX ) be a measurable space, and let (V, ∥·∥)
be a finite dimensional Banach space. If G : ΣX → V is a countably additive vector measure, then
the range of G is a compact and convex subset of V.

The range of G is the set {G(A) | A ∈ ΣX }. We will now prove thatMϕ is convex.

Lemma B.5. Let Φ ⊆ dom Fϕ. If the distributions D,Pi,Qj are atomless and Φ is a decompos-
able set of functions, then it follows thatMϕ is convex.

Proof. Consider the following set function formed by integrating ℓ(ϕ(x), y), gi(ϕ(x), y), hj(ϕ(x), y)
with respect to D,Pi,Qj respectively, over sets of the form A×Y , where A ∈ ΣX (ΣX is the marginal
sigma algebra over X ) :

∀A ∈ ΣX , G(A;ϕ) =

[∫
A

∫
Y
ℓ(ϕ(x), y) dD,

∫
A

∫
Y
g1(ϕ(x), y) dP1, . . . ,

∫
A

∫
Y
hJ(ϕ(x), y) dQJ

]⊤
.
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Lemma B.2 implies that each entry of G(A;ϕ) is an atomless scalar measure, since D,Pi,Qj are
atomless. Suppose that ϕ1, ϕ2 ∈ Φ. Define another set function, p(A) : ΣX → R2(1+I+J) given by

∀A ∈ ΣX , p(A) =

[
G(A;ϕ1)
G(A;ϕ2)

]
.

As before, each of the entries of p(A) are atomless scalar measures, therefore Lemma B.3 implies
that p(A) is an atomless vector measure. Therefore Lyapunov’s convexity theorem (Theorem B.2)
implies that the range of p, denoted p(ΣX ), is convex. Therefore for any λ ∈ [0, 1], there exists a set
Tλ ⊆ X such that,

p(Tλ) = λp(∅) + (1− λ)p(X ) = (1− λ)p(X ), (33)

where we applied the fact that p(∅) = 0. Since for any finite measure it holds that p(A) =
p(X )− p(Ac), therefore it follows that,

p(T c
λ ) = p(X )− p(Tλ) = (1− (1− λ))p(X ) = λp(X ). (34)

We will use these relations to prove that the range of Fϕ, denoted Fϕ(Φ), is also convex. We do so
by constructing an input ϕ3 such that Fϕ(ϕ3) is a convex combination of Fϕ(ϕ1) and Fϕ(ϕ2). The
required function ϕ3 is defined as follows,

∀x ∈ X , ϕ3(x) =

{
ϕ1(x) x ∈ Tλ,
ϕ2(x) x ∈ T c

λ .

By the definition of decomposability, ϕ3 is also an element of Φ. Next we note that,

G(X ;ϕ3) = G(Tλ;ϕ3) +G(T c
λ ;ϕ3),

since Tλ, T c
λ form a mutually exclusive cover of X . Therefore,

G(X ;ϕ3) = G(Tλ;ϕ1) +G(T c
λ ;ϕ2)

by applying the definition of ϕ3. Equations (33) and (34) applied to the above relation implies that,

G(X ;ϕ3) = λG(X ;ϕ1) + (1− λ)G(X ;ϕ2). (35)

But clearly, Fϕ(ϕ) = G(X ;ϕ) for any ϕ. Therefore,

Fϕ(ϕ3) = λFϕ(ϕ1) + (1− λ)Fϕ(ϕ2).

This proves that the range Fϕ(Φ) is convex, because ϕ1, ϕ2 were picked arbitrarily.

Recall thatMϕ = Fϕ(Φ)+R1+I
≥0 ×0J . Clearly R1+I

≥0 ×0J is a convex set, and since the Minkowski
sum of two convex sets is convex ([55] Theorem 3.1), thereforeMϕ is also convex, which concludes
the proof.

B.2.2 Strong duality of (Pϕ)

In this section we will utilise Theorem B.1 and Lemma B.5 along with the assumptions we made in
Section 3 to prove that (Pϕ) is strongly dual.

Proposition B.1. Let (a) Φ ⊆ dom Fϕ, (b) Φ be decomposable and (c) P ⋆
ϕ > −∞. Under

Assumptions 1 and 2.1, (Pϕ) is strongly dual and Opt(Dϕ) is non-empty.

Proof. Assumption 2 The premise of the proposition, along with atomlessness from Assumption 2
allows us to invoke Lemma B.5 to conclude thatMϕ is a convex set.

From Assumption 1, we know that for some ξ > 0, B(0I+J , ξ) ⊆ int (C) and C ⊆ Cϕ, therefore
B(0I+J , ξ) ⊆ int (C) ⊆ int (Cϕ). In particular, 0 ∈ int (Cϕ), therefore, we can invoke Theorem B.1
to conclude that Opt(Dϕ) ̸= ∅ and P ⋆

ϕ = D⋆
ϕ.
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B.3 Duality gap

In this section we will bound the duality gap of (P). For this, we define the following relaxation,

P ⋆
θν = inf

θ∈Θ
ED [ℓ(fθ(x), y)]

subject to EPi
[gi(fθ(x), y)] ≤ Lν, for i = 1, . . . , I,

− Lν ≤ EQj
[hj(fθ(x), y)] ≤ Lν, for j = 1, . . . , J .

(Pθν)

Note that the set Θν (defined in Section 3) is nothing but the feasibility set of (Pθν), i.e. Feas(Pθν).
Let its dual value be D⋆

θν , defined similarly to D⋆ (Section 3). We define its functional version,

P ⋆
ϕν = inf

ϕ∈Φ
ED [ℓ(ϕ(x), y)]

subject to EPi
[gi(ϕ(x), y)] ≤ Lν, for i = 1, . . . , I,

− Lν ≤ EQj
[hj(ϕ(x), y)] ≤ Lν, for j = 1, . . . , J .

(Pϕν)

Let its dual value be D⋆
ϕν . We will bound the duality gap based on (5) which uses the functional

strong duality relation P ⋆
ϕ = D⋆

ϕ, and which we further decompose as,

P ⋆ −D⋆ = P ⋆ − P ⋆
ϕ +D⋆

ϕ −D⋆

= (P ⋆ − P ⋆
θν) + (P ⋆

θν − P ⋆
ϕ ) + (P ⋆

θν − P ⋆
ϕ ) + (D⋆

ϕ −D⋆
ϕν) + (D⋆

ϕν −D⋆
θν)

+ (D⋆
θν −D⋆).

Note that this decomposition contains the duality gap of (Pθν), i.e. we can alternatively decompose
P ⋆ −D⋆ as,

P ⋆ −D⋆ = (P ⋆ − P ⋆
θν) + (P ⋆

θν −D⋆
θν) + (D⋆

θν −D⋆).

First, we will prove a few helper lemmas (Sections B.3.1,B.3.2,B.3.3). Then we will bound the duality
gap of (Pθν) in Section B.3.4, and we will bound the remaining terms, i.e., P ⋆ − P ⋆

θν and D⋆
θν −D⋆

in Section ?? and summarise everything with a bound on the duality gap P ⋆ −D⋆ (Proposition B.2).

B.3.1 Lipschitz continuity of Fϕ

First, we will prove that the mapping Fϕ : Lp(RK ;P+) → R1+I+J is a Lipschitz continuous
mapping.

Lemma B.6. Let the loss functions ℓ, gi, hj be L-Lipschitz continuous. Then the components
of the range function Fϕ : Lp(RK ;P+) → R1+I+J , e.g. ϕ 7→ ED [ℓ(ϕ(x), y)], are L-Lipschitz
continuous and Fϕ is (

√
1 + I + J)L-Lipschitz continuous, for p ∈ [1,∞).

Proof. We will prove that ϕ 7→ ED [ℓ(ϕ(x), y)] is Lipschitz continuous - the proof is the same for the
other components. Let ϕ1, ϕ2 ∈ Lp(RK ;P+), then,

|ED [ℓ(ϕ1(x), y)]− ED [ℓ(ϕ2(x), y)]|p ≤ ED [|ℓ(ϕ1(x), y)− ℓ(ϕ2(x), y)|p]
≤ ED [Lp ∥ϕ1(x)− ϕ2(x)∥p2]
= LpED [∥ϕ1(x)− ϕ2(x)∥p2] . (36)

The first inequality is an application of Jensen’s inequality (|·|p is convex) and the second inequality
applies the Lipschitz condition on ℓ(·, ·). Equation (36) proves the continuity of ϕ 7→ ED [ℓ(ϕ(x), y)]
with respect to the norm on Lp(RK ;D), but we need to prove it for the norm on Lp(RK ;P+).
Linearity of the integral with respect to the integral (Lemma B.1) implies that,

EP+ [∥ϕ1(x)− ϕ2(x)∥p2] = ED [∥ϕ1(x)− ϕ2(x)∥p2] + E∑I
i=1 Pi+

∑J
j=1 Qj

[∥ϕ1(x)− ϕ2(x)∥p2] .

Clearly E∑I
i=1 Pi+

∑J
j=1 Qj

[∥ϕ1(x)− ϕ2(x)∥p2] ≥ 0 since both measure and integrand are non-
negative. This implies that,

ED [∥ϕ1(x)− ϕ2(x)∥p2] ≤ EP+
[∥ϕ1(x)− ϕ2(x)∥p2] . (37)
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Equation (36) and (37) together imply that,

|ED [ℓ(ϕ1(x), y)]− ED [ℓ(ϕ2(x), y)]|p ≤ LpEP+
[∥ϕ1(x)− ϕ2(x)∥p2] = Lp ∥ϕ1 − ϕ2∥pLp(RK ;P+) ,

which proves the first part (after taking the pth root on both sides). The second part is proved as
follows.

∥Fϕ(ϕ1)− Fϕ(ϕ2)∥22 =

1+I+J∑
k=1

(Fϕ,k(ϕ1)k − Fϕ,k(ϕ2)k)
2

≤ (1 + I + J)L2 ∥ϕ1 − ϕ2∥2Lp(RK ;P+) . (38)

Here we used the L-Lipschitz continuity of the components of Fϕ(ϕ) that was proved in the first part.
Taking the square root on both sides proves that Fϕ is (

√
1 + I + J)L-Lipschitz continuous with

respect to the domain Lp(RK ;P+).

B.3.2 Well definedness of (Pϕ)

Continuity of the loss functions almost solves the problem of well-definedness of (Pϕ).

Lemma B.7. Let the loss functions ℓ, gi, hj be L-Lipschitz continuous and Φ ⊆ Lp(RK ;P+). If
Φ ∩ dom Fϕ ̸= ∅, then Φ ⊆ dom Fϕ.

Proof. Let ϕ0 ∈ Φ ∩ dom Fϕ and ϕ ∈ Φ. By the triangle inequality,

∥Fϕ(ϕ)∥2 ≤ ∥Fϕ(ϕ)− Fϕ(ϕ0)∥2 + ∥Fϕ(ϕ0)∥2 .

Since Fϕ : Lp(RK ;P+)→ RK is (
√
1 + I + J)L-Lipschitz continuous (Lemma B.6), therefore,

∥Fϕ(ϕ)∥2 ≤ (
√
1 + I + J)L ∥ϕ0 − ϕ∥Lp(RK ;P+) + ∥Fϕ(ϕ0)∥2 .

Since ϕ0 ∈ dom Fϕ, therefore ∥Fϕ(ϕ0)∥2 <∞. Since ϕ, ϕ0 ∈ Lp(RK ;P+), therefore the first term
is also bounded. Therefore ∥Fϕ(ϕ)∥2 <∞ and Φ ⊆ dom Fϕ.

B.3.3 Lipschitz continuity of parametrization

We will now show that pointwise Lipschitz continuity of the map fθ(x) at each x implies the Lipschitz
continuity of the map θ 7→ fθ ∈ Lp(RK ;P+).

Lemma B.8. Let fθ(x) be Lθ-Lipschitz continuous for every x ∈ X . Then, the map fΘ : Θ ∋
θ 7→ fθ ∈ Lp(RK ;P+) is also Lθ-Lipschitz continuous (for p ∈ [1,∞)).

Proof. Consider θ1, θ2 ∈ Θ. Then,

∥fθ1 − fθ2∥pLp(RK ;P+) =

∫
|fθ1(x)− fθ2(x)|p dP+

≤
∫

Lp
θ ∥θ1 − θ2∥p2 dP+ (39)

⇒ ∥fθ1 − fθ2∥pLp(RK ;P+) ≤ Lp
θ ∥θ1 − θ2∥p2 .

Equation (39) is the application of the pointwise Lipschitz continuity. Taking the pth root on both
sides of the last inequality completes the proof.
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B.3.4 Duality gap of (Pθν)

Lemma B.4 provides an upper bound for D⋆
ϕ −D⋆

ϕν . Next we show that D⋆
θν ≥ D⋆

ϕν , and thereafter
bound P ⋆

θν − P ⋆
ϕ .

Lemma B.9. IfH ⊆ Φ then D⋆
θν ≥ D⋆

ϕν .

Proof. Let γ ∈ RI+2J
≥0 denote the dual variable for (Pθν) or (Pϕν). Clearly Lθν(θ, γ) = Lϕν(fθ, γ).

Therefore,

qθν(γ) = inf
θ∈Θ

Lθν(θ, γ) = inf
fθ∈H

Lϕν(fθ, γ) ≥ inf
ϕ∈Φ

Lϕν(ϕ, γ) = qϕν(γ).

The supremum preserves the inequality, therefore,

D⋆
θν = sup

γ∈RI+2J
≥0

qθν(γ) ≥ sup
γ∈RI+2J

≥0

qϕν(γ) = D⋆
ϕν

which was to be proved.

Lemma B.10. Under Assumption 2, Feas(Pθν) is non-empty and P ⋆
θν − P ⋆

ϕ ≤ Lν .

Proof. Let ϕ⋆ ∈ Opt(Pϕ) ̸= ∅ be the solution defined by Assumption 2.2. Since ϕ⋆ is feasible for
(Pϕ), therefore it follows that,

EPi [gi(ϕ
⋆(x), y)] ≤ 0 and EQj [hj(ϕ

⋆(x), y)] = 0.

By Assumption 2.2, there exists fθ ∈ H such that ∥fθ − ϕ⋆∥Lp(RK ;P+) ≤ ν. Since the range function
Fϕ(ϕ) is component-wise L-Lipschitz continuous (Lemma B.6), therefore we can upper bound the
inequality constraint functions as follows,

EPi
[gi(fθ(x), y)] ≤ EPi

[gi(ϕ
⋆(x), y)] + L ∥fθ − ϕ⋆∥Lp(RK ;P+) ≤ 0 + Lν. (40)

Similarly the equality constraint functions can be bounded symmetrically as,∣∣EQj [hi(fθ(x), y)]− EQj [hi(ϕ
⋆(x), y)]

∣∣ ≤ L ∥fθ − ϕ⋆∥Lp(RK ;P+)

⇒
∣∣EQj

[hi(fθ(x), y)]
∣∣ ≤ Lν. (41)

Equations (40) and (41) imply that θ is feasible for (Pθν). Therefore, Feas(Pθν) ̸= ∅ and,

P ⋆
θν ≤ ED [ℓ(fθ(x), y)] . (42)

But the L-Lipschitzness of the objective (Assumption 3, Lemma B.6) implies that,

ED [ℓ(fθ(x), y)] ≤ ED [ℓ(ϕ⋆(x), y)] + L ∥fθ − ϕ⋆∥Lp(RK ;P+)

≤ P ⋆
ϕ + Lν. (43)

Therefore (42) and (43) implies,

P ⋆
θν ≤ P ⋆

ϕ + Lν,

which was to be proved.

We will now summarize our arguments and bound the duality gap of (Pθν) in the next
lemma.

Lemma B.11. Under Assumptions 1,2 and 3, if P ⋆
ϕ > −∞, Opt(Dϕ) is non-empty and for any

γ⋆
ϕ ∈ Opt(Dϕ), P ⋆

θν −D⋆
θν ≤ (1 +

∥∥∥γ⋆
ϕ

∥∥∥
1
)Lν.
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Proof. We can decompose the duality gap as follows,

P ⋆
θν −D⋆

θν = (P ⋆
θν − P ⋆

ϕ ) + (P ⋆
ϕ −D⋆

ϕ) + (D⋆
ϕ −D⋆

ϕν) + (D⋆
ϕν −D⋆

θν).

From Lemma B.10 (which requires Assumption 2), P ⋆
θν − P ⋆

ϕ ≤ Lν.

Next, if 0 ∈ int (C) (Assumption 1) then 0 ∈ int (Cϕ) since C ⊆ Cϕ. Then, by the construction
of Cϕ, Feas(Pϕ) ̸= ∅. Clearly Feas(Pϕ) ⊆ dom Fϕ, therefore Φ ∩ dom Fϕ ̸= ∅. Since we also
have Assumption 3 (Lipschitz losses), we can apply Lemma B.7 to conclude Φ ⊆ dom Fϕ. The
premise stipulates that P ⋆

ϕ > −∞. Assumption 2 gives us atomlessness of the measures and
decomposability of Φ, which provides the remaining requirements to invoke Proposition B.1, giving
us that P ⋆

ϕ −D⋆
ϕ = 0 and Opt(Dϕ) ̸= ∅.

Since Opt(Dϕ) ̸= ∅, we can apply Lemma B.4 to conclude that D⋆
ϕ − D⋆

ϕν ≤ Lν
∥∥∥γ⋆

ϕ

∥∥∥ for some
γ⋆
ϕ ∈ Opt(Dϕ). Lemma B.9, which only requires thatH ⊆ Φ, proves that D⋆

ϕν −D⋆
θν ≤ 0. Putting

these bounds together gives us the required bound on the duality gap of (Pθν).

Remark B.4. This result is the same upper bound on the parametrized duality gap presented in [23].
This proof technique, specifically Lemma B.10, however, does not work with equality constrained
problems such as (P). This is because replacing ϕ⋆ with θ leads to a perturbation that localises the
constraint function values upto an interval of size 2Lν. Therefore, no functional problem (or solution)
generates a θ that satisfies an equality constraint, e.g. EQj

[hj(fθ(x), y)] = 0, since the constraint
function value has to be exactly 0.

The limitation of this proof technique also applies to inequality constrained problems. Consider the
following family of problems,

P ⋆
I = inf

θ∈Θ
ED [ℓ(fθ(x), y)]

subject to EPi [gi(fθ(x), y)] ≤ ci, for i = 1, . . . , I.
(PI )

[23] used a tighter functional problem to upper bound P ⋆
I , namely,

P ⋆
ϕI = inf

ϕ∈Φ
ED [ℓ(ϕ(x), y)]

subject to EPi [gi(ϕ(x), y)] ≤ ci − Lν, for i = 1, . . . , I.
(PϕI )

Using Lemma B.10 with J = 0, we can prove that P ⋆
I −P ⋆

ϕI ≤ Lν only if (PϕI ) is feasible. However,
this may not be the case, if ci ≤ inf

ϕ∈Φ
EPi [gi(ϕ(x), y)] + Lν, i.e. ci is in the neighbourhood of the

minimal achievable value. In this case the analysis in the next section still applies.

B.3.5 Duality gap of (P)

In this section we will bound the duality gap of (P). Since D⋆ ≥ D⋆
θν (see Lemma B.4), therefore,

P ⋆ −D⋆ = (P ⋆ − P ⋆
θν) + (P ⋆

θν −D⋆
θν) + (D⋆

θν −D⋆) ≤ (P ⋆ − P ⋆
θν) + (P ⋆

θν −D⋆
θν). (44)

P ⋆
θν −D⋆

θν is upper bounded by Lemma B.11. We now upper bound P ⋆ − P ⋆
θν .

Lemma B.12. Let Feas(P) ̸= ∅. Under Assumption 3, it follows that P ⋆ − P ⋆
θν ≤ LLθR(ν).

Proof. Let ϵ > 0 be chosen arbitrarily and let θ⋆ν be a feasible solution for (Pθν) that is ϵ-optimal, i.e.,

P ⋆
θν ≤ ED

[
ℓ(fθ⋆

ν
(x), y)

]
≤ P ⋆

θν + ϵ. (45)

Such a solution always exists if (Pθν) is feasible, since the optimal value is the infimum of the
objective ED

[
ℓ(fθ⋆

ν
(x), y)

]
over the feasible set. Note that since (P) is assumed feasible, so is (Pθν).

Next for arbitrary δ > 0, let θ0 ∈ Feas(P) be such that ∥θ⋆ν − θ0∥ = inf
θ∈Feas(P)

∥θ⋆ν − θ∥+ δ, i.e. θ0

is δ-close to the projection of θ⋆ν onto the feasible set of (P) (which may not be closed). Note that Θν

is nothing but Feas(Pθν). Therefore, by the definition of R(ν),

∥θ⋆ν − θ0∥ ≤ R(ν) + δ. (46)
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Next we apply the L-Lipschitzness of the map ϕ 7→ ED [ℓ(fθ(x), y)] (Lemma B.6), and the Lθ-
Lipschitzness of the map θ 7→ fθ (Lemma B.8) to conclude that,

ED [ℓ(fθ0(x), y)]− ED
[
ℓ(fθ⋆

ν
(x), y)

]
≤ L

∥∥fθ0 − fθ⋆
ν

∥∥
Lp(RK ;P+)

≤ LLθ ∥θ0 − θ⋆ν∥ . (47)

Since θ0 is feasible with respect to (P), therefore ED [ℓ(fθ0(x), y)] ≥ P ⋆. This and (45) implies that,

P ⋆ − P ⋆
θν ≤ ED [ℓ(fθ0(x), y)]− ED

[
ℓ(fθ⋆

ν
(x), y)

]
+ ϵ.

Thereafter we can apply (46) and (47) to conclude that,

P ⋆ − P ⋆
θν ≤ LLθR(ν) + LLθδ + ϵ.

Since the bound holds for every ϵ > 0 and δ > 0, therefore it also holds for ϵ = 0 and δ = 0 (simply
take the infimum on both sides). This completes the proof.

We will now state the bound on the duality gap for (P).

Proposition B.2. Let Assumptions 1, 2 and 3 hold and let P ⋆
ϕ > −∞. Then Opt(Dϕ) ̸= ∅ and for

any γ⋆
ϕ ∈ Opt(Dϕ), P ⋆ −D⋆ ≤ (1 +

∥∥∥γ⋆
ϕ

∥∥∥
1
)Lν + LLθR(ν).

Proof. We can invoke Lemma B.11 with the premise to obtain that Opt(Dϕ) ̸= ∅ and P ⋆
θν −D⋆

θν ≤
(1 +

∥∥∥γ⋆
ϕ

∥∥∥
1
)Lν for any γ⋆

ϕ ∈ Opt(Dϕ). Note that Assumption 1 implies that (P) is feasible due to the
construction of C, and this, along with Assumption 3, allows us to invoke Lemma B.12 which states
that P ⋆ − P ⋆

θν ≤ LLθR(ν). Applying these bounds to (44) completes the proof.

B.4 Dual estimation error

In this section we will upper bound the absolute difference between the optimal values of the dual
problem (D) and the empirical dual problem (D̂), i.e. |D⋆ − D̂⋆|, beginning with a technical lemma
that helps take the conjunction of probabilistic statements.

Lemma B.13. Let (X ,ΣX ,P) be a measure space and let {a1, . . . , aK} be random statements. If
ak holds with probability at least 1− δ, for k = 1, . . . ,K, then

∧K
k=1 ak, that is the conjuction of ak,

holds with probability at least 1−Kδ.

Proof. Let ¬ak denote the negation of ak. Then,

P(
K∧

k=1

ak) = 1− P(
K∨

k=1

¬ak) ≥ 1−
K∑

k=1

P(¬ak). (48)

The last inequality is the union bound ([56] Lemma 2.2). Since P(ak) ≥ 1−δ, therefore P(¬ak) ≤ δ.
Applying this to (48) gives us the bound,

P(
K∧

k=1

ak) ≥ 1−Kδ,

which completes the proof.

Proposition B.3. Let Nmin = min {M0,M1 . . . ,MI , N1, . . . , NJ}. If Assumptions 1 and 4 hold,
then Opt(D),Opt(D̂) ̸= ∅ and, for all δ ∈ (0, 1),

|D⋆ − D̂⋆| ≤
(
1 + max {∥γ⋆∥1 , ∥γ̂⋆∥}

1

)
ζUC(Nmin, δ),

holds with probability at least 1− (1 + I + J)δ.
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Proof. Assumption 1 states that B(0, ξ) ⊆ int C ∩ int Ĉ and therefore 0 ∈ int C and 0 ∈ int Ĉ.
Therefore Theorem B.1 implies that Opt(D) ̸= ∅ and Opt(D̂) ̸= ∅.
Let γ⋆ = (λ⋆, µ⋆) and γ̂⋆ = (λ̂⋆, µ̂⋆) be members of Opt(D) and Opt(D̂) respectively. Therefore,

D⋆ − D̂⋆ = q(γ⋆)− q̂(γ̂⋆)

≤ q(γ⋆)− q̂(γ⋆), (49)

where the inequality follows from the suboptimality of γ⋆ with respect to (D̂), i.e. because q̂(γ⋆) ≤
q̂(γ̂⋆) = D̂⋆. Let ϵ > 0 be arbitrary and let θ be ϵ-optimal with respect to q̂(γ⋆), i.e,

q̂(γ⋆) ≤ L̂(fθ, γ
⋆) ≤ q̂(γ⋆) + ϵ. (50)

Clearly, q(γ⋆) ≤ L(fθ, γ
⋆) since q(γ⋆) = inf

θ
L(fθ, γ

⋆). This fact and (50), applied to (49), implies

that,
D⋆ − D̂⋆ ≤ q(γ⋆)− q̂(γ⋆) ≤ L(fθ, γ

⋆)− L̂(fθ, γ
⋆) + ϵ. (51)

Now let us expand the difference of Lagrangians in the RHS of (51), also splitting γ⋆ into its
components (λ⋆, µ⋆),

L(fθ, λ
⋆, µ⋆)− L̂(fθ, λ

⋆, µ⋆) =

(
ED
[
ℓ(fθ(x), y)

]
− 1

M0

M0∑
m0=1

ℓ
(
fθ(xm0), ym0

))

+

I∑
i=1

λ⋆
i

(
EPi

[
gi(fθ(x), y)

]
− 1

Mi

Mi∑
mi=1

gi
(
fθ(xmi

), ymi

))

+

J∑
j=1

µ⋆
j

EQj

[
hj(fθ(x), y)

]
− 1

Nj

Nj∑
nj=1

hj

(
fθ(xnj ), ynj

) . (52)

Now, since Assumption 4 holds, therefore the following holds,∣∣∣∣∣ED [ℓ(fθ(x), y)]−
1

M0

M0∑
m0=1

ℓ(fθ(xm0), ym0

)∣∣∣∣∣ ≤ ζUC(M0, δ), (53)

for every θ ∈ Θ with probability at least 1 − δ, in particular the θ chosen. We apply the uniform
convergence bound on the remaining samples corresponding to Pi,Qj to obtain inequalities analogous
to (53). All of the bounds hold simultaneously with probability 1− (1 + I + J)δ (see Lemma B.13).
Applying all the bounds to (52), we obtain,

L(fθ, λ
⋆, µ⋆)− L̂(fθ, λ

⋆, µ⋆) ≤ ζUC(M0, δ) +

I∑
i=1

λ⋆
i ζ

UC(Mi, δ) +

J∑
j=1

µ⋆
jζ

UC(Nj , δ).

Since ζUC(N, δ) is decreasing with respect to N , therefore,

L(fθ, λ
⋆, µ⋆)− L̂(fθ, λ

⋆, µ⋆) ≤ (1 + ∥λ⋆∥1 + ∥µ⋆∥1)ζUC(Nmin, δ). (54)

Chaining (51) and (54) and noticing that ∥γ⋆∥1 = ∥λ⋆∥1 + ∥µ⋆∥1, we obtain that D⋆ − D̂⋆ ≤
(1 + ∥γ⋆∥1)ζUC(Nmin, δ) + ϵ. Notice that we can eliminate ϵ since none of the other terms depend
on ϵ, and so we can take the infimum on both sides. Therefore,

D⋆ − D̂⋆ ≤ (1 + ∥γ⋆∥1)ζUC(N, δ), (55)
and this holds with probability greater than 1− (1 + I + J)δ, since it is a consequence of (53) and
its analogues for Pi,Qj .

We can make a symmetric argument, switching the roles of γ⋆ and γ̂⋆, to prove that

D̂⋆ −D⋆ ≤ (1 + ∥γ̂⋆∥1)ζUC(Nmin, δ). (56)
This time we pick some θ that is ϵ-optimal with respect to q(γ̂⋆) (instead of q̂(γ⋆)). Since (53) holds
for any θ (with probability greater than 1 − (1 + I + J)δ) therefore Equations (55) and (56) hold
simultaneously with probability greater than the same bound, 1 − (1 + I + J)δ. Therefore, they
together imply that |D⋆ − D̂⋆| ≤ (1 + max {∥γ⋆∥1 , ∥γ̂⋆∥1})ζUC(Nmin, δ), which completes the
proof.
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B.5 Proof of Theorem 3.1

Theorem 3.1. Let Nmin = min {M0,M1 . . . ,MI , N1, . . . , NJ} and assume that R(ν) <∞ and
P ⋆
ϕ > −∞. Under Assumptions 1-3 there exist γ⋆

ϕ ∈ Opt(Dϕ), γ
⋆ ∈ Opt(D), and γ̂⋆ ∈ Opt(D̂).

Moreover, for any δ ∈ (0, 1), it holds with probability at least 1− (1 + I + J)δ, that

|P ⋆ − D̂⋆| ≤
(
1 +

∥∥γ⋆
ϕ

∥∥
1

)
Lν + LLθR(ν) +

(
1 + max {∥γ⋆∥1 , ∥γ̂⋆∥}1

)
ζUC(Nmin, δ). (8)

Proof. Note that the requirements for Proposition B.2 and B.3 are included in the premise. The
triangle inequality implies that,

|P ⋆ − D̂⋆| ≤ |P ⋆ −D⋆|+ |D⋆ − D̂⋆|.
Proposition B.2 asserts that Opt(Dϕ) ̸= ∅, and provides an upper bound for |P ⋆ −D⋆| = P ⋆ −D⋆,
which always holds. Proposition B.3 asserts that Opt(D) ̸= ∅,Opt(D̂) ̸= ∅, and provides an upper
bound for |D⋆ − D̂⋆| that holds with probability greater than 1− (1 + I + J)δ.

Adding both bounds gives us the necessary bound on |P ⋆ − D̂⋆|, which holds in probability greater
than 1− (1 + I + J)δ.

We next discuss technical distinctions between Theorem 3.1 and [23, Theorem 1] (which pertains to
problems where J = 0) that were omitted in the main text (see also Remark 3.1).
Remark B.5. Firstly, we lift the assumption that Θ is compact. Secondly, we prove the case for
regression problems (Y continuous) without additional assumptions (see [23, Assumption 6]). This
is due to a (small) modification of the argument for Lemma B.5, which yields both results together.
Note that [57] also provided a unified proof for functional strong duality, however, their proof takes a
slightly different approach using the weak Lyapunov theorem [54, Chapter IX Theorem 10].

Finally, note that while both bounds feature the norm of the Lagrange multiplier of a functional
problem, the Lagrange multiplier in [23] depends on ν, while ours does not. This is because we
have chosen to treat equalities and inequalities symmetrically (see Remark B.4 for a justification).
Therefore, both ∥γ⋆

ϕ∥1 and R(ν) depend on both inequalities and equalities. However, the proof can
be repeated with a slightly different definition of R(ν) to obtain two separate “sensitivity” terms for
inequalities and equalities, with the former term depending on a Lagrange multiplier like [23], and
the latter term depending on the modified R(ν).

In the next remark we expand upon the sensitivity interpretation of ∥γ⋆∥1 when (P) is non-convex
and not strongly dual, as is generally the case in our setting.
Remark B.6. If (P) is strongly dual, then the perturbation function P ⋆(c,d) is convex (see [58,
Section 5.6.1]). In fact, its epigraph is nothing but the set we called the “cost-constraint epigraph”,
corresponding to (P), i.e.,

M =

(f,u,v) ∈ RI × RJ

∣∣∣∣∣∣
∃θ ∈ Θ s.t. ED [ℓ(fθ(x), y)] = f,

EPi
[gi(fθ(x), y)] ≤ ui, for i = 1, . . . , I ,

and EQj
[hj(fθ(x), y)] = vj for j = 1, . . . , J

 .

If the perturbation function were additionally differentiable, then (9) holds. More generally, without
differentiability, −(λ⋆, µ⋆) is a subgradient of P ⋆(c,d) at (0I , 0J) (see [15, Example 5.4.2]), i.e,

P ⋆(c,d)− P ⋆ ≥ −λ⋆⊤(c− 0I)− µ⋆⊤(d− 0J). (57)

We now derive an approximate version of (57) from Proposition B.2 as follows :

P ⋆(c,d)− P ⋆ ≥ D⋆(c,d)− P ⋆ (58)

≥ D⋆(c,d)−D⋆ −
[
(1 +

∥∥γ⋆
ϕ

∥∥
1
)Lν + LLθR(ν)

]
(59)

Here we have used the weak duality relation for P ⋆(c,d) in (58) and Proposition (B.2) in (59). We
can bound the gap D⋆(c,d)−D⋆ in an identical manner as Lemma (B.4) to obtain,

D⋆(c,d)−D⋆ ≥ −λ⋆⊤(c− 0I)− µ⋆⊤(d− 0J). (60)
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Combining (59) and (60), we obtain an approximate subgradient relation similar to (57). Explicitly,

P ⋆(c,d)− P ⋆ ≥ −λ⋆⊤c− µ⋆⊤d+G(ν), (61)

where G(ν) = −
[
(1 +

∥∥∥γ⋆
ϕ

∥∥∥
1
)Lν + LLθR(ν)

]
is the remainder term that disappears as ν → 0.

Equation 61 thus enables us to interpret λ⋆ as constraint sensitivity even in the non-convex case,
albeit approximately.
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C Proof of Theorem 4.1

In this section we will provide guarantees for Algorithm 1, which approximately solves (D̂). We start
by defining the empirical dual function in terms of the empirical Lagrangian (2),

q̂(λ, µ) = inf
θ∈Θ

L̂(fθ, λ, µ).

The empirical dual value can be written as D̂⋆ = supλ∈RI
+, µ∈RJ q̂(λ, µ). Let γ denote the tuple

(λ, µ) in the sequel, and similarly for γ⋆, γ̂⋆, γ(t−1) etc. We can prove that the set of supergradients
for q̂(γ) at γ is equal to the convex hull conv

({
Ĉ(θ) | θ ∈ Θ, L(fθ, γ) = q̂(γ)

})
(e.g. with [59,

Theorem 2.87]). We will now show that approximate minimizers produce approximate supergradients.
Recall that F̂ is the cost-constraint vector of the empirical problem.

Lemma C.1. Let θ(t) satisfy q̂(γ(t)) ≤ L̂(fθ, γ
(t)) ≤ q̂(γ(t)) + ρ. Then, it follows that, for all

γ′ ∈ RI
≥0 × RJ

q̂(γ(t)) ≥ q̂(γ′) +

K∑
k=1

(γ
(t)
k − γ′

k)F̂k(θ
(t))− ρ.

Proof. From the premise of the lemma we have that,

q̂(γ(t)) ≥ L̂(fθ(t) , γ(t))− ρ. (62)

By the definition of the dual function, we have for any γ′ ∈ RI
≥0 × RJ ,

q̂(γ′) ≤ L̂(fθ(t) , γ′), (63)

since q̂(γ′) = inf
θ∈Θ

L̂(fθ, γ
′). Then,

(62)− (63)⇒ q̂(γ(t))− q̂(γ′) ≥ L̂(fθ(t) , γ(t))− L̂(fθ(t) , γ′)− ρ.

If we expand L̂(fθ(t) , γ(t)) and L̂(fθ(t) , γ′) in terms of the cost-constraint vector F̂ and the dual
variables γ(t), γ′, the terms correspond to the objective vanish, and the remainder is

∑K
k=1(γ

(t)
k −

γ′
k)F̂k(θ

(t)). Bringing q̂(γ′) to the RHS completes the proof.

Subgradient ascent algorithms that use any subderivative are not guaranteed to descend monotonically
in the objective, in this case the dual function q̂. This is also true of approximate subgradient descent.
Using Lemma C.1 we can prove a recurrence which helps prove descent with respect to the mean
squared error in the dual variable, which we define as ,

Ut = inf
γ̂⋆∈Opt(D̂)

∥∥∥γ(t) − γ̂⋆
∥∥∥2
2
, (64)

where Opt(D̂) is the set of optimal dual variables for (D̂). We will also need a technical lemma first.

Lemma C.2. Define [·]+ : Rm → Rm
≥0 such that [x]+ = max (x,0), where the maximum is taken

componentwise. Let x,y ∈ Rd, then it follows that,

∥[x]+ − [y]+∥2 ≤ ∥x− y∥2 .

Proof. Since ∥[x]+ − [y]+∥22 =
∑m

i=1(max(xi, 0)−max(yi, 0))
2, therefore we only need to prove,

|max(xi, 0)−max(yi, 0)| ≤ |xi − yi| . (65)

If xi > 0, yi > 0, both sides are equal. If xi < 0, yi < 0, the LHS evaluates to 0 so (65) holds true
again. If xi < 0, yi > 0, the LHS is equal to |yi| and the RHS is equal to |xi|+ |yi| (trivial) so (65)
holds true again. The last case follows by symmetry. This proves (65), which proves the lemma.
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Lemma C.3. Let θ(t), γ(t) = (λ(t), µ(t)) be the tth iterate of Algorithm 1. If Assumptions 1 and
5 hold, and the loss functions ℓ, gi, hj are B-bounded, it follows that,

Ut ≤ Ut−1 + 2η
{
q̂(γ(t−1))− D̂⋆ + ρ

}
+ η2(I + J)B2.

Proof. Let ĈI(θ) =
[
Ĉ1(θ), . . . , ĈI(θ)

]⊤
and ĈJ(θ) =

[
ĈI+1(θ), . . . , ĈI+J(θ)

]⊤
denote the

concatenated empirical constraint functions for the inequalities and equalities respectively. Clearly
the constraint vector Ĉ(θ) is the concatenation of both. Since Assumption 1 holds and the loss
functions are bounded, therefore Opt(Dϕ) ̸= ∅ (Theorem B.1).

Decompose γ(t) = (λ(t), µ(t)), then it holds that,∥∥∥γ(t) − γ̂⋆
∥∥∥2
2
=
∥∥∥λ(t) − λ̂⋆

∥∥∥2
2
+
∥∥∥µ(t) − µ̂⋆

∥∥∥2
2
. (66)

Using the update rules for the dual variables, we obtain,

(66)⇒
∥∥∥γ(t) − γ̂⋆

∥∥∥2
2
=

∥∥∥∥[λ(t−1) + ηĈI(θ
(t−1))

]
+
− λ̂⋆

∥∥∥∥2
2

+
∥∥∥µ(t−1) + ηĈJ(θ

(t−1))− µ̂⋆
∥∥∥2
2
.

(67)

where [x]+ applies max (·, 0) to each component of x. We can write λ̂⋆ =
[
λ̂⋆
]
+

since λ̂⋆ is

non-negative by definition. By Lemma C.2 we know that,∥∥∥∥[λ(t−1) + ηĈI(θ
(t−1))

]
+
−
[
λ̂⋆
]
+

∥∥∥∥
2

≤
∥∥∥λ(t−1) + ηĈI(θ

(t−1))− λ̂⋆
∥∥∥
2
. (68)

Applying (68) to (67), we obtain,∥∥∥γ(t) − γ̂⋆
∥∥∥2
2
≤
∥∥∥λ(t−1) + ηĈI(θ

(t−1))− λ̂⋆
∥∥∥2
2
+
∥∥∥µ(t−1) + ηĈJ(θ

(t−1))− µ̂⋆
∥∥∥2
2

=
∥∥∥γ(t−1) + ηĈ(θ(t−1))− γ̂⋆

∥∥∥2
2
, (69)

where in the last step we have recombined inequalities and equalities, since the rest of the proof is
not affected by the difference. Expanding the squared norm on the RHS of (69), we obtain,∥∥∥γ(t) − γ̂⋆

∥∥∥2
2
≤
∥∥∥γ(t−1) − γ̂⋆

∥∥∥2
2
+ 2η(γ(t−1) − γ̂⋆)⊤Ĉ(θ(t−1)) + η2

∥∥∥Ĉ(θ(t−1))
∥∥∥2
2
. (70)

Since Assumption 5 holds, therefore we can apply Lemma C.1, which implies that

(γ(t−1) − γ̂⋆)⊤Ĉ(θ(t−1)) ≤ q̂(γ(t−1))− q̂(γ̂⋆) + ρ = q̂(γ(t−1))− D̂⋆ + ρ. (71)

And from the boundedness of the loss functions we have that,∥∥∥Ĉ(θ(t−1))
∥∥∥2
2
≤ (I + J)B2. (72)

Applying (71) and (72) to (70) we obtain,∥∥∥γ(t) − γ̂⋆
∥∥∥2
2
≤
∥∥∥γ(t−1) − γ̂⋆

∥∥∥2
2
+ 2η(q̂(γ(t−1))− D̂⋆ + ρ) + η2(I + J)B2.

Applying the operation inf
γ̂⋆∈Opt(D̂)

to both sides preserves the inequality. Notice that only the LHS

and the first term in the RHS depends on γ̂⋆. Taking the other terms out of the infimum and applying
the definition of Ut gives us the required bound.

Although we cannot directly show that the objective q̂(γ(t)) monotonically increases, we can show
that by picking the learning rate appropriately, the initial phase of the algorithm monotonically
reduces the mean squared error (Ut) of the dual iterates, upto the point where q̂(γ(t)) is some αρ

close to D̂⋆, for some α > 1.
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Lemma C.4. Let θ(t), γ(t) = (λ(t), µ(t)) be the tth iterate of Algorithm 1. Let Assump-
tions 1 and 5 hold, and let the loss functions ℓ, gi, hj be B-bounded. Define T0 =

min
{
t ∈ N | D̂⋆ − q̂(γ(t)) < αρ

}
> 0 for some α > 1 and let η ≤ αρ

(I+J)B2 . Then it holds for
all t ≤ T0 that

Ut < Ut−1.

Moreover, T0 ≤ Tmax = U0

2ηρ .

Proof. Recall from Lemma C.3 that the following holds for arbitrary t.

Ut ≤ Ut−1 + 2η
{
q̂(γ(t−1))− D̂⋆ + ρ

}
+ η2(I + J)B2. (73)

Assume t ≤ T0, then the premise states that D̂⋆−q̂(γ(t−1)) > αρ, i.e. q̂(γ(t−1))−D̂⋆+ρ < (1−α)ρ.
Moreover η ≤ αρ

(I+J)B2 ⇒ η(I + J)B2 ≤ αρ. Applying these bounds to (73) gives us,

Ut < Ut−1 − 2(α− 1)ηρ+ 2ηαρ

⇒Ut < Ut−1 − 2ηρ. (74)
(74) proves that Ut < Ut−1 since −2ηρ < 0.

Now, to achieve an upper bound for T0, apply (74) recursively to obtain,
UT0

< U0 − 2ηρT0. (75)
Since UT0

≥ 0, therefore (75) implies that,

U0 − 2ηβT0 > 0⇒ T0 <
U0

2ηρ
.

Note that the proof requires the extra margin (α− 1)ρ to show descent. Once q̂(γ(t−1))− D̂⋆ ≤ ρ,
(73) cannot prove descent because both terms are non-negative. Note the dependence of Tmax on
η and ρ. While interpreting T0 and Tmax, it is important to note that we cannot detect T0 since we
have neither D̂⋆ nor q̂ (since our oracle is approximate). However, we can compute Tmax, which is
simply an upper bound on T0. Proposition C.4 does not tell us what happens between T0 and Tmax,
in particular it does not tell us if our iterates become worse, either with respect to the mean squared
error or dual function. While giving a guarantee for the last iterate (at T = Tmax) is challenging, we
can give a guarantee for the average of the Lagrangian iterates. The following can also be written as a
randomized result, such as in [23].

Theorem 4.1. Suppose Assumptions 1 and 5 hold and let the loss functions ℓ, gi, hj be B-bounded.
Let U0 = inf

γ⋆∈Opt(D̂)

∥∥γ(0) − γ⋆
∥∥. Then, for any T ∈ N, it holds that,

∣∣∣∣∣D̂⋆ − 1

T

T−1∑
t=0

(
L̂(θ(t), γ(t))

)∣∣∣∣∣ ≤ ρ+
U0

2ηT
+

1

2
(I + J)ηB2. (10)

If η ≤ ρ
(I+J)B2 and T ≥ U0

ηρ , then the bound is equal to 2ρ.

Proof. We know, by the definition of the oracle and the order of updates that, for any t,

q̂(γ(t)) ≤ L̂(fθ(t) , γ(t)) ≤ q̂(γ(t)) + ρ. (76)

Since q̂(γ(t)) ≤ D̂⋆, therefore (76) implies that L̂(fθ(t) , γ(t))− D̂⋆ ≤ ρ for all t, therefore

1

T

T−1∑
t=0

L̂(fθ(t) , γ(t))− D̂⋆ ≤ ρ, (77)
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which proves one part of the bound, since
(

U0

2ηT + 1
2 (I + J)ηB2

)
is non-negative. On the other

hand, since q̂(γ(t)) ≤ L̂(fθ(t) , γ(t)), therefore,

1

T

T−1∑
t=0

(
L̂(fθ(t) , γ(t))− D̂⋆

)
≥ 1

T

T−1∑
t=0

(
q̂(γ(t))− D̂⋆

)
. (78)

We will now derive an upper bound for
∑T−1

t=0

(
q̂(γ(t))− D̂⋆

)
by applying Lemma C.3 recursively

T times to obtain,

UT ≤ U0 + 2η

T−1∑
t=0

(
q̂(γ(t))− D̂⋆

)
+ T (2ηρ+ η2(I + J)B2). (79)

Now, since UT ≥ 0, dividing by 2ηT and rearranging the terms, we get the following inequality,

1

T

T−1∑
t=0

(
q̂(γ(t))− D̂⋆

)
≥ − U0

2ηT
− ρ− 1

2
(I + J)ηB2.

Multiply the above equation by −1 and applying (78) we obtain the required upper bound,

D̂⋆ − 1

T

T−1∑
t=0

L̂(fθ(t) , γ(t)) ≤ ρ+
U0

2ηT
+

1

2
(I + J)ηB2. (80)

Now since η ≤ 2αηρ
(I+J)B2 ⇒ η(I + J)B2 ≤ 2αηρ, and T ≥ U0βT

2ηρ ⇒ U0

2ηT ≤
ρ
βT

, therefore, (80)
reduces to,

D̂⋆ − 1

T

T−1∑
t=0

L̂(fθ(t) , γ(t)) ≤ ρ(1 +
1

βT
+ αη),

which proves the remainder.
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D Additional theory

D.1 Example : minimum norm interpolation

Let X ∈ Rn×n and w, y ∈ Rn. Consider the following problem, that finds the minimum norm
solution to a system of linear equalities,

P ⋆
e = inf

w∈Rn

1

2
∥w∥22

subject to Xw = y.
(Pe)

The problem (Pe) can be transformed to a problem with a single inequality constraint, by constraining
the aggregated violation of the equalities, namely,

P ⋆
i = inf

w∈Rn

1

2
∥w∥22

subject to
1

2
∥Xw − y∥22 ≤ ϵ.

(Pi)

The feasibility and optimality sets of (Pi) coincide with (Pe) when ϵ = 0. However, the dual problems
of both problems are different. In particular, the dual solution of (Pi) diverges as ϵ→ 0 and the dual
problem of (Pi) becomes ill-posed. However, the dual problem for (Pe) does not depend on ϵ, and is
well posed. Note that this also implies that recovering a good approximation of the solution to (Pe)
using an unconstrained objective ∥w∥22 + λ ∥Xw − y∥22 would need a very large weight λ.

We will now state and prove these facts. We need the following standard identities concerning the
derivatives of matrix forms (which can be found e.g. in [60] Equations 69 and 81).

Lemma D.1. Let A ∈ Rn×n be a symmetric matrix and x, b ∈ Rn. Then, the following identities
hold true.

1. ∇x(x
⊤Ax) = 2Ax.

2. ∇x(x
⊤b) = ∇x(b

⊤x) = b.

We make the following simplifying assumptions.

Assumption 6. Assume that XX⊤ is a full rank matrix and there exists w0 ∈ Rn such that Xw0 = y
and w0 ̸= 0.

We will now characterize the dual solution of (Pi).

Proposition D.1. Let Assumption 6 hold. Then there always exists a dual solution of (Pi), say
λ⋆ ≥ 0. Moreover, as ϵ→ 0, λ⋆ →∞.

Proof. Consider the constraint function,

g(w) =
1

2
∥Xw − y∥22

=
1

2
[Xw − y]

⊤
[Xw − y]

=
1

2

(
w⊤X⊤Xw − 2w⊤X⊤y + ∥y∥22

)
.

Existence of dual solution and strong duality. It is clear that g(w) is quadratic in w. Since
its second derivative is the gram matrix XX⊤ (Lemma D.1) which is positive semi-definite [61,
Theorem 4.6.6.], therefore g(w) is convex [55, Theorem 4.5]. The existence of w0 such that Xw0 = y
further implies that a strictly feasible point (w0) exists. Since the objective is also convex, therefore
the set of dual solutions is non-empty and strong duality holds [15, Proposition 5.3.1].
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Existence of primal solution . Since Feas(Pi) is non-empty, and the objective is bounded from
below by 0, therefore −∞ < P ⋆

i <∞. Therefore the following modification of (Pi) is well defined,
for any γ > 0,

P ⋆
i2 = inf

w∈Rn

1

2
∥w∥22

subject to
1

2
∥Xw − y∥22 ≤ ϵ

1

2
∥w∥22 ≤ P ⋆

i + γ.

(Pi2)

Clearly Feas(Pi2) ⊆ Feas(Pi), therefore P ⋆
i ≤ P ⋆

i2. Note that since P ⋆
i = inf

w∈Feas(Pi)

1
2 ∥w∥

2
2,

therefore for any δ > 0, there exists w ∈ Feas(Pi) such that,

1

2
∥w∥22 ≤ P ⋆

i + δ. (81)

Let {δj}∞j=1 ⊆ R be the sequence δj = γ
j . Using (81) by setting δ = δj , we can construct a sequence

{wj} that satisfies,

wj ∈ Feas(Pi) and
1

2
∥wj∥22 ≤ P ⋆

i + δj .

Clearly {wj} ⊆ Feas(Pi2) since δ1 = γ and δj is strictly decreasing. Since δj → 0, therefore
1
2 ∥wj∥22 → P ⋆

i . Therefore P ⋆
i2 = P ⋆

i .

Now, since g(w) is convex, and clearly continuous, therefore its sub-level set g(w) ≤ ϵ is
closed [55, Theorem 7.1]. Clearly, the set

{
w | 12 ∥w∥

2
2 ≤ P ⋆

i + δ
}

is nothing but the norm ball

B(0,
√
2P ⋆

i + δ), and is closed and compact. Therefore Feas(Pi2) is compact. Setting δ = γ in (81)
proves that Feas(Pi2) is non-empty as well. Since the objective, 1

2 ∥w∥
2
2 is continuous, the compact

non-emptiness of the feasibility set implies that Opt(Pi2) ̸= ∅ (see [52, Theorem 4.1.6]).

Clearly, since Opt(Pi2) ⊆ Feas(Pi) and P ⋆
i2 = P ⋆

i , therefore Opt(Pi2) ⊆ Opt(Pi). Therefore
Opt(Pi) ̸= ∅.

Diverging dual solution. Now that we have established that the primal and dual solutions exist for
all ϵ > 0, let λ⋆

e, w
⋆
e be a primal dual solution pair. Since strong duality holds, therefore they must

satisfy the KKT conditions (see [58][Section 5.5.3]).

The Lagrangian function associated with (Pi) is as follows,

L(w⋆, λ) =
1

2
∥w⋆∥22 + λ⋆

(
1

2
∥Xw⋆ − y∥22 − ϵ

)
=

1

2
w⋆⊤w⋆ +

λ⋆

2

(
w⋆⊤X⊤Xw⋆ − 2w⋆⊤X⊤y + ∥y∥22 − 2ϵ

)
=

1

2
w⋆⊤ [I + λ⋆X⊤X

]
w⋆ − λ⋆w⋆⊤X⊤y +

λ⋆

2

(
∥y∥22 − 2ϵ

)
.

The KKT condition for the stationarity of the Lagrangian implies that,

∇w⋆L(w⋆, λ⋆) = 0

⇒∇w⋆

(
1

2
w⋆⊤ [I + λ⋆X⊤X

]
w⋆ − λ⋆w⋆⊤X⊤y

)
= 0

⇒
[
I + λ⋆X⊤X

]
w⋆ − λ⋆X⊤y = 0

⇒w⋆ = λ⋆
[
I + λ⋆X⊤X

]−1
X⊤y

=
[
cI +X⊤X

]−1
X⊤y

where we have defined c = 1
λ⋆ .
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Since X⊤X is symmetric, we can assume the following eigen value decomposition,

X⊤X = V ΛV ⊤,

where V ∈ Rn×n is an orthonormal matrix and Λ ∈ Rn×n is a diagonal matrix with positive entries
(since XX⊤ is positive semi definite and full rank). Now we will rewrite the constraint function
evaluated at w⋆.

∥Xw⋆ − y∥22 =
∥∥∥X [cI +X⊤X

]−1
X⊤y − y

∥∥∥2
2

=
∥∥∥X [cI +X⊤X

]−1
X⊤Xw0 −Xw0

∥∥∥2
2

=
∥∥∥X [[cI +X⊤X

]−1
X⊤X − I

]
w0

∥∥∥2
2

=
∥∥∥X [[cV V ⊤ + V ΛV ⊤]−1

V ΛV ⊤ − I
]
w0

∥∥∥2
2

=
∥∥∥X [V −⊤ [cI + Λ]

−1
V −1V ΛV ⊤ − I

]
w0

∥∥∥2
2

=
∥∥∥X [V [cI + Λ]

−1
ΛV ⊤ − I

]
w0

∥∥∥2
2

= w⊤
0

[
V [cI + Λ]

−1
ΛV ⊤ − I

]⊤
X⊤X

[
V [cI + Λ]

−1
ΛV ⊤ − I

]
w0

= w⊤
0

[
V [cI + Λ]

−1
ΛV ⊤ − V V ⊤

]⊤
V ΛV ⊤

[
V [cI + Λ]

−1
ΛV ⊤ − V V ⊤

]
w0

= w⊤
0 V

[
[cI + Λ]

−1
Λ− I

]⊤
V ⊤V ΛV ⊤V

[
[cI + Λ]

−1
Λ− I

]
V ⊤w0

= w⊤
0 V

[
[cI + Λ]

−1
Λ− I

]⊤
Λ
[
[cI + Λ]

−1
Λ− I

]
V ⊤w0

= q⊤Bq,

where,

B =
[
[cI + Λ]

−1
Λ− I

]⊤
Λ
[
[cI + Λ]

−1
Λ− I

]
,

which is a diagonal matrix, and q = V ⊤w0. Clearly,

q = V ⊤w0 ⇒ q ̸= 0,

since w0 ̸= 0, and V ⊤ has full rank. Now,

Bii = σi

(
σi

c+ σi
− 1

)2

.

Therefore,

∥Xw⋆ − y∥22 = q⊤Bq =

n∑
i=1

Biiq
2
i

=

n∑
i=1

(
σi

c+ σi
− 1

)2

σiq
2
i .

Now, the feasibility of the primal solution implies,

n∑
i=1

(
σi

c+ σi
− 1

)2

σiq
2
i ≤ ϵ.
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Without loss of generality, assume that qi ̸= 0. Since the LHS is a sum of non-negative terms,
therefore, (

σi

c+ σi
− 1

)2

σiq
2
i ≤ ϵ

⇒ c2

(c+ σi)2
σiq

2
i ≤ ϵ

⇒ 1

(1 + λ⋆σi)2
σiq

2
i ≤ ϵ.

Clearly, as ϵ→ 0, the LHS must also vanish, which is only possible if λ⋆ →∞ since the remaining
terms don’t depend on ϵ.

Next, we will characterize the dual solution of (Pe).

Proposition D.2. Let Assumption 6 hold. Then, µ = −(XX⊤)−1y is a dual solution of (Pe).

Proof. We will proceed by explicitly computing the dual function q(µ) for (Pe). Note that the
Lagrangian

L(w, µ) =
1

2
∥w∥22 + µ⋆⊤ (Xw − y)

is a convex function of w. Therefore, the first order condition is necessary and sufficient to find a
global minimiser of L(w, µ) with respect to w ([58][Section 3.1.3.]). Proceeding,

∇wL(w, µ) = 0

⇒∇w

{
1

2
∥w∥22 + µ⊤ (Xw − y)

}
= 0

⇒w +X⊤µ = 0

⇒w = −X⊤µ.

Thus,

q(µ) = inf
w∈Rn

L(w, µ) = L(−X⊤µ, µ)

=
1

2

∥∥−X⊤µ
∥∥2
2
+ µ⊤ (X(−X⊤µ)− y

)
=

1

2

∥∥X⊤µ
∥∥2
2
−
∥∥X⊤µ

∥∥2
2
− µ⊤y

= −1

2

∥∥X⊤µ
∥∥2
2
− µ⊤y.

The first order condition for q(µ) must be satisfied by µ⋆, therefore,

∇µq(µ)|µ=µ⋆ = 0

⇒ ∇µ

{−1
2

µ⊤XX⊤µ− µ⊤y

}∣∣∣∣
µ=µ⋆

= 0

⇒−XX⊤µ⋆ − y = 0

⇒−XX⊤µ⋆ − y = 0

⇒µ⋆ = −(XX⊤)−1y,

which completes the proof.
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D.2 Comparing equalities with double sided approximation

Consider the following equality constrained problem,

P ⋆
0 = inf

x∈X
ℓ(x)

subject to hj(x) = 0, for j = 1, . . . , J ,
(P0)

and its symmetric relaxation,

P ⋆
ϵ = inf

x∈X
ℓ(x)

subject to − ϵ ≤ hj(x) ≤ ϵ, for j = 1, . . . , J .
(Pϵ)

We analysed the relationship between a pair of similar problems in Appendix B.1.5 and Lemma B.4.
The only difference is that we have now dropped the inequality constraints gi(x) ≤ 0 from (P0) for
the sake of a clearer exposition.

The difference between (P0) and (Pϵ) is in the constraints–(Pϵ) has twice the number of constraints
as (P0), and they are all inequality constraints, as opposed to the equality constraints in (P0). This
implies that both problems have different dual variables. Let µ ∈ RJ denote the dual variable for (P0)
and let µ+, µ− ∈ RJ

≥0 denote the dual variables for (Pϵ), with + corresponding to the upper bound
and − corresponding to the lower bound.

Consider the Lagrangian for (Pϵ):

Lϵ(x, µ+, µ−) = ℓ(x) +

J∑
j=1

µ+,j(hj(x)− ϵ) +

J∑
j=1

µ−,j(−hj(x)− ϵ)

= ℓ(x) +

J∑
j=1

(µ+,j − µ−,j)hj(x)− ϵ(∥µ+∥1 + ∥µ−∥1). (82)

It is clear from (82) that at ϵ = 0, Lϵ(x, µ+, µ−) = L0(x, µ+ − µ−). Moreover, Lemma B.4 proves
that when ϵ = 0, D⋆

0 = D⋆
ϵ , i.e. the value of the dual problems are equal. Taking the infimum with

respect to x in Equation 82, we can obtain,

qϵ(µ+, µ−) = q0(µ+ − µ−)− ϵ(∥µ+∥1 + ∥µ−∥1). (83)

Clearly Opt(Dϵ) is not directly equal to Opt(D0), however from (83) it is clear that any solution of
(Dϵ) can be transformed to a solution of (D0), when ϵ = 0, by the following mapping,

µ := µ+ − µ−.

Similarly, we can verify (as in the proof of Lemma B.4), that any solution of (D0) can be transformed
to a solution of (Dϵ) (when ϵ = 0) by the following mapping,

µ+,j := max(µj , 0) and µ−,j := max(−µj , 0).

It is easy to verify that if the constraint functions are B-bounded, and the dual variables for (Pϵ) are
initialised with some large positive value,

µ+,j , µ−,j := B′ ≫ ηBT,

then the trajectories for the dual variables for both problems under Algorithm 1 are virtually the same.
More precisely, if µ is the dual variable for (P0), and µe = µ+ − µ− is the effective dual variable
of (Pϵ), then their trajectories are identical. Theoretically, if µ+, µ− are not initialised to a large
enough values, the projection by max (·, 0) on line 6 may cause differences in the trajectories. Figure
7 compares the dual trajectories for (P-DP) and its double sided relaxation for a small value of ϵ,
although all the dual variables were initialised to 0. See also Figure 1(b), where we see that “effective”
dual variables of the relaxed problem converge to the dual variables of the equality constrained
problem as ϵ→ 0.

Note that if the “effective” dual trajectories are identical, then (82) implies that the primal trajectories
are identical too, meaning that both methods are virtually the same. Finally, observe that when ϵ > 0,
(83) suggests that relaxing the constraints by ϵ is equivalent to regularizing the dual solution.
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E Experiment details

Our implementation was made with pytorch and other standard ML libraries, and our codebase
can be found at https://github.com/abarthakur/equality-constrained-learning. All
experiments were run on an internal computing resources.

E.1 Fairness

Dataset. All our experiments on fairness applications were conducted on the COMPAS dataset
downloaded from https://github.com/propublica/compas-analysis. Our starting point is
the compas-scores-two-years.csv file, which was processed by the following pipeline following
[22].

1. Remove rows where the attribute days_b_screening_arrest is not in the range
[−30, 30].

2. Remove all columns except sex, age, race, juv_misd_count, juv_other_count,
priors_count, c_charge_degree and two_year_recid.

3. Recode the race attribute by clubbing values Asian, Native-American, Other to
Other.

4. Split the data into train (70%) and test (30%) sets.

5. Encode the categorical attribute race with one-hot encoding.

6. Encode the binary attributes sex, c_charge_degree as (single) binary columns.

7. Quantize the numerical attributes juv_misd_count, juv_other_count,
priors_count using the following bins, and then use one-hot encoding for the
resultant categorical variable.

(a) priors_count – [(0, 0.99), (0.99, 1), (1, 2), (2, 3), (3, 4), (4, 1000)]

(b) juv_misd_count – [(0, 0.99), (0.99, 1), (1, 1000)]

(c) juv_other_count –[(0, 0.99), (0.99, 1), (1, 1000)]

8. Bin the numerical attribute age by quantiles using 5 bins. Use the quantiles of the training
set to quantize both training and test sets. Encode the resultant categorical variable using
one-hot encoding.

9. Remove the binary attribute two_year_recid from the features and set it as the target
variable y.

10. Copy the categorical attribute race from the features, and set it as the protected attribute
defining Gj in (P-DP) and (P-F).

This process was repeated 10 times to produce 10 different train-test splits. After preprocessing and
filtering, the full dataset (train and test together) consists of 23 features and 6,172 samples.

Sigmoidal relaxation. We replace the indicator functions in (P-DP) and (P-F) with a sigmoid
function in order to make the problem tractable (and aligned with our previous results). Explicitly,
we use

EP
[
I [fθ(x) > 0.5] |x ∈ Gj

]
≈ EP

[
σ (α (fθ(x)− 0.5)) |x ∈ Gj

]
,

and similarly for the overall rate EP
[
I [fθ(x) > 0.5]

]
, where σ denotes the sigmoid function. A

similar approach was taken, e.g., in [24, 23].

Model and hyperparameters. The following are the details of the hyperparameters.

1. The Adam optimizer was used for both primal (step 5 of Alg. 1) and dual updates (step 6–7
of Alg. 1) with learning rates of 0.2 (primal) and 0.001 (dual). The other hyperparameters
for Adam were set to their default values (ϵ = 10−8, β1 = 0.9, β2 = 0.999).

2. A logistic regression classifier was used as the model. The cross-entropy loss was used as
the objective.
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3. The full dataset was used to compute the objective and constraint functions at each step.

4. The temperature parameter α in the sigmoidal approximation of the rate constraints (see
Section 5), was set to 8.0.

5. Training was terminated when the average of the last 100 Lagrangian iterates, changed by
less than 10−5 in a window of 100 steps. In case the termination condition was not met, the
algorithm ran till 16, 000 epochs.

Computing resources. The fairness experiments were run on CPU-only nodes (AMD EPYC
7713) with 32 threads, with about 10-20 runs in parallel. Each run took at most 20m (when the
termination condition was not met).

E.2 Boundary value problems

Let Ω ⊆ Rd be a bounded connected region with boundary ∂Ω, and define the domain of a BVP as
D = Ω× (0, T ] (where T ∈ R≥0) and letH = {fθ | θ ∈ Θ} be a set of functions defined on D. A
BVP is typically posed as the following problem : We call the three constraints the partial differential
equation (PDE), boundary condition (BC) and initial condition (IC) respectively. As discussed in
Section 2, the PDE constraint can be transformed to the constraint EPp

[(D[fθ](x, t)− τ(x, t))2] = 0
for some distribution Pp that has support over the entire domain D. The difference between this and
the original formulation is essentially that the latter is with respect to the L2 norm, while the former
is a pointwise constraint, or equivalently over the L∞ norm with respect to any distribution whose
support contains D. The BC and IC constraints can similarly be transformed into their counterparts
in (P-BVP) by picking Pb and Pi as distributions over ∂Ω× (0, T ) and Ω respectively.

Dataset. In our experiments we solve the convection BVP, with sinusoidal initial condition and
periodic boundary conditions:

find fθ ∈ H

subject to
∂fθ
∂t

+ β
∂fθ
∂x

= 0 for x ∈ [0, 2π], t ∈ (0, 1],

fθ(0, t) = fθ(2π, t) for t ∈ [0, 1],

fθ(x, 0) = sin(x) for x ∈ [0, 2π].

(BVP-C)

We express this as the following instance of (P-BVP) :

minimize
θ∈Θ

α

2
∥θ∥22

subject to EPp

[(
∂fθ
∂t
− β

∂fθ
∂x

)2
]
= 0,

EPb

[
(fθ(0, t)− fθ(2π, t))

2
]
= 0,

EPi

[
(fθ(x, 0)− sin(x))

2
]
= 0.

(P-C)

Here Pp,Pb and Pi are taken to be uniform distributions over [0, 2π] × [0, 1], [0, 1] and [0, 2π]
respectively. We followed a training and evaluation setup (including model and hyperparameters)
similar to [62]. For the training dataset, 1000 collocation points (x, t) were sampled uniformly, and
dynamically at each iteration/epoch, from the domain X × T = [0, 2π]× [0, 1] which were used to
compute the PDE, IC and BC constraints. For evaluation, a uniform grid over (x, t) with (512, 251)
divisions was used as the test set. We used the implementation by [62] to generate the ground truth.
Evaluation was done with respect to the relative L2 error on the test set, which can be written as,

Relative L2 Error =

√∑N
n=1 (fθ(xn, tn)− f†(xn, tn))

2

(f†(xn, tn))
2 ,

where f† is the ground truth solution and (xn, tn)
N
n=1 is the test set.
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Model and hyperparameters. The following are the details of the hyperparameters.

1. All models were trained for 300k iterations or epochs.
2. Both methods (PINN/ (P-BVP)) used a 4 layered MLP with 50 hidden neuron layers and

Tanh activation to represent the primal model fθ.
3. Adam was used to optimize the primal model, with an initial learning rate of 1e-3, and a

learning rate scheduler was used that multiplies the learning rate by a factor 0.9 every 5000
steps/epochs (available as the class StepLR from pytorch). The other hyperparameters for
Adam were left at their default values ((β1, β2, ϵ) =(0.9, 0.999, 1e-8)).

4. A batch size of 1000 was used, and each batch was sampled dynamically at each step.
5. For the PINN formulation, the multipliers for the PDE, BC and IC losses were picked to be

(1, 100, 100) respectively.
6. No weight decay was applied to either method. In particular, α was set to 0 in (P-C).
7. The dual variables were optimized using Adam with learning rate 1e-4. The other hyperpa-

rameters were left at their default values.

Computing resources. The BVP experiments were run (one run at a time) on an accelerated node
(AMD EPYC 7713, Nvidia A40 GPU) with 16 CPU threads and one GPU. Both PINN and (P-C)
took approximately 1h40m for each run (300k epochs), with negligible overhead for the constrained
method.

E.3 Interpolating classifiers

Dataset. We used the CIFAR-10 and CIFAR-100 datasets from the torchvision library. We applied
dynamic data augmentation, i.e. we transformed samples at train time using the following pipeline :

1. random cropping of the image after padding with 4 pixels,
2. random horizontal flip,
3. random rotation between -15 to 15 degrees,
4. channel-wise normalization by the (pixel) mean and standard deviation from the training set.

Model and hyperparameters.

1. The cross entropy loss function was used for ℓ0. All runs were for 200 epochs.
2. Both methods (ERM/(P-CI)) were trained with a ResNet18 model, with a standard mod-

ification to the first layer using smaller filter sizes to adapt it to smaller images (com-
pared to ImageNet). The reader is referred to our codebase (or the open source repository
https://github.com/kuangliu/pytorch-cifar.git) for the exact implementation.

3. SGD was used to optimize the primal model for both datasets, with a batch size of 128, and
an initial learning rate of 1e-3, and a momentum hyperparameter of 0.9. For CIFAR-10, a
cosine annealing learning rate scheduler (CosineAnnealingLR) was used with Tmax = 200.
For CIFAR-100, the initial learning rate was decayed by a factor of 0.2 at the 60th, 120th
and 160th epoch (i.e. these were the milestones passed to MultiStepLR).

4. A weight decay value of 5e-4 was used for all runs.
5. Adam was used to optimize the dual variables, with a learning rate of 1e-4 for CIFAR-10,

and 1e-5 for CIFAR-100. All other hyperparameters were held to their default values.

Computing resources. The interpolation experiments were run (one run at a time) on a workstation
(AMD Ryzen 5 7600X 6-Core Processor, NVIDIA GeForce RTX 5090) with 12 CPU threads and
one GPU. On CIFAR-10, ERM took about 16m while (P-CI) took about 18m. On CIFAR-100, the
overhead was larger, with ERM still taking about 16m while the constrained method took out 31m.
This may be mitigated by a vectorised implementation of the Lagrangian, but is left for future work.
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F Additional plots

F.1 Fairness
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Figure 5: Prescribed rates. We see that at rj = 0.5, the mean accuracy of the model is slightly better
than the Exact DP solution. At the same time, for rj = 0.5, the model achieves a group disparity that
is comparable to the Exact DP solution (see Figure 2(b)) but at a different rate. Thus (P-F) enables
new tradeoffs between group disparity and accuracy, that cannot be found by using (P-DP).
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(a) Training trajectories for (P-F) at rj = 0.5
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(b) Training trajectories for (P-F) at rj = 0.9

Figure 6: Prescribed rates. We see that while training converges quickly for rj = 0.5, at about
400 epochs, it takes more than 10 times as many epochs for rj = 0.9 to converge (and it still does
not reach the termination condition). This is understandable, since the population prevalence of the
binary label, i.e. P (y = 1), is about 0.46. As such, prescribing a very high rate, e.g. rj = 0.9, is a
hard constraint to satisfy while maximising the predictive performance. And in fact, it is so restrictive
that the model yields the constant classifier after thresholding.
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(a) Training trajectory for double sided approximate DP constraints (see Section 5) at ϵ = 0.05.
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(b) Training trajectory for double sided approximate DP constraints (see Section 5) at ϵ = 10−4.
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(c) Training trajectory for exact DP constraints.

Figure 7: Exact vs approximate fairness. The trajectories of the effective dual variables (i.e. the
difference of pairs) and constraint functions of the approximately constrained problem and the exact
constrained problem are very similar at ϵ = 10−4, as compared to at ϵ = 0.05. Section D.2 discusses
theoretical reasons for why this is the case.
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F.2 Boundary value problems
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Figure 8: Evolution of relative L2 error for Convection BVP (β = 30). We see that besides a smaller
final error, P-BVP also converges much quicker to a smaller error.
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Figure 9: This figure shows the final dual variable per constraint, averaged across 5 runs. The dual
values for the boundary condition are the largest for both values of β, which can possibly be explained
by the simplicity of the solution to the convection equation with a sinusoidal initial condition - which
makes the propagation of the information through the boundary condition the challenging part of the
problem.
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Figure 10: Predicted solutions for β = 50. We can visually see the difference between the solutions
of PINN and (P-BVP), where the former struggles to solve the problem for most runs.
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F.3 Interpolating classifiers
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Figure 11: Dual value vs test error (for all seeds). We see a strong linear relationship between
the dual value and the test error of each class across runs, for both CIFAR-10 and CIFAR-100, with
correlation consistently greater than 0.87.
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Figure 12: Training plots for CIFAR-100 for one random seed. Subfigures (a) and (b) show the
constraint and dual values during training, with the mean across classes shown by the solid line, while
the maximum and minimum (across classes) is denoted by the extents of the shaded region. Subfigure
(c) shows the evolution of the Lagrangian.
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Figure 13: Training plots for CIFAR-10 for one random seed. Each class is denoted by a different
color in subfigures (a) and (b).
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