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Abstract

Large language models (LLMs) have demon-001
strated remarkable performance in abstractive002
summarization tasks. However, their ability003
to precisely control summary attributes (e.g.,004
length or topic) remains underexplored, lim-005
iting their adaptability to specific user prefer-006
ences. In this paper, we systematically explore007
the controllability of LLMs. To this end, we008
revisit summary attribute measurements and in-009
troduce iterative evaluation metrics, failure rate010
and average iteration count, to more precisely011
evaluate controllability beyond assessment of012
errors. Our findings show that LLMs struggle013
more with numerical attributes than with lin-014
guistic attributes. To address this challenge, we015
propose a guide-to-explain framework (GTE)016
for controllable summarization. GTE enables017
the model to identify misaligned attributes in018
the initial draft and guides it to self-explain019
errors in the previous output. By encourag-020
ing reflection on attribute misalignment, GTE021
generates well-adjusted summaries that satisfy022
the desired attributes with robust effectiveness023
while requiring surprisingly fewer iterations024
than other iterative approaches.025

1 Introduction026

Large language models (LLMs) have demonstrated027

superior performance in text summarization, out-028

performing encoder-decoder models by generat-029

ing more contextually appropriate and natural sum-030

maries (Goyal et al., 2023; Zhang et al., 2024; Pu031

et al., 2023; Ryu et al., 2024b). However, given032

the diversity of individual preferences for summary033

styles, it is essential to generate summaries tailored034

to specific user needs (Zhang et al., 2023b). For035

example, some users may prefer topic-focused sum-036

maries or wish to retain exact phrases. Although037

LLMs excel at generating fluent summaries, their038

ability to precisely control attributes remains un-039

derexplored (Liu et al., 2024), limiting their adapt-040

ability to diverse user preferences. Typical requests041

(CNN)Easter is unique on the Christian calendar, a major point in the cycle of the
religious year, and one that has always been able to resist the commercialization
and culture warring that surrounds Christmas...

Article

Generate highly extractive
summary

Ambiguous Prompts

Summarize the above article using 85% of the 
words directly from the original document

Clear Prompts

Figure 1: Ambiguous instructions hinder LLMs’ ability
to follow control signals and complicate the evaluation
process (e.g., how should “highly” be judged in a gener-
ated summary?).

can be ambiguous, such as “summarize in 3 sen- 042

tences” or “generate a highly extractive summary”. 043

Sentence lengths can vary significantly, and vague 044

terms such as “highly” hinder reliable instruction- 045

following and complicate evaluating whether the 046

instructions are properly satisfied (Figure 1). 047

Therefore, we systematically explore the con- 048

trollability of LLMs. We begin by revisiting the 049

measurements for four key attributes: extractive- 050

ness, length, topic, and speaker, and refine them 051

for more precise measurement. Specifically, rather 052

than relying solely on word presence as in previous 053

strategies for measuring topic- or speaker-focused 054

summaries, we adopt embedding-based similarity 055

to incorporate semantic information into the mea- 056

surements. With more precise attribute measure- 057

ments in place, we next investigate how reliably 058

LLMs can control these attributes. To fully explore 059

LLM controllability, we evaluate whether LLMs 060

can accurately control specified attributes through 061

iterative refinement. Even if initial attempts fail, 062

we test whether they can eventually succeed with- 063

out external guidance. To this end, we introduce 064

two evaluation metrics: the failure rate—the pro- 065

portion of control failures within the maximum 066

iterations—and the average iteration count until 067

successful control. In Section 4, we show that while 068

LLMs excel at controlling linguistic attributes such 069

as topic and speaker, they struggle significantly 070

with numerical attributes such as extractiveness and 071
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length. We assume that, unlike linguistic attributes,072

which rely on semantic coherence, numerical ones073

require adherence to strict structural constraints,074

making fine-grained control challenging.075

To address this challenge, we propose a guide-076

to-explain (GTE) framework, which enables pre-077

cise attribute control solely through LLMs with-078

out relying on additional attribute-specific train-079

ing. We first design a step-by-step attribute identi-080

fication phase that instructs the model to identify081

misaligned attributes in its previously generated082

summary and then guides it to explain the ratio-083

nale behind its errors. Through self-reflection, the084

model corrects its prior mistakes and generates a085

well-aligned summary in the regeneration phase.086

By integrating a self-refinement strategy—proven087

effective in complex reasoning tasks (Weng et al.,088

2023; Madaan et al., 2023; Dhuliawala et al., 2024;089

Gou et al., 2024)—into controllable summariza-090

tion, we improve the controllability of LLMs while091

enhancing summary quality.092

We evaluate GTE on mixed-attribute summa-093

rization datasets, MACSumDoc and MACSumDial094

(Zhang et al., 2023b). GTE successfully controls095

each attribute with minimal iterations, significantly096

outperforming other iterative methods and demon-097

strating robustness by consistently adjusting at-098

tributes across data samples. Furthermore, we099

demonstrate the high quality of the controlled sum-100

maries across multiple generic summarization eval-101

uation metrics, including UniEval (Zhong et al.,102

2022) and QuestEval (Scialom et al., 2021). Finally,103

we analyze whether LLMs can control multiple at-104

tributes simultaneously, revealing their difficulty105

in jointly managing correlated numerical attributes.106

Our contributions are as follows:107

• We systematically explore the controllability108

of LLMs in text summarization.109

• We refine the measurement of summarization110

attributes and introduce iterative evaluation111

metrics to evaluate LLM controllability.112

• We propose a guide-to-explain (GTE) frame-113

work, which guides the model to explain its114

misalignments and effectively adjust attributes115

within just a few iterations.116

2 Related work117

Controllable summarization Controllable sum-118

marization has recently gained attention due to its119

practical applications (Zhong et al., 2021; Ahuja 120

et al., 2022; Maddela et al., 2022; Mehra et al., 121

2023; Xu et al., 2023; Zhang et al., 2023b; Ribeiro 122

et al., 2023). Previous research has employed 123

encoder-decoder models to control attributes (Fan 124

et al., 2018; Liu and Chen, 2021; Dou et al., 2021; 125

He et al., 2022; Mao et al., 2022; Zhang et al., 2022; 126

Goyal et al., 2022; Vig et al., 2022; Bahrainian 127

et al., 2022; Liu et al., 2022; Pagnoni et al., 2023; 128

Wang et al., 2023; Urlana et al., 2024). For exam- 129

ple, CTRLSum (He et al., 2022) trains models by 130

prepending a keyword sequence to the source doc- 131

ument. Similarly, MACSum (Zhang et al., 2023b) 132

adopts prompt learning by prepending each at- 133

tribute’s value to the input using a combination 134

of hard prompts and soft prefixes. HYDRASUM 135

(Goyal et al., 2022) leverages a single encoder, mul- 136

tiple decoder framework with a mixture-of-experts 137

approach, where the decoders share probabilities 138

to effectively control the attributes. 139

Most controllable summarization research has 140

relied on encoder-decoder frameworks. In addition, 141

these methods often require attribute-specific train- 142

ing or custom datasets to control each attribute, 143

limiting the flexibility of attribute manipulation. 144

Therefore, we propose a generalizable approach 145

that enables flexible attribute control without the 146

need for tailored training, leveraging LLMs for con- 147

trollable summarization (Tang et al., 2023; Yuan 148

et al., 2024; Liu et al., 2024). 149

Self-correction Recently, self-correction ap- 150

proaches have been used to refine initial attempts 151

at solving complex problems (Weng et al., 2023; 152

Shinn et al., 2023; Madaan et al., 2023; Dhuliawala 153

et al., 2024; Gou et al., 2024), mirroring human be- 154

havior. In summarization tasks, self-correction has 155

been employed to enhance the overall quality of 156

summaries (Zhang et al., 2023a; Sun et al., 2024). 157

Zhang et al. (2023a) utilizes iterative feedback from 158

an evaluator to instruct ChatGPT to produce higher- 159

quality summaries. Unlike prior work, we focus on 160

generating summaries tailored to user preferences, 161

which involve multiple factors to consider. 162

3 Attribute Measurement and Evaluation 163

Framework for LLM Controllability 164

We first analyze how each summarization attribute 165

has traditionally been measured and redefine those 166

that were not clearly defined. In particular, we re- 167

fine linguistic attributes—often measured by word 168

count, using embedding-based similarity. These 169
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Attribute Metrics Paper

Extractiveness ROUGE, word overlap Goyal et al. (2022); Zhang et al. (2023b)
Length Absolute length, length ratio Goyal et al. (2022); He et al. (2022); Maddela et al. (2022); Zhang et al. (2023b)
Topic, Query ROUGE, LDA, topic word count, classifier Zhong et al. (2021); He et al. (2022); Zhang et al. (2023b); Xu et al. (2023)
Speaker, Entity ROUGE, speaker utterance word overlap Maddela et al. (2022); Zhang et al. (2023b)

Table 1: Previous methods for measuring attributes. they typically relied on word count–based metrics to assess
linguistic aspects such as topic or speaker.

refined measurements allow us to more accurately170

capture the attributes of generated summaries.171

Building on this, we propose iterative evaluation172

metrics to assess the controllability of LLMs—that173

is, their ability to precisely adjust attributes through174

multiple rounds of control.175

3.1 Revisiting attribute measurements for176

controllable summarization177

We revisit attribute measurement to quantify key178

attributes for controllable summarization: extrac-179

tiveness, length, topic, and speaker. Table 1 sum-180

marizes how previous controllable summarization181

studies have measured each attribute. However, the182

measurements for certain attributes have not yet183

been clearly defined. Thus, we outline our newly184

defined approach for attribute measurements below.185

Extractiveness quantifies the degree of lexical186

overlap between a summary and its source docu-187

ment. a highly extractive summary is preferred188

when users need to retain the original context, such189

as in legal documents, whereas paraphrasing is of-190

ten favored in general cases. Following the defini-191

tion of extractiveness, we measure the attribute as192

the proportion of words in the summary directly193

reused from the source text.194

Length refers to the number of words or sen-195

tences in the summary or the ratio of the sum-196

mary’s length to that of the original text. By con-197

trolling the length, the amount of information in the198

summary can be adjusted according to user prefer-199

ences. Prompts used in earlier work often specify200

a fixed number of sentences (e.g., "3 sentences"),201

but this approach fails to account for variations in202

sentence length and does not accurately reflect the203

summary’s actual length (Goyal et al., 2023; Liu204

et al., 2024; Yuan et al., 2024). Since summary205

length may vary depending on the complexity of206

the document (Ryu et al., 2024a), we use the length207

ratio rather than absolute length in our experiments.208

Topic refers to generating a summary centered209

around one or more themes. Query-focused sum-210

marization (QFS), which generates summaries 211

based on a specific query, and entity-based sum- 212

marization, which focuses on a particular individ- 213

ual, are variations of topic-focused summariza- 214

tion. Zhang et al. (2023b) measured topic word 215

frequency in summaries. Similarly, most QFS 216

methods have relied solely on ROUGE scores, 217

evaluating generated summaries by comparing 218

them to human-annotated references (Zhong et al., 219

2021). However, even when topic words do not 220

explicitly appear, a summary can still reflect the 221

core context of the topic—especially in LLM- 222

generated summaries, which tend to paraphrase 223

content. Therefore, rather than simply counting 224

word occurrences, we evaluate the semantic simi- 225

larity between the summary and each topic-related 226

word. We compute the embedding similarity B 227

between the topic word and each word in the 228

summary s as follows: 1
n

∑
i∈s B(topic, wordi), 229

where n is the number of words in the sum- 230

mary. If multiple topics k are present, we use 231

the average embedding similarity across all top- 232

ics: 1
k

∑
j∈k

1
n

∑
i∈s B(topicj , wordi). 233

Speaker refers to generating a summary that fo- 234

cuses on the utterances of a specific speaker within 235

a long document or dialogue. Zhang et al. (2023b) 236

calculate the frequency of the speaker’s spoken 237

words appearing in the summary. Similar to topic 238

measurement, simply counting the proportion of 239

words from a specific speaker’s dialogue included 240

in the summary does not fully capture semantic 241

alignment. Therefore, we extract the speaker’s ut- 242

terances to construct a speaker set U and leverage 243

BERTScore F1 (Zhang et al., 2020) to compute the 244

embedding similarity between the summary s and 245

U : BERTScore(s,U). 246

3.2 Iterative controllability evaluation 247

Building on these refined measurements of sum- 248

mary attributes, we introduce iterative evaluation 249

metrics to assess whether LLMs can iteratively re- 250

fine and adjust attributes over multiple revisions. 251

Specifically, we introduce two metrics: (1) the fail- 252
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Extractiveness Length Topic

Phi-3-medium 100.00% / ⟳ 100.00% / ⟳ 38.08% / 0.22
Llama3-8B 100.00% / ⟳ 100.00% / ⟳ 57.14% / 0.12
Llama3-70B 49.91% / 8.05 49.36% / 8.24 0.00% / 0.24
GPT-3.5 49.73% / 9.80 76.42% / 0.00 0.00% / 0.00
GPT-4o 39.31% / 6.63 69.84% / 0.00 0.38% / 0.02

Table 2: We evaluate the controllability of LLMs by iter-
atively testing their ability to accurately adjust specified
attributes. The left number represents the averaged con-
trol failure rate, and the right side denotes the average
iteration count for successful control.

ure rate, proportion of cases in which the model253

reaches the predefined maximum number of itera-254

tions without achieving the desired modifications,255

and (2) the average iteration count required for256

successful attribute control. We set the maximum257

number of iterations to 20 due to cost constraints.258

Iteration threshold We set attribute-specific259

thresholds and iteratively regenerate summaries un-260

til those thresholds are met. Each attribute is mea-261

sured using the criteria outlined in Section 3.1 to de-262

termine its respective threshold. For extractiveness263

and length, we consider control successful if the264

attribute values fall within ±5 of the target value.265

For topic and speaker, we use the minimum embed-266

ding similarity values of the reference summaries267

in the training dataset as thresholds to determine268

whether a summary is topic-focused or speaker-269

focused. Theses thresholds can be adjusted based270

on the strictness of the evaluation criteria. The dis-271

tribution of the datasets used in our experiments is272

provided in Appendix A.273

Label reinterpretation We use the two publicly274

available MACSum datasets (Zhang et al., 2023b)275

for controllable summarization. However, existing276

labels are ambiguous, as the criteria are not numeri-277

cally defined (e.g., how short must a summary be to278

qualify as short?). We believe that such ambiguity279

may confuse LLMs, so we assign clear numerical280

values to each label. To provide detailed criteria,281

we reinterpret the labels based on the attribute dis-282

tributions in each training set (see Appendix A).283

For extractiveness, we define the labels as normal:284

85%, high: 90%, and fully: 100%, based on the av-285

erage values. For the length attribute, we follow the286

annotation criteria of the MACSum dataset—short:287

5–10%, normal: 15–25%, and long: 30–35%—and288

set our target values to short: 7.5%, normal: 15%,289

and long: 32.5%. Importantly, our method gener-290

ates summaries based on the specified numerical291

Target:	7.5%	length

article:

{{Article}}

summarize	the	above	article	in	7.5%	length	of	
the	article:

{{Summary}}

You	will	count	the	number	of	words	in	the	text.
what	is	the	length	of	the	summary?
what	is	the	length	of	the	article?
Then,	what	is	the	ratio	of	the	summary's	length	
to	the	main	article's	length?

output:	The	summary	contains	159 words.	The	
article	contains	668 words.	The	ratio	of	the	
summary’s	length	to	the	main	article’s	length	
is	approximately	23.8%	

484 words

157 words

Figure 2: LLMs show notable errors in word count
estimation: for an article with 484 words and a sum-
mary with 157 words, the model predicts 668 and
159 words, respectively—revealing limitations in self-
critique within controllable summarization.

values, regardless of predefined labels. 292

4 Analysis on Controllability of LLMs 293

4.1 Iterative Evaluation on LLMs 294

As research on leveraging LLMs for controllable 295

summarization remains limited, we evaluate the 296

controllability of various LLMs using the iterative 297

evaluation method described in Section 3.2. We 298

first provide an initial control prompt and gener- 299

ate a summary. If the generated summary fails to 300

meet the specified attribute threshold, the result is 301

fed back into the LLM’s input, prompting it to re- 302

generate until the attribute is correctly controlled. 303

As shown in Table 2, smaller-scale LLMs such as 304

Phi-3-medium (Abdin et al., 2024) and Llama3-8B 305

(Dubey et al., 2024), partially control topic, but 306

fail to control extractiveness and length. Similarly, 307

large-scale LLMs such as Llama3-70B, GPT-3.5 308

(Brown, 2020), and GPT-4o (Achiam et al., 2023) 309

effectively control topic, demonstrating low fail- 310

ure rates. However, they struggle with extractive- 311

ness and length, with failure rates of around 50%. 312

Notably, when initial attempts fail, even GPT-4o 313

is unable to adjust after multiple iterations, ulti- 314

mately reaching the maximum iteration limit, re- 315

sulting in an iteration count of zero. These findings 316

suggest that generating summaries while control- 317

ling attributes remains challenging for LLMs, even 318

with iterative attempts, especially for numerical 319

attributes such as extractiveness and length. 320
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(CNN)Easter is unique on the Christian calendar, a major point in the cycle of the religious year, and one that has always been able to resist the 
commercialization and culture warring that surrounds Christmas. That's in part because Easter is genuinely about how religious impulses, and 
patterns, can operate in ways that affect our lives. Nevertheless, I'm often surprised by how little people, even those supposedly within the 
Christian tradition, actually know about what is called Holy Week and its culmination on Easter Sunday. At a time when our culture is roiled...

Easter is a significant Christian holiday that often gets overlooked, especially when compared to Christmas. Nearly everyone within the 
Christian tradition knows the basics of Easter, but not many understand the full significance and rituals of Holy Week and the Easter Triduum...

The length (word count) of the summary is 157 and the length of the article is 931, so it is approximately 16.9%.
Explain why your calculation is wrong, and revise the summary in the 32.5% length of the article:

The calculation is wrong because the article length is 931 words, and the summary length is 157 words. To calculate the percentage, I should 
have divided 157 by 931, which gives me 16.9%. This means the summary is only 16.9% of the original article, not 32.5%.

To revise the summary to reach 32.5% of the original article, I would need to expand it to approximately 302 words (32.5% of 931). Here is a 
revised summary:

Easter is a significant Christian holiday that often gets overlooked, especially when compared to Christmas. Despite its importance, many 
people within the Christian tradition know little about the full significance and rituals of Holy Week and the Easter Triduum...

summarize the above article in 32.5% length of the article:

Step-by-step Attribute Identification
Self-Explanation Guidance

Attribute 
Identification

Article

Initial prompt

Summary (16.9%)

Revised Summary (29.4%)

GTE

Iterate
(until controlled)

Figure 3: Overview of guide-to-explain system (GTE). The pink parts (■) represent the step-by-step attribute-
identification, and the blue parts (■) correspond to the self-explanation guidance.

4.2 Self-critique for controllable321

summarization322

We evaluate whether LLMs can self-adjust sum-323

mary attributes through self-critique, which has324

previously improved performance in generic sum-325

marization (Zhang et al., 2023a; Sun et al., 2024).326

As shown in Figure 2, however, unlike in generic327

summarization tasks, LLMs struggle with measur-328

ing attributes. Specifically, they fail to accurately329

count words in either the source or the summary,330

making it infeasible for them to revise summaries331

to match target attribute values on their own.332

5 Guide-to-Explain (GTE)333

Therefore, we introduce a guide-to-explain (GTE)334

framework to control attributes via LLMs. As335

shown in Figure 3, the GTE framework consists of336

two key phases: step-by-step attribute identifica-337

tion and self-explanation guidance. Since LLMs338

struggle to reliably measure summary attributes on339

their own (Figure 2), we explicitly provide the at-340

tribute values and teach the model step by step how341

each attribute should be identified. We then guide342

the LLM to reflect by explaining the rationale be-343

hind its mistakes, enabling it to make appropriate344

adjustments in subsequent iterations.345

5.1 Step-by-step attribute identification346

We first instruct the LLM to generate an initial sum-347

mary s′ that reflects the specified attribute. If the348

LLM fails to control the attributes accurately, we349

provide step-by-step attribute identification (SAI)350

to guide the model on how to adjust them. Since351

LLMs struggle with measuring numerical attributes 352

such as extractiveness or the length ratio, we ex- 353

plicitly instruct the model on how to measure each 354

attribute step by step, enabling it to revise its previ- 355

ously generated summary more precisely. 356

5.2 Self-explanation guidance 357

After the identification phase, we provide self- 358

explanation guidance (SEG) to the model, guiding 359

the model to explain why it initially failed to con- 360

trol the attributes. This mirrors how humans solve 361

complex problems by reviewing their mistakes to 362

improve future responses. Building on this, in the 363

next iteration, the document (d), initial instruction 364

(i), and previously generated summary (s′) are pro- 365

vided as inputs, along with SAI and SEG. Although 366

LLMs are known to struggle with number-related 367

tasks (Akhtar et al., 2023; Imani et al., 2023), our 368

guidance helps the model effectively control numer- 369

ical attributes by self-explaining its miscalculations 370

before generating summaries, especially when com- 371

bined with the step-by-step attribute identification 372

phase. We introduce GTE as a framework that 373

integrates step-by-step attribute identification and 374

self-explanation guidance. 375

5.3 Overall process 376

Figure 3 illustrates in detail how the GTE frame- 377

work operates. By receiving [d; i, s′; SAI; SEG] 378

as input, the model first reflects on the reasons for 379

its initial error before generating a revised sum- 380

mary. If the revised summary still fails to satisfy 381

the attributes, GTE repeats the process until the 382

model generates an attribute-aligned summary. See 383

5



Model
Extractiveness (↓ / ↓) Length (↓ / ↓)

Topic(↓)
normal high fully avg short normal long avg

Phi-3-medium-Iter 100.00% / ⟳ 100.00% / ⟳ 100.00% / ⟳ 100.00% / ⟳ 100.00% / ⟳ 100.00% / ⟳ 100.00% / ⟳ 100.00% / ⟳ 38.08% / 0.22
Phi-3-medium-GTE 100.00% / ⟳ 100.00% / ⟳ 100.00% / ⟳ 100.00% / ⟳ 100.00% / ⟳ 100.00% / ⟳ 100.00% / ⟳ 100.00% / ⟳ 37.97% / 0.04

Llama3-8B-Iter 100.00% / ⟳ 100.00% / ⟳ 100.00% / ⟳ 100.00% / ⟳ 100.00% / ⟳ 100.00% / ⟳ 100.00% / ⟳ 100.00% / ⟳ 57.14% / 0.12
Llama3-8B-GTE 12.63% / 3.52 11.63% / 2.53 0.00% / 1.46 11.70% / 3.26 26.40% / 3.08 10.92% / 2.26 13.18% / 3.85 14.99% / 2.80 25.56% / 0.91
Llama3-70B-Iter 54.82% / 8.44 37.21% / 7.47 2.70% / 3.78 49.91% / 8.05 18.40% / 6.58 54.61% / 10.42 67.44% / 12.00 49.36% / 8.24 0.00% / 0.24
Llama3-70B-SAI 26.55% / 6.57 18.60% / 7.81 0.00% / 1.86 24.14% / 6.52 4.80% / 5.42 2.73% / 3.81 10.85% / 4.84 5.12% / 4.39 0.00% / 0.10
Llama3-70B-GTE 0.21% / 3.28 0.00% / 2.83 0.00% / 1.50 0.18% / 3.22 0.00% / 1.10 0.00% / 1.61 2.32% / 3.14 0.55% / 1.90 0.00% / 0.01

GPT-3.5-Iter 45.18% / 9.80 60.47% / 0.00 94.59% / 0.00 49.73% / 9.80 53.60% / 0.00 80.89% / 0.00 88.37% / 0.00 76.42% / 0.00 0.00% / 0.00
GPT-3.5-GTE 17.56% / 3.86 51.16% / 5.00 67.57% / 4.00 23.58% / 3.90 5.60% / 4.63 44.03% / 6.62 78.29% / 7.00 43.33% / 5.95 0.00% / 0.00
GPT-4o-Iter 34.69% / 6.77 55.81% / 0.00 78.38% / 3.00 39.31% / 6.63 72.00% / 0.00 64.85% / 0.00 79.07% / 0.00 69.84% / 0.00 0.38% / 0.02
GPT-4o-SAI 35.12% / 5.50 48.84% / 15.50 62.16% / 6.00 38.03% / 6.13 60.00% / 8.79 61.09% / 9.40 78.29% / 2.00 64.90% / 8.60 0.00% / 0.04
GPT-4o-GTE 0.00% / 2.76 0.00% / 4.70 0.00% / 2.03 0.00% / 2.87 0.00% / 1.20 0.00% / 1.21 0.00% / 1.96 0.00% / 1.42 0.00% / 0.02

Table 3: The results of controllability measured on the MACSumDoc dataset. Surprisingly, GTE achieves near-zero
failure rates across all attributes with only a few iterations. The bold denotes the best performance. Failure or
reaching the maximum number of iterations is denoted as ⟳.

Model
Extractiveness (↓ / ↓) Length (↓ / ↓)

Topic (↓) Speaker (↓)
normal high fully avg short normal long avg

Llama3-70B-Iter 31.78% / 8.13 43.59% / 8.40 8.16% / 5.39 29.63% / 7.59 12.00% / ⟳ 93.75% / 6.00 98.00% / ⟳ 81.79% / 6.00 0.00% / 0.01 0.00% / 0.00
Llama3-70B-SAI 14.41% / 5.91 23.08% / 5.31 0.00% / 3.72 13.27% / 5.50 0.00% / 1.25 62.05% / 5.70 92.00% / 9.33 57.10% / 5.62 0.00% / 0.02 0.00% / 0.00
Llama3-70B-GTE 0.00% / 2.31 0.00% / 2.56 4.08% / 3.64 0.61% / 2.49 0.00% / 1.00 36.61% / 4.73 80.00% / 5.70 37.65% / 4.53 0.00% / 0.01 0.00% / 0.00

GPT-4o-Iter 79.24% / 4.36 82.05% 3.67 59.18% / 1.00 76.54% / 4.00 6.00% / ⟳ 98.21% / ⟳ 100.00% / ⟳ 84.26% / ⟳ 0.31% / 0.01 0.00% / 0.00
GPT-4o-SAI 84.75% / 4.00 87.18% 1.50 53.06% 5.10 80.25% / 4.32 2.00% / 4.50 96.43% / ⟳ 100.00% / ⟳ 82.41% / 4.50 0.00% / 0.01 0.00% / 0.00
GPT-4o-GTE 17.80% / 7.94 25.64% / 7.92 8.16% / 4.58 17.28% / 7.53 0.00% / 1.40 9.82% / 2.75 44.00% / 4.21 13.58% / 2.90 0.00% / 0.02 0.00% / 0.00

Table 4: The results of controllability measured on the MACSumDial dataset.

Appendix B for the detailed prompts.384

6 Experimental setup385

We evaluate the controllability of various LLMs,386

including Phi-3-medium (Abdin et al., 2024), the387

Llama3 series (Dubey et al., 2024), and the GPT388

series (Brown, 2020; Achiam et al., 2023). To389

analyze model performance by size, we utilize390

both the 8B 1 and quantized 70B versions2 of391

Llama3, as well as GPT-3.5 and GPT-4o. We use392

BERTScore (Zhang et al., 2020) to measure embed-393

ding similarity. We used two datasets for our exper-394

iments: MACSumDoc and MACSumDial (Zhang395

et al., 2023b), which comprise committee meeting396

transcripts and news content, respectively. Both397

datasets are designed for mixed-attribute summa-398

rization that controls multiple attributes simultane-399

ously. Notably, only MACSumDial include speaker400

attribute. Since we evaluate LLM performance on401

individual attributes, we use attributes separately.402

7 Results and Discussions403

Main results We denote the naive iteration ap-404

proach, which repeatedly adjusts attributes, as405

Iter. The strategy that provides only step-by-406

step attribute identification is defined as SAI—a407

stronger version of self-critique that provides the408

1meta-llama/Meta-Llama-3-8B-Instruct
2casperhansen/llama-3-70b-instruct-awq

correct attribute values, since LLMs struggle to 409

measure summary attributes on their own. As 410

shown in Table 3, our GTE framework demon- 411

strates remarkably lower failure rates and requires 412

fewer iterations when adjusting summaries across 413

all attributes, including challenging numerical at- 414

tributes in MACSumDoc. Surprisingly, our method 415

reduced the failure rate to nearly 0% when applied 416

to Llama3-70B and GPT-4o, successfully control- 417

ling both extractiveness and length within just 1–3 418

iterations. For smaller models such as Phi-3-medium 419

and Llama3-8B, which initially exhibited high fail- 420

ure rates, our approach significantly reduced those 421

rates, demonstrating its effectiveness across differ- 422

ent model scales. In particular, for long length—the 423

most challenging attribute—our method achieved 424

a remarkably low failure rate of just 2.32% within 425

an average of 3.14 iterations. 426

LLMs encounter greater difficulty with the 427

MACSumDial dataset (Table 4). The dataset, de- 428

rived from QMSum (Zhong et al., 2021), consists 429

of lengthy and diverse content from parliamentary 430

and committee meetings, making it more challeng- 431

ing than the CNN-news-based MACSumDoc. No- 432

tably, length control proved to be the most chal- 433

lenging attribute in MACSumDial. This challenge 434

is likely due to the dataset’s origin in long par- 435

liamentary transcripts, which makes it inherently 436

difficult to generate summaries of a specific tar- 437
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Figure 4: The graphs show how the length ratio changes for each iteration. The intensity of the distribution color is
proportional to the number of data points, and the markers represent the average values. The red line indicates the
target length, with values of 7.5%, 20%, and 32.5% from left to right.

get length. While the model handled short-length438

summaries relatively well, difficulty increased sig-439

nificantly as the requested summary length grew.440

In fact, for long-length summaries, both GPT-4o-441

Iter and GPT-4o-SAI showed a 100% failure rate.442

However, our framework showed meaningfully im-443

proved length controllability. With GPT-4o, the444

average failure rate dropped below 50%. Notably,445

for normal-length summaries, the failure rate fur-446

ther reduced from over 90% to 9.82%. Regarding447

extractiveness, the Iter and SAI of GPT-4o exhibit448

relatively low iteration counts, as the models often449

exceed the maximum iteration. While their fail-450

ure rates were close to 80%, our GTE framework451

achieved a markedly lower failure rate at 17.28%452

with low iterations, demonstrating the effectiveness453

of our framework.454

Gradual change across iteration steps To an-455

alyze how the attribute changes at each step, we456

track length adjustments per iteration (Figure 4).457

While all methods start with a similar distribution458

at the initial point, GTE consistently converges459

within approximately three iterations, maintain-460

ing a stable length adjustment pattern across sam-461

ples. In contrast, Iter and SAI show inconsistent462

changes across samples, resulting in higher vari-463

ance in length adjustments. This demonstrates that464

our method enables robust attribute control with465

fewer iterations, regardless of the data sample. For466

this experiment, we use Llama3-70B and randomly467

select 110 samples from the MACSumDoc test set.468

Attribute types We observe that LLMs control469

linguistic attributes (topic and speaker) better than470

numerical attributes (extractiveness and length).471

This aligns with previous research in mathemat-472

ical reasoning, where LLMs struggle with numer-473

ical features (Akhtar et al., 2023), highlighting a474

broader challenge in precisely handling numeri-475

cal constraints. From the perspective of the sum-476

marization task, extractiveness and length control 477

the structure of the summary, whereas topic and 478

speaker influence its content. Our findings suggest 479

that LLMs are proficient at adjusting content to 480

align with user preferences but struggle to generate 481

summaries with specific structural constraints. 482

Quality of controlled summary We evaluate 483

the quality of summaries generated by GTE. We 484

mainly use UniEval (Zhong et al., 2022) and 485

QuestEval (Scialom et al., 2021), as they corre- 486

late highly with human judgments and assess the 487

overall quality of the summary itself. UniEval is 488

a multi-dimensional evaluator that assesses coher- 489

ence, consistency, fluency, and relevance of sum- 490

maries. QuestEval measures precision and recall 491

by leveraging a question-answering framework to 492

compare the content between the source document 493

and the generated summary without relying on 494

the reference summary. Table 5 shows that our 495

method’s summaries outperform across all UniEval 496

dimensions and QuestEval, demonstrating effective 497

attribute control while maintaining overall sum- 498

mary quality. Relevance assesses how well a sum- 499

mary retains key information compared to the ref- 500

erence. While Iter and SAI generate misaligned 501

summaries with lower relevance scores, GTE effec- 502

tively aligns them, resulting in a substantial gain. 503

Previous studies have shown that ROUGE scores 504

(Lin, 2004) are insufficient for assessing summary 505

quality (Scialom et al., 2021; Zhong et al., 2022; 506

Ryu et al., 2024a). However, since our goal is to 507

control the summary rather than match the refer- 508

ence, we still include ROUGE and BERTScore 509

(Zhang et al., 2020) in our evaluation to provide 510

a more comprehensive assessment. Our frame- 511

work achieves higher scores than other approaches, 512

demonstrating across various evaluation metrics 513

that GTE not only enhances controllability but also 514

improves overall summary quality. 515
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Model
UniEval

QuestEval BERTScore ROUGE-1
Coherence Consistency Fluency Relevance Overall

Iter (Ext) 0.820 0.800 0.859 0.696 0.794 0.523 0.826 0.194
SAI (Ext) 0.884 0.843 0.905 0.785 0.864 0.554 0.848 0.229
Iter (Len) 0.836 0.803 0.836 0.759 0.808 0.484 0.829 0.235
SAI (Len) 0.934 0.834 0.942 0.887 0.899 0.548 0.867 0.270

GTE (Ext) 0.941 0.873 0.937 0.880 0.908 0.590 0.861 0.236
GTE (Len) 0.937 0.840 0.944 0.901 0.905 0.553 0.868 0.272

Table 5: Among the iterative methods, GTE demonstrates both effective attribute control and noticeable improve-
ments in summary quality.

8 Mixed attributes516

We extend our evaluation to assess whether LLMs517

can precisely handle mixed-attribute control. While518

models manage to control linguistic attributes, they519

struggle with numerical attributes. Simultaneous520

control over all attributes remains challenging for521

all iterative methods, including GTE. Our GTE522

framework guides LLMs to identify the causes of523

their errors and regenerate summaries by incorpo-524

rating this feedback. However, in a mixed attribute525

setting, the model must process multiple instances526

of SAI and SEG for each attribute simultaneously,527

increasing the cognitive load and making precise528

control of all attributes more difficult. Therefore,529

unlike single-attribute evaluation—which assesses530

whether individual attributes are accurately con-531

trolled—we evaluate mixed-attribute control by532

measuring errors using mean absolute deviation533

(MAD). This approach compares the differences534

between the attributes of the generated summary535

and the requested values, providing a more flexible536

evaluation of attribute control.537

Sequential-planning Recognizing the chal-538

lenges in precisely controlling all attributes539

simultaneously, we introduce a sequential planning540

strategy, min-planning, which gradually adjusts541

attributes—starting with those that are most542

poorly controlled in the initial draft—using543

GTE. Figure 5 shows the results comparing544

single-attribute control with iterations to mixed-545

attribute control using min-planning on the546

MACSumDoc dataset. We refer to the initial547

summary in the mixed-attribute control setting as548

the mixed-draft. The min-planning method shows a549

modest improvement in controlling both attributes550

compared to the mixed-draft. However, attributes551

are still not fully controlled as in single-attribute552

models, highlighting the difficulty of balancing553

multiple attributes. We anticipate that modifying554

one attribute often disrupts previously adjusted555

Single attribute Mixed attribute

Figure 5: Correlations among attributes hinder LLMs’
ability to control them jointly in mixed-attribute setting.

attributes due to underlying correlations. For 556

example, even if length is adjusted first, it may 557

still change when extractiveness is subsequently 558

controlled. Additionally, min-planning adjusts 559

each attribute only once without iteration, which 560

may explain its inability to fully control the 561

attributes. A single refinement is often insufficient, 562

whereas GTE iteratively regenerates the summary 563

until the target attribute is successfully adjusted in 564

single-attribute control. Exploring ways for LLMs 565

to control multiple attributes simultaneously would 566

be promising future work. 567

9 Conclusion 568

In this work, we systematically explore the con- 569

trollability of LLMs. To this end, we revisit the 570

measurement of summary attributes. We evaluate 571

the controllability of LLMs via iterative assessment 572

and find that they struggle more with numerical at- 573

tributes than linguistic ones. To address this, we 574

propose a GTE framework, in which the model 575

is guided to explain its misalignments through at- 576

tribute identification and then uses this explanation 577

to generate better-controlled summaries in subse- 578

quent iterations. GTE enables LLMs to control 579

challenging numerical attributes with lower fail- 580

ure rates and fewer iterations. Furthermore, we 581

demonstrate the high quality of controlled sum- 582

maries using various evaluation metrics. 583
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Limitation584

We explore the controllability of various attributes585

in LLMs and introduced a novel guide-to-explain586

(GTE) framework to address challenges in numer-587

ical attributes. While GTE enhanced successfully588

control over challenging numerical attributes, it589

still struggled with highly correlated mixed numer-590

ical attributes. Additionally, min-planning, which591

adjusts attributes in order of least alignment, also592

faced difficulties achieving precise control. Even593

after properly adjusting one attribute, modifying594

the correlated numerical attribute caused the pre-595

viously adjusted attribute to change. We believe596

further research could explore more effective meth-597

ods for addressing these challenges.598

Ethics599

We used publicly available MACSum datasets for600

our research, conducting experiments with Phi-3,601

Llama3 3, GPT-3.5, and GPT-4o from April to Oc-602

tober 2024.603
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A Attribute details 893

Table 6 presents the distributions of the 894

MACSumDoc and MACSumDial training datasets 895

used in our study. For each attribute, we report 896

the distribution of attribute values corresponding 897

to each assigned label, with the average shown 898

in parentheses. For extractiveness, both datasets 899

show a wide range of values within each label 900

but exhibit similar average values: around 85% 901

for normal, 90% for high, and 100% for fully. 902

These averages are used as the relabeled target 903

values. For length, the observed averages deviate 904

from the annotation guide. In MACSumDoc, the 905

means are 4.6% (short), 6.9% (normal), and 906

13.9% (long), while in MACSumDial, they are 907

2.0%, 3.7%, and 6.0%, respectively. Due to the 908

small gaps between label means, relabeling based 909

on these values would not sufficiently capture 910

LLM controllability for length. Therefore, we 911

follow the annotation guide and relabel with 912

target values of 7.5% (short), 15% (normal), 913
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Attribute Label MACSumDoc MACSumDial

Distributions Relabel # of summaries Distributions Relabel # of summaries

Extractiveness
normal 35.7 - 100.0% (85.2%) 85.0% 3731 53.2 - 100.0% (86.4%) 85.0% 1661
high 55.0 - 100.0% (90.0%) 90.0% 287 63.0 - 100.0% (88.9%) 90.0% 340
fully 84.6 - 100.0% (99.7%) 100.0% 260 75.9 - 100.0% (98.4%) 100.0% 337

Length
short 0.7 - 15.0% (4.8%) 7.5% 1059 0.2 - 20.8% (2.0%) 7.5% 300
normal 0.5 - 48.6% (6.9%) 20.0% 2194 0.3 - 41.9% (3.7%) 20.0% 1693
long 1.5 - 39.8% (13.9%) 32.5% 1025 0.7 - 32.4% (6.0%) 32.5% 345

Topic - 74.8 - 88.8 74.0 2013 73.6 - 87.0 74.0 2317

Speaker - - - - 75.6 - 92.0 75.0 1796

Table 6: Data distributions of MACSumDoc and MACSumDial.

and 32.5% (long). For topic, both datasets show914

similar scores. We consider summaries with915

scores above the minimum threshold of 74 to916

be topic-focused. Similarly, for speaker, we use917

a minimum threshold of 75, derived from the918

distribution of reference summaries, to define919

speaker-focused outputs.920

B Guide-to-explain (GTE) prompts921

Below, we present the prompts and example out-922

puts used for each attribute within the GTE frame-923

work.924
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(CNN)Easter is unique on the Christian calendar, a major point in the cycle of the religious year, and one that has always been able to resist the 
commercialization and culture warring that surrounds Christmas. That's in part because Easter is genuinely about how religious impulses, and patterns, can 
operate in ways that affect our lives. Nevertheless, I'm often surprised by how little people, even those supposedly within the Christian tradition, actually know
about what is called Holy Week and its culmination on Easter Sunday. At a time when our culture is roiled by questions of identity and ethics (and tolerance) that 
have profound religious implications, it's worth pausing to explore this crucial holiday -- and the awareness of the human condition, in all its sadness and glory, 
that it engenders. After all, Holy Week calls mostly to those who incline their minds and hearts in its direction with seriousness of intent..

Article

summarize the above article in 32.5% length of the article:

Easter is a significant Christian holiday that often gets overlooked, especially when compared to Christmas. Nearly everyone within the Christian tradition knows 
the basics of Easter, but not many understand the full significance and rituals of Holy Week and the Easter Triduum, which are three days of prayer that begin on 
Good Friday and end on Easter Sunday. Holy Communion originated from the Last Supper, a Passover meal that Jesus shared with his disciples before being 
crucified. On Maundy Thursday, Jesus washed the disciples' feet to demonstrate humility...

The calculation is wrong because the article length is 931 words, and the summary length is 157 words. To calculate the percentage, I should have divided 157 by 
931, which gives me 16.9%. This means the summary is only 16.9% of the original article, not 32.5%.

To revise the summary to reach 32.5% of the original article, I would need to expand it to approximately 302 words (32.5% of 931). Here is a revised summary:

Easter is a significant Christian holiday that often gets overlooked, especially when compared to Christmas. Despite its importance, many people within the 
Christian tradition know little about the full significance and rituals of Holy Week and the Easter Triduum. This three-day period of prayer begins on Good Friday, 
commemorating Jesus' crucifixion, and concludes on Easter Sunday, celebrating his resurrection...

The length (word count) of the summary is 157 and the length of the article is 931, so it is approximately 16.9%.
Explain why your calculation is wrong, and revise the summary in the 32.5% length of the article:

Summary (16.9%)

Revised Summary (29.4%)

GTE

Initial prompt

Figure 6: Length guide-to-explain (GTE).

(CNN)Easter is unique on the Christian calendar, a major point in the cycle of the religious year, and one that has always been able to resist the 
commercialization and culture warring that surrounds Christmas. That's in part because Easter is genuinely about how religious impulses, and patterns, can 
operate in ways that affect our lives. Nevertheless, I'm often surprised by how little people, even those supposedly within the Christian tradition, actually know
about what is called Holy Week and its culmination on Easter Sunday. At a time when our culture is roiled by questions of identity and ethics (and tolerance) that 
have profound religious implications, it's worth pausing to explore this crucial holiday -- and the awareness of the human condition, in all its sadness and glory, 
that it engenders. After all, Holy Week calls mostly to those who incline their minds and hearts in its direction with seriousness of intent. Still, the fuss must 
puzzle those looking on, wondering what it all means. Why do Christians make so much of this springtime week, and make so much of Easter weekend? There is 
a phrase that many never come across, even among Christians:  Easter Triduum .This refers to the three days of Easter that begin with Good Friday, proceed 
through Holy Saturday, and conclude with Easter Sunday. It's definitely a progression, although the word itself -- triduum -- can refer to any three days of prayer...

Article

summarize the above article in 32.5% length of the article:

Easter is a significant Christian holiday that often gets overlooked, especially when compared to Christmas. Nearly everyone within the Christian tradition knows 
the basics of Easter, but not many understand the full significance and rituals of Holy Week and the Easter Triduum, which are three days of prayer that begin on 
Good Friday and end on Easter Sunday. Holy Communion originated from the Last Supper, a Passover meal that Jesus shared with his disciples before being 
crucified. On Maundy Thursday, Jesus washed the disciples' feet to demonstrate humility...

Easter, a significant Christian holiday, remains untouched by commercialization and culture wars. Many people, including Christians, are unfamiliar with Holy 
Week and its culmination on Easter Sunday. The Easter Triduum, a three-day period, begins with Maundy Thursday, where Jesus shared the Last Supper with his 
disciples, demonstrating his humility by washing their feet. Good Friday, the day of the crucifixion, is a somber reminder of death, sacrifice, and fear. The 
Gospels provide varying accounts of Jesus' final words, including his quote from the 22nd Psalm. Holy Saturday, often overlooked, serves as a passage between 
the darkness of Good Friday and the hope of Easter Sunday. It's a day of anxiety and uncertainty, when the pain of the crucifixion still lingers, but hope begins to 
emerge. Easter Sunday, with its promise of transformation and resurrection, is a celebration of the human experience. The resurrection is not just a physical 
revival but a total transformation, symbolizing the possibility of change and renewal in our own lives...

The length (word count) of the summary is 157 and the length of the article is 931, so it is approximately 16.9%.
Summarize the above article in the 32.5% length of the article:

Summary (16.9%)

Revised Summary (23.4%)

SAI

Initial prompt

Figure 7: Length attribute-identification (SAI).
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(CNN)Easter is unique on the Christian calendar, a major point in the cycle of the religious year, and one that has always been able to resist the 
commercialization and culture warring that surrounds Christmas. That's in part because Easter is genuinely about how religious impulses, and patterns, can 
operate in ways that affect our lives. Nevertheless, I'm often surprised by how little people, even those supposedly within the Christian tradition, actually know
about what is called Holy Week and its culmination on Easter Sunday. At a time when our culture is roiled by questions of identity and ethics (and tolerance) that 
have profound religious implications, it's worth pausing to explore this crucial holiday -- and the awareness of the human condition, in all its sadness and glory, 
that it engenders. After all, Holy Week calls mostly to those who incline their minds and hearts in its direction with seriousness of intent. Still, the fuss must 
puzzle those looking on, wondering what it all means. Why do Christians make so much of this springtime week, and make so much of Easter weekend? There is 
a phrase that many never come across, even among Christians:  Easter Triduum .This refers to the three days of Easter that begin with Good Friday, proceed 
through Holy Saturday, and conclude with Easter Sunday. It's definitely a progression, although the word itself -- triduum -- can refer to any three days of prayer...

Article

summarize the above article in 32.5% length of the article:

Easter is a significant Christian holiday that often gets overlooked, especially when compared to Christmas. Nearly everyone within the Christian tradition knows 
the basics of Easter, but not many understand the full significance and rituals of Holy Week and the Easter Triduum, which are three days of prayer that begin on 
Good Friday and end on Easter Sunday. Holy Communion originated from the Last Supper, a Passover meal that Jesus shared with his disciples before being 
crucified. On Maundy Thursday, Jesus washed the disciples' feet to demonstrate humility...

Easter is a unique Christian event that resisted commercialization. Many Christians lack understanding of Holy Week and Easter. The Easter Triduum - Good 
Friday, Holy Saturday, and Easter Sunday - marks death, transition, and resurrection. This pattern reflects our daily struggles, suffering, and rebirth, making 
Easter a celebration of moving from darkness to light.

summarize the above article in 32.5% length of the article:

Summary (16.9%)

Revised Summary (9.1%)

Iter

Initial prompt

Figure 8: Length iteration (Iter).

(CNN)We did it again, in another American city. We set Baltimore on fire this time. We brutalized black bodies. We turned a funeral into a riot. We let things get 
out of hand. We looted. We threw stones at policemen. We threw stones at citizens. We created camera-ready chaos, and we replayed the images. We created a 
culture of such deep distrust and disrespect that violence seemed the inevitable response. We let the violence flow. We let the violence stand for everything 
that's wrong with the things we already didn't like. By now you may be asking, "Who's we? "You may be saying with some irritation, "Don't lump me in with them. I 
didn't have anything to do with it.” To which the only real answer can be: Stop kidding yourself. The word "we" is one of the great American words. We the People. 
Yes we can. We are family. I use "we" a lot when I talk about our country's achievements. I like to say we won the Second World War, we put a man on the moon, 
we invented the Internet, we gave the world jazz. Well, if I -- a son of immigrants whose family had nothing to do with any of those accomplishments -- if I get to 
claim those aspects of American history, then surely I have to claim the unsavory aspects too. “We" cuts both ways. We enslaved Africans. We cut 
Reconstruction short and made a mockery of equal citizenship. We supported Jim Crow, then redlined, subordinated, and ghettoized African-Americans...

Article

summarize the above article  using 85% of words directly from the original document:

We did it again, in another American city. We set Baltimore on fire this time. We brutalized black bodies. We turned a funeral into a riot. We let things get out of 
hand. We looted. We threw stones at policemen. We threw stones at citizens. We created camera-ready chaos, and we replayed the images. By now you may be 
asking, "Who's we?" You may be saying with some irritation, "Don't lump me in with them. I didn't have anything to do with it." To which the only real answer can 
be: Stop kidding yourself. The word "we" is one of the great American words. We the People...

I apologize for the mistake. Upon re-calculating, I realized that the original summary contained 79.4% of words directly from the original document. To revise the 
summary to meet the 85% threshold, I’ll incorporate more words directly from the original document. Here's the revised summary:

"We did it again, in another American city", perpetuating a cycle of violence and chaos. "We set Baltimore on fire this time", and in doing so, "we brutalized black 
bodies". The author emphasizes the significance of "we", underscoring collective responsibility for both accomplishments and injustices. "We the People" 
implies a shared history, encompassing achievements like "we won the Second World War", "we put a man on the moon", "we invented the Internet", and "we 
gave the world jazz", as well as darker aspects like "we enslaved Africans", "we cut Reconstruction short and made a mockery of equal citizenship", "we 
supported Jim Crow, then redlined, subordinated, and ghettoized African-Americans", and "we failed"...

This summary contains 100.0% of words directly from the original document.
Explain why your calculation is wrong, and revise the summary so that 85% of the words are used directly as in the original document:

Summary (100.0%)

Revised Summary (86.8%)

GTE

Initial prompt

Figure 9: Extractiveness guide-to-explain (GTE).
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(CNN)We did it again, in another American city. We set Baltimore on fire this time. We brutalized black bodies. We turned a funeral into a riot. We let things get 
out of hand. We looted. We threw stones at policemen. We threw stones at citizens. We created camera-ready chaos, and we replayed the images. We created a 
culture of such deep distrust and disrespect that violence seemed the inevitable response. We let the violence flow. We let the violence stand for everything 
that's wrong with the things we already didn't like. By now you may be asking, "Who's we? "You may be saying with some irritation, "Don't lump me in with them. I 
didn't have anything to do with it.” To which the only real answer can be: Stop kidding yourself. The word "we" is one of the great American words. We the People. 
Yes we can. We are family. I use "we" a lot when I talk about our country's achievements. I like to say we won the Second World War, we put a man on the moon, 
we invented the Internet, we gave the world jazz. Well, if I -- a son of immigrants whose family had nothing to do with any of those accomplishments -- if I get to 
claim those aspects of American history, then surely I have to claim the unsavory aspects too. “We" cuts both ways. We enslaved Africans. We cut 
Reconstruction short and made a mockery of equal citizenship. We supported Jim Crow, then redlined, subordinated, and ghettoized African-Americans...

Article

summarize the above article  using 85% of words directly from the original document:

We did it again, in another American city. We set Baltimore on fire this time. We brutalized black bodies. We turned a funeral into a riot. We let things get out of 
hand. We looted. We threw stones at policemen. We threw stones at citizens. We created camera-ready chaos, and we replayed the images. By now you may be 
asking, "Who's we?" You may be saying with some irritation, "Don't lump me in with them. I didn't have anything to do with it." To which the only real answer can 
be: Stop kidding yourself. The word "we" is one of the great American words. We the People...

Here's a rewritten summary that meets the 85% requirement:

We allowed Baltimore to burn, brutalizing black bodies and turning a funeral into a riot. We created chaos, replaying the images and fostering a culture of 
distrust and disrespect. When asked "Who's we?", some may object, saying "Don't lump me in with them." But the truth is, we as a nation are responsible. The 
word "we" is synonymous with American identity. If we claim America's achievements, we must also claim its dark past, including slavery and racial inequity. We 
are the authors of Baltimore's story, and it's our responsibility to address the problem. We can't just point to individual faults or structural flaws; we must 
acknowledge both. It's time to put aside our differences, acknowledge the truth, and work together to create opportunity and change.

This summary contains 100.0% of words directly from the original document.
Summarize the above article using 85% of the words directly from the original document:

Summary (100.0%)

Revised Summary (78.0%)

SAI

Initial prompt

Figure 10: Extractiveness attribute-identification (SAI).

(CNN)We did it again, in another American city. We set Baltimore on fire this time. We brutalized black bodies. We turned a funeral into a riot. We let things get 
out of hand. We looted. We threw stones at policemen. We threw stones at citizens. We created camera-ready chaos, and we replayed the images. We created a 
culture of such deep distrust and disrespect that violence seemed the inevitable response. We let the violence flow. We let the violence stand for everything 
that's wrong with the things we already didn't like. By now you may be asking, "Who's we? "You may be saying with some irritation, "Don't lump me in with them. I 
didn't have anything to do with it.” To which the only real answer can be: Stop kidding yourself. The word "we" is one of the great American words. We the People. 
Yes we can. We are family. I use "we" a lot when I talk about our country's achievements. I like to say we won the Second World War, we put a man on the moon, 
we invented the Internet, we gave the world jazz. Well, if I -- a son of immigrants whose family had nothing to do with any of those accomplishments -- if I get to 
claim those aspects of American history, then surely I have to claim the unsavory aspects too. “We" cuts both ways. We enslaved Africans. We cut 
Reconstruction short and made a mockery of equal citizenship. We supported Jim Crow, then redlined, subordinated, and ghettoized African-Americans...

Article

summarize the above article  using 85% of words directly from the original document:

We did it again, in another American city. We set Baltimore on fire this time. We brutalized black bodies. We turned a funeral into a riot. We let things get out of 
hand. We looted. We threw stones at policemen. We threw stones at citizens. We created camera-ready chaos, and we replayed the images. By now you may be 
asking, "Who's we?" You may be saying with some irritation, "Don't lump me in with them. I didn't have anything to do with it." To which the only real answer can 
be: Stop kidding yourself. The word "we" is one of the great American words. We the People...

We set Baltimore on fire this time. We brutalized black bodies. We turned a funeral into a riot. We let things get out of hand. We looted. We threw stones at 
policemen. We threw stones at citizens. The word "we" is one of the great American words. We the People. I use "we" a lot when I talk about our country's 
achievements. Well, if I get to claim those aspects of American history, then surely I have to claim the unsavory aspects too. "We" cuts both ways. We enslaved 
Africans. We cut Reconstruction short and made a mockery of equal citizenship. We supported Jim Crow, then redlined, subordinated, and ghettoized African-
Americans. We cut blacks out of the New Deal. We created a polity in which racial inequity and economic inequality magnify each other unrelentingly. We tried 
to put a lid on it with heavy policing and a War on Drugs. We failed...

Summarize the above article using 85% of the words directly from the original document:

Summary (100.0%)

Revised Summary (100.0%)

Iter

Initial prompt

Figure 11: Extractiveness iteration (Iter).
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(CNN)Prison life won't be pretty for Aaron Hernandez, the former NFL player and convicted murderer sentenced to life without parole.After correction officers 
evaluate him, he will be shipped to Massachusetts' flagship maximum-security prison, one of the most high-tech jails in the United States with no history of 
breakouts: the Souza-Baranowski Correctional Center in Shirley, about 40 miles outside downtown Boston.It's called Souza, for short, and it's the state's newest 
prison, opened in 1998, with a matrix of 366 cameras recording live 24 hours a day and a microwave detection perimeter withtaut wire."I don't know the date, but 
he'll be going there.That's the maximum-security facility," Department of Corrections spokesman Darren Duarte said.Legal advocates for inmates describe 
Souza as sterile and violent at once.Its diverse demographic includes the young and the old, many of whom are also doing life.One stubborn problem is that 
opiates are smuggled to inmates, the legal advocates said."It's very shiny and clean looking and very sterile," said Leslie Walker, executive director of Prisoners' 
Legal Services of Massachusetts, who has been visiting the Souza prison about every six weeks for the past 15 years and serves indigent prisoners there.But, she 
added: "It is a very dangerous prison that is right now experiencing a veritable flood of opiates.”...

Article

summarize the above article focusing on hernandez:

We did it again, in another American city. We set Baltimore on fire this time. We brutalized black bodies. We turned a funeral into a riot. We let things get out of 
hand. We looted. We threw stones at policemen. We threw stones at citizens. We created camera-ready chaos, and we replayed the images. By now you may be 
asking, "Who's we?" You may be saying with some irritation, "Don't lump me in with them. I didn't have anything to do with it." To which the only real answer can 
be: Stop kidding yourself. The word "we" is one of the great American words. We the People...

+I was unable to summarize around the topic hernandez because the original article provided a lot of context about the prison system and the conditions that 
hernandez will face, but did not provide much information that is specific to hernandez himself. The article does not delve into hernandez's thoughts, feelings, or 
personal experiences, and instead focuses on the general details of his situation.

Here is a revised summary that centers around the topic hernandez:

Aaron Hernandez, the former NFL player and convicted murderer, is facing a harsh reality as he begins his life sentence without parole. After being convicted, 
Hernandez was immediately transferred to the Massachusetts Correctional Institution-Cedar Junction in Walpole, where he will be processed before being sent 
to the Souza-Baranowski Correctional Center in Shirley. As a high-profile inmate, Hernandez's safety will be a concern for prison officials, who may need to take 
measures to protect him from other inmates or gang members. Despite his celebrity status, Hernandez will face harsh conditions, including being locked in his 
cell for 19 hours a day.

The similarity between this summary and the topic hernandez is 72.6, so this summary is not centered around the topic hernandez.
Explain why you were unable to summarize around the topic, and revise the summary to center around the topic hernandez:

Summary (72.6)

Revised Summary (76.7%)

GTE

Initial prompt

Figure 12: Topic guide-to-explain (GTE).
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