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Abstract

Human dialogues frequently feature explana-
tions when it comes to conveying ideas and
engaging in discourses. Synthetic explanatory
dialogues offer potential for various applica-
tions such as dialogue systems and model self-
rationalization. However, synthetic dialogues
are typically regarded as inferior in quality com-
pared to human ones. We investigate large lan-
guage models’ capability of completing a miss-
ing dialogue turn within a given context of an
explanatory conversation. We conduct experi-
ments over three datasets, which cover both nat-
ural and synthetic explanatory dialogues, and
apply two test suites for evaluation. While the
evaluation confirms the quality gap between hu-
man and synthetic dialogues, LLM-generated
turns are found to outperform human ones in
fluency and grammatical accuracy. Moreover,
while each of the three investigated models
demonstrates distinct strengths and weaknesses
on the task, their performance can be consis-
tently improved through prompt-based refine-
ment methods.

1 Introduction

In pursuit of interpreting model behavior under the
notion of explainable artificial intelligence (XAI),
explanation not only plays opportunities for ra-
tionalizing models’ decision-making (Lakkaraju
et al., 2022; Feldhus et al., 2023). More gener-
ally, explanation plays an important role in con-
ceptualizing ideas (Miller, 2017). The enhanced
natural language generation (NLG) capability of
large language models (LLMs) enables them to
bring forward more interactive conversation with
human users and even perform explanatory dia-
logues. Nevertheless, dialogue is by nature com-
plex in terms of back-and-forth exchanges and con-
textual information regarding speakers or space.
The dynamic flow of utterances poses challenges
in terms of capturing features and aspects to be
modeled. Aspects such as providing statements
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Figure 1: The summary of the dialogue completion task
(top) and the pipeline of the experiments (bottom).

and interacting with an interlocutor are difficult for
conventional conversational agents, while the more
advanced approaches continue to suffer from these
challenges very often (Ni et al., 2023).

Focusing on explanatory contexts, our study ex-
plores the dialogue completion task (Fig. 1) and
deals with how models and human behave differ-
ently in a dialogue, as well as the measurement of
such differences (Dai et al., 2022; Li et al., 2023;
Wang et al., 2024). In light of these motifs, we
investigate LLMs’ capability of performing expla-
nation on given topics in conversational scenarios,
contributing the following: (1) We explore how dif-
ferent prompting strategies alters the output space
of the dialogue completion task. (2) We compare
synthetic vs. human and colloquial vs. written
dialogues turns using two test suites containing a
range of reference-free metrics evaluating dialogue
quality, FED (Mehri and Eskénazi, 2020a) and
IXQUISITE (Feldhus et al., 2024) (§3.3). (3) We
make analyses on performance of dialogue com-
pletion task, discovering that LLMs tend to phrase



information fluently and yet struggle to engage ef-
fectively with the interlocutor when it comes to pro-
viding explanations in a dialogue form. (4) We in-
struct LLMs to refine their own outputs in pursuit of
resembling human explanatory dialogues, thereby
confirming LLMs’ capability of self-refinement
(Madaan et al., 2023; Zhang et al., 2023) (§3.4)
given additional information regarding the score
gap between task output and the corresponding
original turns.

2 Background

2.1 Explanatory dialogue

Under conversation scenarios, explanatory dia-
logues (Figure 6 in the Appendix) typically exhibit
linguistic features distinct from plain text at syn-
tactic, semantic, and pragmatic level to owing to
the interaction between speakers. Alshomary et al.
(2024) hypothesized a successful explanation to be
based on both explanation moves and dialogue acts;
that is, effective explanations rely on not only elab-
orating the topic but the corresponding pragmatic
formulation in the back-and-forth interaction.

Real-life scenario Targeting mutual understand-
ing, explanatory dialogues demonstrate high diver-
sity for the purpose of adapting to different tar-
get audience. The educational scenario (Liu et al.,
2024) is one of the contexts in which explanations
most frequently occur (Demszky and Hill, 2023;
Kwon et al., 2024): In such a setting, the exper-
tise level and familiarity with a topic becomes an
essential concern in studying such conversations
(Wachsmuth and Alshomary, 2022).

2.2 Synthetic dialogues

Previous studies reported a gap between human
and synthetic dialogues (Dai et al., 2022; Li et al.,
2023; Stacey et al., 2024) in that human conversa-
tions were commonly considered more commonly
applicable. Although recent studies indicated that
model-generated explanatory dialogues could be
more favorable than human ones, LLMs were re-
garded not as replacement of human experts but
instead an augmentation of experts’ explanation
capabilities (Li et al., 2024). Similarly, Dai et al.
(2022) suggested that, while synthetic data couldn’t
thoroughly replace human dialogue data, model-
generated dialogues may already benefit interactive

'The code is available at https://anonymous.4open.
science/r/dialog_completion-FBF9

conversation systems in fine-tuning models towards
producing more natural dialogues.

Tack and Piech (2022) applied LLMs to simulate
real-world teaching scenarios. Through treating
LLM as a teacher agent interacting with a student,
their chatbot could deliver decent teaching qual-
ity and yet was outperformed by human teachers
in interacting with students according to human
evaluation. Liu et al. (2024) focused on student
behaviors and found LLMs capable of following
instructions to simulate students. Concerning five
personality traits, LLMs could diversify their out-
put in a personality-aware simulation.

2.3 Evaluating synthetic dialogues

Evaluating dialogue is considered challenging ow-
ing to the interactive nature involving speakers
and turns. Corresponding criteria cover coherence,
participation, and engagement (Adiwardana et al.,
2020). Conventional methods for evaluating NLG
output are therefore insufficient for capturing the
quality of conversational flow as how human would
perceive it (Deriu et al., 2021). The failure of con-
ventional reference-dependent metrics such as F;
and BLEU on evaluating dialogues directed prior
studies to develop more advanced approaches that
remain robust under the dynamic conversational
expressions (Zhang et al., 2021; Ma et al., 2022;
Mendonga et al., 2024). USR (Mehri and Eské-
nazi, 2020b) and FED (Mehri and Eskénazi, 2020a)
performed automatic evaluation for turn-level and
dialogue-level aspects based on DialoGPT without
the need for a reference or ground truth. From
an alternative perspective, Feldhus et al. (2024)
proposed IXQUISITE, a didactics-inspired suite of
metrics which targets explanatory dialogues and
employs count-based methods to track linguistic
features.

2.4 Rationalization and self-refinement

Following early work of free-text rationalization
(Camburu et al., 2018; Rajani et al., 2019), more
complex prompting methods were proposed in
recent years in pursuit of rationalizing models’
decision-making. Chain-of-thought prompting
(Wei et al., 2022) employed a multi-step reasoning
process, while Madaan et al. (2023) introduced self-
refine prompting, in which LLMs are recursively
prompted for and with feedback concerning their
own output, yielding more favorable responses for
both human readers and according to automatic
metrics.
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3 Experiments

We instruct LLMs to complete explanatory dia-
logues. Figure 1 (bottom) presents an overview
of our workflow, which is composed of four ma-
jor stages: Data processing (§A.1), Dialogue com-
pletion task (§3.1 & §3.2), Evaluation (§3.3), and
Fine-tuning (§3.4). The experiments cover three
English-language datasets featuring two-agent ex-
planatory dialogues: ReWIRED (Feldhus et al.,
2024), WikiDialog (Dai et al., 2022), and ELI5-
dialogues (Alshomary et al., 2024). Details and
sample data points are provided in Appendix A.1.

3.1 Task

The dialogue completion task requires LLMs to fill
in a removed target turn uttered by the explainer
from a segment of a given dialogue context. For-
mally, an entire dialogue (D) initially consists of n
turns (T)): D =T1,T5, ..., T,.

We select the subset of turns that are longer than
minimum length I: D(I) = i1,1i9, ..., i

Finally, for each target turn 7;, a window
of length w is applied to retrieve its surround-
ing dialogue context. LLMs are instructed
to fill in the removed target explainer turn
t; in the segmented dialogue context d;(w),
which consists of ¢; and its surrounding turns:
(E_w,...,E_l,ti,ﬂ+17...,ﬂ+w). With LLM-
generated turn ¢, replacing the removed ¢; turn,
the dialogue context is completed as d;(w) =
(Ti—ws s Tim1, t5, Tty ooy Tigw)-

Figure 9 in the Appendix visualizes the above
process and further demonstrates how data in-
stances are built out of the original, unprocessed
(raw) dialogue: Suitable turns are first selected and
then joined by their respective surrounding context
retrieved from the raw dialogue. In the prompt, the
target turn is replaced with a placeholder which
LLMs are instructed to fill in.

Practically, we control the data instance building
process with two variables: length (/) and win-
dow (w). [ defines the minimum number of to-
kens for a turn to be selected; taking into account
that LLM-generated texts tend to fall into a cer-
tain length, the variable is capable of filtering out
short turns such as Could you say that again? or
You’re right, I could totally agree, which can nat-
urally occur in conversations between human. w
determines the number of turns prior to and follow-
ing the target turn in the dialogue context. Since
all datasets feature only two speaking agents, we

topic speakers

Below is an excerpt from a conversation [[E138) between a TS| and a (LIS, Some part ]

of the dialogue is missing, marked out as {missing part}. Please fill in the missing turn based on the
given dialogue context.

o}
°
©
L}
]

Explainer: The reason we're not just flying off the earth is because earth has gravity, so if we throw
something up, it comes back down, so that's why when we're walking on the earth, we don't fly
off the earth because the earth has gravity, and it keeps us down.

Explainee: Nice.

Explainer: {missing part}

Dialogue context

Please fill in the missing
dialogue in JSON format:
{"missing part": }

Now, please follow the context, fill in the missing dialogue,
and return the filled-in turn in JSON format:

Explainer: The reason we're not just flying off the earth is
because earth has gravity, so if we throw something up, it
comes back down, 5o that's why when we're walking on the
earth, we don't fly off the earth because the earth has gravity,
and it keeps us down.

Explainee: Nice.

Explainer: {"missing part": }

Figure 2: Prompt structure for the explanation dialogue
completion task with all the tested prompt variables
marked out.

set w to 2 throughout the experiments.> Follow-
ing a rough analysis on the output from a trial run
(Appendix B), [ is set to 30 tokens.

3.2 Prompting

We conduct experiments with Mistral-0.3 7B
(Jiang et al., 2023), Llama-3.1 8B (Grattafiori
et al., 2024), running on NVIDIA A100 GPU.
Claude-3 Haiku (Anthropic, 2024) (Version
20240307) is accessed through Anthropic API. All
models are of the smallest size within their respec-
tive model family. The prompt design is shown
in Fig. 2 with an example dialogue from WIRED.
Three prompt variables are explored:?

Topic. The variable determines whether to es-
tablish the dialogue topic in the task description.
The dialogue topics are only provided in WIRED /
ReWIRED and WikiDialog.

Speakers. By default, the dialogue agents are
called explainer and explainee in the prompt. The
speakers variable aims to specify speakers in the
task description, referring mainly to the five levels
of expertise covered in the WIRED / ReWIRED
dataset. For the WikiDialog dataset, applying this
variable would lead to mentioning explainer model
and explainee model, while no changes are applied
to the ELI5-dialogues dataset.

Open-end. This variable is used for remove the
turns occurring after the target turn and could
thereby reduce the context considerably.
WikiDialog and ELI5-dialogues are sub-
sampled to approximate the size of the ReWIRED

2Setting w to an odd number would result in the dialogue
context starting and ending with an explainee turn. A higher
w such as 4, however, could lead to an overly lengthy context.

3App. B documents our trial run with a fourth setting.



dataset, which contains 85 dialogues. In the orig-
inal WIRED corpus, a dialogue has 23.8 turns on
average, while most dialogues include fewer than
10 turns in the other two datasets. Therefore, 255 di-
alogues are randomly selected from each of WikiDi-
alog and ELI5, creating test splits that are three
times the size of ReWIRED to ensure a compara-
ble number of target turns for the task.

3.3 Evaluation

In order to evaluate the dialogues, FED (Mehri and
Eskénazi, 2020a) and IXQUISITE (Feldhus et al.,
2024) (§2.3) are applied to measure the differences
between the model-generated turns and their cor-
responding original ones. On every data point, the
two test suites rate the original dialogue and the
model-completed dialogue separately, deriving two
scores for 24 aspects in total.

FED assesses explanatory dialogues with multi-
ple positive and negative feedback utterances that
could reflect the perceived quality for 18 aspects®:
For example, Cool! That sounds super interesting
and That’s really boring are respectively consid-
ered positive and negative ones for the “interesting”
aspect, which features six such utterances. While
around half of the aspects include both positive and
negative utterances, the others feature only the neg-
ative ones. The score of each aspect is determined
by the likelihood for DialoGPT, a pre-trained dia-
logue response generation model, to respond with
these utterances to the turn being evaluated.

IXQUISITE (Feldhus et al., 2024) covers seven
annotation-dependent acts-related aspects and
seven reference-free numerical ones. Unlike met-
rics such as USR and FED, which rely on pre-
trained embedding, IXQUISITE employs numeri-
cal methods to track linguistic features including
lexical complexity, synonym density, coherence.

3.4 Instruction-tuning

Since LLMs were shown to imitate human per-
sonality through prompt-based methods (Liu et al.,
2024), we examine to what extent can LLMs be
instructed to shorten the gap between model output
and natural utterances (Jia et al., 2024; Madaan
et al., 2023). For that, we use the quality measure-
ments from §3.3 as recursive feedback in the form
of scores. Since most aspects covered by FED and
IXQUISITE do not share the same scale, the scores
are first normalized and then subtracted to measure

“Table 5 lists the 18 aspects covered by the FED metric.

ReWIRED WikiDialog ELI5-dialogues

Built data points 743 313 583
(1=30, w=2)

. 398 214 318
Mistral-0.3 (53.6 %) (683 %) (54.5 %)
lamas. 1 521 272 448

: (70.1%) (869 %) (76.9 %)
Claude-3 524 246 234
(705 %)  (78.6 %) (40.1 %)

Table 1: Data points and percentage of task accom-
plishment across models and datasets. The numbers are
averaged from the four prompted variables (App. D).

the difference for the individual feature of a given
data point: Af = f’"U;F“F - f";% where f,,, and
fo respectively represent the feature score of model
output and the original dialogue. In the standard
score normalization, mean value pr and standard
deviation o g are calculated from all scores for the
given feature E%, i.e., including both scores
of model output and original turns.

For each instance, we then retrieve n worst-
performing features with the lowest Af. We set
n to 3, so that many features are included with-
out building an overly lengthy instruction. These
aspects are then mapped to descriptions’ to form
instructions. In addition to the rule-based instruc-
tions, two strategies are tested for the overall
prompt structure (Fig. 18 in Appendix): (1) Mod-
ifying the original prompt (Fig. 2) by adding the
instruction to the end of the header; (2) Rewrit-
ing the header such that the model has to revise
the filled-in turn instead, inspired by prior work in
LLM-based free-text evaluation (Chiang and Lee,
2023; Xu et al., 2023; Jiang et al., 2024).

4 Results

4.1 Dialogue completion

Task accomplishment Table 1 reports the task
accomplishment rate, which is found to vary across
models and datasets. We find LLMs sometimes
fail to adhere to the specified JSON format. This
could happen when LLMs attempt to offer multiple
possible answers or append additional text (e.g.,
repeated prompt footer or explanatory notes) to the
response. Alternatively, the output could exceed
the token limit, which is often the case when longer
dialogue contexts are involved in the prompts.

In general, Llama-3.1 and Claude-3 outper-
form Mistral-@.3 in following the instruction.
All three LLLMs achieve the highest task accom-
plishment rate on the WikiDialog dataset with

>Table 7 shows the descriptions for all 24 aspects.
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Figure 3: The different task performance of
Mistral-@.3 across three variables in prompt design:
topic, speakers, and open-end.

synthetic dialogues. Although Claude-3 gen-
erates mostly properly formatted responses on
ReWIRED and WikiDialog, it struggles with ELI5,
likely due to the longer dialogue contexts.®

Task performance Across the three datasets
(Figures 14, 15, 16 in Appendix), the results for
the dialogue completion task share similar trends
with baseline experiments where we applied the
test suites to the original data (App. A.3): LLMs
tend to formulate explanatory turns well while in-
teracting with the interlocutor rather poorly. Never-
theless, the divergence from baseline varies across
datasets. On WikiDialog, the LLM-generated turns
frequently reach similar scores to the original turn,
while the gap is the widest for ReWIRED.

The three models exhibit inconsistent perfor-
mance under different combinations of the vari-
ables. In many cases, the turns generated by
Claude-3 are rated similarly to the baseline, par-
ticularly on WikiDialog, but can sometimes be
outperformed by the two open LLMs. Surpris-
ingly, although Llama-3 achieves better scores
in most FED aspects in the trial run (App. B),
Mistral-@.3 often outperforms Llama-3.1 in
the full-size experiment. Even so, according to
IXQUISITE, the turns filled-in by L1ama-3. 1 share
more similar linguistic features to the original turns,
especially concerning text complexity. Regarding
prompt design, open-end affects the output most
drastically and mostly results in scores that deviate
more from the baseline. In contrast, topic & speak-
ers perturbs the output less, and the relative value
compared to the baseline fluctuates (Fig. 17).

SFor each dataset (ReWIRED, WikiDialog, and ELI5-
dialogues), a sample instance and corresponding model out-
put is provided in App. A.2.

ReWIRED WikiDialog ELI5-dialogues
specific informative consistent
flexible consistent depth

by dataset error recovery diverse diverse
coherence error recovery flexible
inquisitive interesting specific

Mistral-0.3 Llama-3.1 Claude-3

specific specific consistent
flexible flexible flexible

by model inquisitive error recovery — min. explanations

likeable informative diverse
depth inquisitive depth

Table 2: The five features with the lowest normalized
A f scores by dataset and by model. Features that appear
more than once are highlighted in boldface.

4.2 Tuning filled-in turns

Prompting strategies Table 2 lists the worst-
performing features across datasets and models,
showing that the filled-in dialogue turns commonly
perform worse in aspects, such as specificity, flex-
ibility, and consistency.” Using ReWIRED as
an example, the prompt for tuning outperforms
the adapted original prompt in every FED aspect
(Fig. 17). Therefore, the other datasets and mod-
els are later tuned only with the designated prompt,
which also aligns better to the self-refine prompting
framework (Madaan et al., 2023).

The tuned performance also varies across model
and prompting variables. After instruction-tuning,
the dialogue turns generated by Llama-3.1 are
often rated better than the baseline, whereas the
gap between original and filled-in turn remains for
Mistral-@.3. On the other hand, with the partially
eliminated context in open-end, instruction-tuning
introduces more drastic performance changes but
also uncertainty in that the refined output can be
rated worse more often.

Self-refine tuning In most scenarios®, the tuned
outputs achieve higher scores in most FED as-
pects, but in cases where LLMs tend to outperform
human explanations (e.g., “semantically appropri-
ate,” “understandable,” and “fluent’), the scores
decrease. Such trend applies to Mistral-0.3 and
Llama-3.1 in most settings, tuning Claude-3 of-
ten worsens the results, e.g., WikiDialog with topic
& speakers & open-end prompt (Fig. 20), and on
ELI5 across both prompt variants (Fig. 21). Over-
all, Claude-3 often achieves the best scores in

" Although IXQUISITE scores do not directly imply dia-
logue quality, we do not exclude them in feature selection
because the FED aspects remain more dominant.

8Charts are provided in App. D.



the dialogue completion task, limiting its poten-
tial of further refinements. In comparison, while
Llama-3.1 usually performs worse on the task,
instruction-tuning substantially improves its out-
put, even under scenarios where the initial output
already appears promising (Fig. 21).

A similar trend can be observed on a dataset
scale: Substantial improvements following tuning
are more likely when the gap is larger between
task performance and the baseline. With the same
vanilla prompt, the output of ELI5 performs rather
consistently before and after tuning in comparison
to the other two datasets.

5 Discussion

5.1 LLM output of dialogue completion

For the dialogue completion task, the results show
that the LLMs’ outputs align more closely with
the provided dialogue context than with additional
information appended to the task description. Leav-
ing out subsequent turns induces more space for
potential output than other explored prompt modi-
fications. At every stage, applying open-end usu-
ally leads to poor results. This trend confirms the
gap between how human speakers and LLMs ad-
dress explanations, as models usually fail to per-
form robustly under the reduced dialogue context:
Examples of open-end (App. A.2) further show
that LLMs often incorporate different details in an
explanation, which leads to misaligned content be-
tween the model-generated turn and the subsequent
ones. However, the written turns in ELI5 are an
exception, suggesting that LLMs can come up with
explanatory turns that approximate the human ones
within their output space.

Turn length of the output is also sensitive to the
dialogue context. The trend is particularly relevant
to the task accomplishment rate of Claude-3 on
ELI5, which is the lowest overall (Table 1). Many
model-generated turns are discontinued because
the token limit is reached, which eventually results
in uncompleted JSON objects. Since the written
dialogues tend to feature longer turns, models may
also respond with longer ones.

In comparison, task description makes little
difference to the performance. Specifying dialogue
topic or expertise level of speakers may sometimes
introduce slight performance enhancement, such
as the FED aspects shown in Figure 14, but most
of the time, prompt variables fopic and speakers
hardly affect FED and IXQUISITE scores.

5.2 Dialogue quality

Thanks to their sources, all datasets exhibit distinct
characteristics according to FED and IXQUISITE
(App. A.3), revealing how the metrics rate human-
spoken (ReWIRED), synthetic (WikiDialog), and
human-written dialogues (ELI5).

Although ELIS outperforms the other two
datasets in most FED aspects, when looking at turn-
level and dialogue-level assessments, WikiDialog
achieves better scores on turn level (“fluent”, “un-
derstandable”, “semantically appropriate’”) where
ELIS turns are reported to perform even worse than
the ReWIRED ones. Such tendency reflects the
characteristics of written text: Constructed from
Wikipedia entries, explanatory turns in WikiDialog
are expected to be more sophisticated in language
use. Nevertheless, the written turns from ELI5 ob-
tain lower scores than the ReWIRED transcripts,
because field experts (ReWIRED) presumably ex-
plain a concept better than random Internet users.

In comparison to the turn-level criteria, ELIS
reaches the best scores on all dialogue-level FED
aspects. This proves that human conversations are
more natural as a whole and the dialogue flow is
considered superior to that of synthetic dialogues.
The score differences to ReWIRED and WikiDia-
log further reflect the nuances between colloquial
and written language, especially in aspects where
the scores of ReWIRED deviate more heavily from
those of WikiDialog and ELI5 (“understanding”,
“coherent”, “topic depth”). Written texts tend to ob-
tain higher scores on delivering information, while
interactivity of transcripts would usually be rated
better. Nevertheless, the IXQUISITE metric says
that written texts involve significantly more com-
plex language use (“lexical complexity”, “readabil-
ity level”) and less repetition (“minimal explana-
tions™), while this difference is smaller between
written and spoken dialogues. These findings con-
firm the complexity of explanatory dialogues and
the challenges for evaluation, as linguistic features
do not directly determine dialogue quality but in-
stead contribute to how speakers could possibly
engage with and perceive a conversation.

Despite similar characteristics according to
IXQUISITE, human-written dialogues outperform
the spoken ones in all FED aspects. Speaking is
typically regarded as the most fundamental form of
conversation, so this counterintuitive misalignment
raises concerns about biases in FED towards writ-
ten language and its use for dialogue evaluation.



Evaluated Aspect Mistral-0.3 Llama-3.1 Claude-3
Relevant -33.3 -37.5 -51.5
Interesting -40.6 -51.0 -33.1
Fluent 46.1 53.4 40.3
Correct -32.6 -36.8 -51.1
Understandable 45.0 524 37.8
Semantically appropriate 38.2 49.0 32.8
Specific -45.7 -50.6 -35.2
Engaging -36.5 -47.4 -26.6
Likeable -37.6 -46.6 254
Understand -33.3 -37.6 -51.6
Coherent -33.3 -37.6 -51.6
Depth -32.6 -36.5 -50.9
Flexible -13.7 -19.7 -12.8
Diverse -31.6 -35.2 -50.2
Inquisitive -424 -50.1 -36.7
Error recovery -34.6 -39.4 -52.6
Informative -33.2 -44.5 -38.1
Consistent -31.0 -34.5 -49.8
" Minimal explanations ~ ~ =~ =169~~~ - 57 - -20.3

Lexical complexity 48.2 7.3 38.5
Synonym density -3.7 0.2 1.4
Adaptation -3.6 -10.5 8.9
Reading grade 14.5 1.4 1.0
Coherence -1.8 1.3 3.1

Table 3: Normalized evaluation results in percentage
(%) of each model on all datasets using the vanilla
prompt. The best scores for each aspect are highlighted.

5.3 Model-generated and human turns

LLM-generated turns can function as explanations
and yet often fail to put interactivity into practice,
confirming the gap between synthetic and human
dialogues (Dai et al., 2022; Stacey et al., 2024).
Models perform the task better on dialogues more
closely aligned with the impression that human
readers intuitively associate LLM output, such as
being grammatically correct and elaborate. Over-
all, the task output for ReWIRED deviates from
the baseline the most according to FED, while
the gap is also confirmed by IXQUISITE in that
model-generated turns tend to feature more com-
plex utterances. Yet this does not mean LLMs
work well with all the synthetic data; WikiDialog
does not necessarily feature the characteristics of
model-generated dialogues. Likewise, the detailed
expressions in ELI5 may contribute to its outstand-
ing score in various aspects.

LLMs are efficient in organizing information
into sentences that make sense, even within a di-
alogue format, but perform poorly in providing
the interlocutor with sufficient information (“topic
depth”, “informativeness”). Insufficient specificity
of generated dialogues has also been pointed out by
Wang et al. (2024). Across the evaluated aspects,
the three models exhibit divergent performance (Ta-
ble 3): While Claude-3 tends to generate succinct
output, Mistral-@. 3 often provides detailed ex-
planations (App. A.2). Although seemingly bet-
ter at first glance (Figures 14 & 16), Claude-3
doesn’t outperform the other open LLMs, but it is

rated higher at interaction (“engaging”, “likeable”),
which is commonly considered challenging for dia-
logue systems, and especially for Llama-3.1. Its
poor interactivity is related to the verbosity of ex-
planations, which may fail to address the query
implied by the dialogue context (Li et al., 2024).

The IXQUISITE metric tells us that Mistral fa-
vors more complex expressions, while Claude-3
tends to employ slightly more conjunctions. Along-
side FED, we observe a slight correlation between
lexical complexity and informativeness, and a bet-
ter interactivity through the use of plain language
and connective words. The scores supply the FED
suite with a bridge between the pragmatic outcomes
and quantifiable linguistic features.

5.4 Self-refined filled-in turns

LLMs are capable of improving their own output
for the dialogue completion task. Our instruction-
tuning strategies, inspired by Madaan et al. (2023),
prove that these improvements are independent
from dialogue history and can be achieved simply
with zero-shot instructions.

Although the original output and the re-
fined output often incorporate analogous contents
(App. A.2), the different evaluation outcomes con-
firm that explanations rely not only on content but
also on expression (Wachsmuth and Alshomary,
2022), and that how a concept evolves is equally
important. Figures 19 to 21 show that L1ama-3.1
consistently yields substantial improvements for
the FED aspects, which is not always the case
for the other two models. While the improvement
of Mistral beats Claude, both models perform
better on ReWIRED than the other two datasets,
where instruction-tuning sometimes decreased the
scores. This tendency could be related to the task
performance, in which model-generated turns of
ReWIRED often show the largest gap from the
baselines, leaving more room for improvement.
The prompt variable open-end limits the models’
improvement, as the short context introduces more
uncertainty, even with additional instructions.

Aspects measured by FED are correlated, since
a reference utterance can be shared by multiple
aspects and contribute to their respective scores si-
multaneously. As a result, instructions focusing on
certain aspects in fact introduce an overall improve-
ment. The overlap between evaluated aspects could
also be observed from the sensitivity to prompt
variables (Fig. 4), as different FED aspects could
exhibit similar tendencies under such perturbation.
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w.r.t. their worst-performing feature (Table 2) on
ReWIRED. Changes in scores are represented by slope
m. Model-specific colors highlight instances where the
given aspect is described in the instruction.

On instance level, specifying aspects in the
prompt results in substantial score increases com-
pared to the overall improvement. For Figure 5, we
observe a steeper gradient where the given aspect
is described. From all combinations of prompt vari-
ables on ReWIRED, we find the prompted instruc-
tion to correlate with the quality on the correspond-
ing evaluated aspect of explanatory dialogues.

6 Conclusion

In this work, we conducted a comprehensive study
of the dialogue completion task in three distinct ex-
planation domains: Human spoken, human written,
and synthetic. We are the first to explore dialogue
completion — as proposed in Dai et al. (2022) and
picked up by Li et al. (2023); Wang et al. (2024); Li
et al. (2024), i.a. — for explanatory dialogue across
multiple domains. We found LLMs capable of

efficiently formulating knowledge or information
for explanatory dialogues, but they often remain
inadequate to replace human explanations owing
to the poor interactivity. The output space of the
dialogue completion task highly depends on how
the dialogue context is established. Although the
word choices in the prompt have a small effect,
the changes are often negligible in comparison to
those introduced by trimming dialogue context. In
contrast, a reduced context significantly lowers ex-
planation quality on both turn and dialogue level.

According to two reference-free test suites,
LLMs tend to suffer from the interplay with the
interlocutor, especially while taking the entire con-
versational context into account rather than a sin-
gle turn. LLMs fail to achieve the baseline’s per-
formance on human-spoken conversations, likely
owing to the wider disparity between colloquial
and written language, as well as the differences be-
tween model-generated and human-produced con-
tents. The corpus with human-written explana-
tions from online forums was rated highest, while
ReWIRED is constantly considered as the lowest
quality, presumably due to editing and intrinsic bi-
ases towards written dialogues. Despite the gap be-
tween the original and filled-in turns, LLMs could
refine their own task output through prompt-based
methods and metric-based feedback, where smaller
ones like L1ama-3.1 especially profit from. Our
analysis of the worst-performing features reveals
that specific aspects of underperformance still vary
across models and tasks.



Limitations

The datasets adopted in this work are rather small,
especially after resampling WikiDialog and ELI5-
dialogues to align with the size of ReWIRED.
Considering the task accomplishment rate, the final
amount of data points per batch sometimes falls
below 200, which could limit the robustness of
the findings and increase susceptibility to sampling
error. In addition to the limited data points, bi-
ases could originate from the minor flaws in the
experimental pipeline. For example, although the
IXQUISITE aspect “synonym density” is left out
for WikiDialog and ELI5-dialogues, the aspect
continues to exist in instruction-tuning and occa-
sionally becomes one of the worst features.

The FED metrics’ preference for written di-
alogues could possibly relate to the pretrained
DialoGPT model. Although conversations can be
transcribed, written chats are presumably more
readily available as data. If the model was trained
more on dialogues in form of messages or texts,
it would more likely predict written language as
its output, which eventually leads to higher scores.
Another potential cause is that the 5 Levels videos
(source of the (Re)WIRED dataset) were heavily
edited. The production process may create gaps be-
tween dialogue turns, causing lower scores. Never-
theless, such preference doesn’t necessarily imply
poor reliability of the scores; considering that appli-
cations such as dialogue-oriented NLE commonly
concern written dialogues, the metric is still con-
sidered robust while highlighting the gap between
data sources.
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A Data
A.1 Datasets

The datasets adopted in the experiments are de-
scribed as below:

WIRED / ReWIRED. Focusing on explanatory
dialogues on scientific topics, the WIRED dataset
(Wachsmuth and Alshomary, 2022) transcribes hu-
man conversations from 65 edited video clips in
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which 13 high-level subjects are explained by a
field expert to different target audience. For each
topic, the dataset includes five distinct expertise
levels of explainee: child, teenager, undergraduate
student, graduate student, and colleague, i.e., an-
other field expert. Similar concepts could always
develop differently in the way of being phrased and
argued (Figure 6). Moreover, the dataset features
turn-level labels that highlight interactions cate-
gorized into dialogue acts, and explanation acts.
The expanded ReWIRED corpus in Feldhus et al.
(2024) adds 65 more transcripts and features token-
level annotations that incorporate teaching acts.

WikiDialog. Dai et al. (2022) built this dataset
from Wikipedia texts through “inpainting” the miss-
ing part of a dialogue; to be specific, raw texts
from the documents were segmented into explainer
turns that interact with an imagined explainee agent,
and the explainee turns were then filled-in with
the predicted output from a designated “inpainter”
model. The validation set originally consists of
113,820 synthetic dialogues. We remove the di-
alogues that are shorter than 10 turns; moreover,
since Wikipedia pages frequently focus on specific
individuals, we apply a rough NER filter to dia-
logue topics with NLTK toolkits for removing those
dialogues, resulting in a total of 42,573 dialogues.

ELI5-dialogues. This dataset by Alshomary et al.
(2024) extracts around 400 conversations from the
Explain Like I'm Five subreddit, where users ask
questions and request understandable explanations.
ELI5 demonstrates how explanations could be de-
livered in written form, which better resembles the
interaction with LLMs. The corpus contains 2,650
annotated data instances. Considering written texts
can sometimes be longer than transcribed oral con-
versations, we remove the dialogues containing
lengthy turns that are over 200 tokens. This slightly
reduces the corpus size to 2,056 data instances.

A.2 Sample data points

Table 9 to 11 include one data instance per dataset,
showing the retrieved explanatory dialogue context,
the original turn, and the output of each model turns
under the vanilla prompt.

Table 12 demonstrates a comparison between
task output with and without open-end prompt vari-
able, which is found to impact model output the
most. Furthermore, Table 13 sheds light to how
instruction-tuning may alter the output while phras-
ing mostly the same contents. In both tables, dis-
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tinction between the two output variants are man-
ually highlighted. In light of the metric scores in
the evaluation results, the misalignment of these
highlighted details may reflect the qualitative dis-
tinction that ultimately contribute to nuances in the
quantitative analyses.

A.3 Dataset quality (baseline)

Table 4 presents the evaluation results of the origi-
nal turns per dataset as a baseline. In almost all the
FED aspects, ELI5 achieves the best score, while
WikiDialog occasionally outperforms the other two
datasets. On the other hand, the IXQUISITE met-
ric reveals that the WIRED dataset scores slightly
higher in “adaptation” and “coherence”, WikiDi-
alog receives high marks in some aspects such
as “lexical complexity”. While the FED metric
provides a qualitative assessment for each aspect,
the IXQUISITE scores do not necessarily imply
dialogue quality; instead, they offer mostly descrip-
tions of the form and function of the language fea-
tures. For example, complicated diction and syntax
may appear more suitable or common to certain
interlocutors, but the level of lexical complexity
itself remains neutral.

B Trial run

We conduct a trial run on the original WIRED
dataset with Mistral-@.3 7B (Jiang et al., 2023)
and L1ama-3 8B (Grattafiori et al., 2024) to decide
the variables to be included in the experiments.
With [ set to 60 tokens and w set to 2 turns, the trial
batch outputs in total 2,632 segmented dialogues
filled-in by LLMs. Among all data points, the
model-generated turns contain 1.59 sentences with
a length of 30.39 tokens on average.

Evaluated with FED and IXQUISITE (Figure
8), the trial run hints at the performance difference
carried out by the four prompt variables (Figure 2).
The variable footer w/ context is left out because
LLMs follow the instructed output format poorly,
presumably owing to the longer and repetitive in-
put. Under the remaining eight scenarios derived
from combination of topic, speakers, and open-end,
Mistral-@.3 (Figure 10) and L1ama-3 (Figure 11)
are rated similarly by the two test suites: Applying
open-end drastically affects model performance,
while topic and speakers introduce less changes to
the scores.

The outcome of the trial run introduces adjust-
ments to the subsequent experiment on the main
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Evaluated Aspect ReWIRED WikiDialog ELI5
Relevant 6.92 7.56 7.73
Interesting -11.13 -15.18 -9.15
Fluent 9.90 12.73 8.17
Correct 6.94 7.61 7.76
Understandable 9.06 11.90 7.63
Semantically appr. 10.44 13.11 8.45
Specific -7.15 -11.00 -6.02
Engaging -14.14 -18.46 -11.63
Likeable -8.33 -12.57 -6.74
Understanding 6.91 7.56 7.74
Coherent 6.90 7.55 7.72
Topic depth 6.95 7.62 7.76
Flexible -3.37 -4.66 -3.11
Diverse 6.99 7.67 7.79
Inquisitive -12.44 -18.67 -9.63
Error recovery 6.84 7.46 7.68
Informative -6.73 -5.63 -4.88
Consistent 7.02 7.71 7.82
" Minimal explanations” =~ ~ 0.16 075 018
Lexical complexity 1.15 2.33 1.44
Synonym density 0.09 0.00* 0.00*
Adaptation 0.24 0.21 0.24
Readability level 0.46 0.63 0.45
Coherence 0.04 0.03 0.03

Table 4: The differences between dialogues from the
three datasets according to the two selected test suites.
The best scores for each aspect is highlighted in bold-
face. The starred zeros result from limitations of the
datasets, as described in App. C.

task: First, considering the output length, minimum
length (!) for instance building is reduced from 60
to 30. Second, regarding prompt structure, footer
w/ context is abolished, while topic and speakers
are combined into one variable in the following
experiments.

C Edge cases

Among the IXQUISITE aspects, “synonym den-
sity” does not apply to ELI5-dialogues because
the dataset does not contain topic-related keywords
for each dialogue, whereas the test suite requires at
least one to derive synonyms. For the WikiDialog
dataset, where page titles are applied, the feature
hardly captures anything because Wikipedia pages
are usually proper nouns or named entities, which
can hardly be substituted by other words.

D Supplementary results

Table 8 extends the results in Table 1 and describes
the amounts of data instances where the LLM suc-
cessfully accomplish the dialogue completion task.
Task accomplishment rate is found to vary across
tasks and prompt variables.

As an extension of Table 2, Figure 12 and 13
demonstrate the counts for worst-performing fea-
tures that are retrieved for instruction-tuning.

Across two prompt variants, the results are re-
spectively visualized for each dataset: ReWIRED



Turn-level Dialogue-level

Relevant Likeable
Interesting Understanding
Fluent Coherent
Correct Topic depth
Understandable Flexible
Semantically appropriate Diverse
Specific Inquisitive
Engaging Error recovery
Informative
Consistent

Table 5: The 8 turn-level and 10 dialogue-level aspects
measured by FED metric (Mehri and Eskénazi, 2020a),
ordered by importance reported in the original paper.

(Figure 19), WikiDialog (Figure 20), and ELI5-
dialogues (Figure 21). In these radar charts, base-
lines are represented by regular polygons defined
as 100% in each dimension. The colored polygons
denote the proportional scores relative to the base-
line for the task (green) and tuned (model-specific
color) output. A score higher than the baseline
moves the dimension closer to the edge, while a
lower score brings it closer to the center.
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TOPIC: Black hole  LEVEL: Child

I EXPERT: So have you ever heard of something called a black hole?

I CHILD: What is a black hole?

ANNOTATIONS
| 101 DO1  E02
| 101 Doz [[E0al

| EXPERT: Well, it has to do with, a lot with gravity, do you know what gravity is?

| BN b1 e;

[ CHILD: No, not at all.

| EIca

I EXPERT: It's what keeps us on the earth.

| e

| CHILD: What?

| o EA

EXPERT: The reason we're not just flying off the earth is because earth has gravity, so if
we throw something up, it comes back down, so that's why when we're walking on the
earth, we don't fly off the earth because the earth has gravity, and it keeps us down.

0 I s

CHILD: Nice.

B |

EXPERT: The main thing about black hole to remember is that it's just, like | said, how
the earth holds you down, the black hole pulls you in, as well. Now, try and take the
ball from me, black hole--

101 [EIE) ko3

CHILD: Why do you hold it so tight?

| oo

EXPERT: I'm holding it tight to show you then when you're trying to pull it, a black hole
will really hold onto it with its gravity.

o1 [EI2) | ko3

Topic 01:

Main topic
Topic 03:

A related topic

Dialogue Act 01:

To ask a check question
Dialogue Act 02:

To ask how/what question
Dialogue Act 03:

To ask other kind of
questions

Dialogue Act 04:

To answer a question by
confirming

To provide agreement
statement

Dialogue Act 08:

To provide disagreement
statement

Dialogue Act 09:

To provide informing
statement

Figure 6: An excerpt of a teacher-child explanatory dialogue from the WIRED dataset (Wachsmuth and Alshomary,
2022), exemplifying explaining the same topic to different explainees (see Figure 7). The figure also highlights the
information provided in the corpus: topic, explainee’s expertise level, and turn-level annotations, along with their

contents on the right.

TOPIC: Black hole  LEVEL: Colleague (another expert)

ANNOTATIONS

COLLEAGUE: So how do you do your observations in optical and infrared?

| BE8 po2 k02

EXPERT: So fortunately there's, I'm also doing it from space with the Spitzer Space
Telescope, so particularly in the infrared, and my main interest has been to try and
study the environment around the super massive black holes, not as close as where
the X-rays are coming from, but clearly there's something from the X-ray corona that
illuminates the rest of the accretion disk, and the dust that's further out. [...] And so
that, | love that, the ability to exchange time for resolution, because these structures
are so far away that we're never gonna get a telescope big enough where that has the
resolution to see the accretion disk, or the dust distribution around--

01 [EI7) o3

COLLEAGUE: So do you get dimensions of the disk out of that?

por [lE0a

EXPERT: Yeah, again, we don't know exactly where X, Y, Z, zero is, we're assuming that
it's something, you know, the X-rays that are coming out are very close to the event
horizon of the black hole, but this is still, you know, your realm of X-rays, to really
figure out those kinds of things. But once the X-rays, once the photons hit the corona,
and are re-scattered, and up, energized, [...] this bright flash go off in a nearby AGN

is falling onto it, and then eventually you hit the, the, further away, where the dust is,
and the dust tends to radiate in an infrared. So we got basically a structure, and you
just, you see this flashbulb go off, and then it illuminates, effectively, the structure.

called NGC5548, and then you see it propagate as it warms up the disk, as all that light

E03

[ CHILD: So you can map out the dust, where do you see it?

| om @@

I EXPERT: So you do see it, basically the dust sublimation radius, and you [...]

| 101 [EIZ ko3

Explanation Act 01:
Testing understanding

Explanation Act 02:
Testing prior knowledge

Providing an explanation
Explanation Act 04:

Ask for an explanation
Explanation Act 05:
Signalling understanding
Explanation Act 06:
Signalling not
understanding

Explanation Act 07:
Providing feedback

Figure 7: An excerpt of a teacher-colleague explanatory dialogue from the WIRED dataset (Wachsmuth and

Alshomary, 2022).
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Figure 8: Raw metric scores of the LLM-generated and the original human turns measured by FED and IXQUISITE.
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Explainer: Well, it has to do with, a lot with gravity, do you know what gravity is?

w=3

Explainer: It's what keeps us on the earth. w=2
S
S3S w=1
-
'!"; 7? =t Explainer: The reason we're not just flying off the earth is because earth has gravity, so if we throw
E! é something up, it comes back down, so that's why when we're walking on the earth, we don't fly off
S the earth because the earth has gravity, and it keeps us down.

Explainer: The main thing about black hole to remember is that it's just, like | said, how the earth
holds you down, the black hole pulls you in, as well. Now, try and take the ball from me, black hole--

Explainer: I'm holding it tight to show you then when you're trying to pull it, a black hole will really
hold onto it with its gravity.

Explainer: Yeah. The main thing is that if something falls into a black hole, it can never get out, it's--

Figure 9: Example from the WIRED dataset of how data instances are built from a turn and its surrounding dialogue
context. Minimum turn length [ is set to 30 here.

FED (turn-level) FED (dialogue-level) IXQuisite
B iy o 1.75 4
.\./’\o T T T T 0/‘\/'
5
________________ 150
10— @======== ] L - .
[ SR NS Sy—— 0 w-----"" ¢ A Bt -
125
J -5 4
0 1.00
—o— full dialog
—~®- open-end
—104
e __ R | - 0.75
~10 '/’\'//4
-151 0.50
-
_____________ a
s S -
—20 1 N -20 0.25
-25 0.00
vanilla topic speakers topic & vanilla topic speakers topic & vanilla topic speakers topic &
speakers speakers speakers
interesting —— relevant understandable error recovery ~ —— inquisitive —— understand minimal - synonym reading
—— engaging —— correct —— fluent —— consistent informative depth explanations density grade .
—— specific semantically —— diverse flexible —— coherent __ lexical —— coherence adaptation
appropriate —— likeable complexity

Figure 10: The different task performance of Mistral-@. 3 across three variables in prompt design: topic, speakers,
and open-end.
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FED (turn-level)

20 A
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0
—o— full dialog
~®- open-end
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—204
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vanilla topic speakers topic &
speakers
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—— engaging —— correct —— fluent
—— specific semantically

appropriate

Figure 11: The different task performance of L1ama-3 across three variables in prompt design: fopic, speakers, and

open-end.

ReWIRED

specific
flexible

error
recovery

coherence
inquisitive

minimal
explanations

likeable
informative
adaptation
coherent
interesting
understand

engaging
relevant

synonym
density

depth

reading
grade

correct
consistent

diverse

lexical
complexity

understandable

semantically
appropriate

fluent

o

counts

250 500 750 1000 1250 1500

FED (dialogue-level)

IXQuisite

144 ”"/‘.\,_———o

121 T

1.01

0.8

0.6 1

® % ¢ anadg
54
0
5
________ R et ST
-10{ ¥
N '/\‘/‘
—204
25 /\/
vanilla topic speakers topic &
speakers
——— error recovery —— inquisitive —— understand
—— consistent informative —— depth
—— diverse flexible ~—— coherent
—— likeable

WikiDialog

informative
consistent

diverse

error
recovery

interesting

depth

reading
grade

specific
inquisitive

engaging

minimal
explanations

coherent
likeable
flexible

correct

lexical
complexity

coherence
relevant
understand

adaptation

semantically
appropriate

fluent
understandable

synonym
density

0 100 200 300 400 500 600
counts

0.4
0.2 1
0.0 1 1 I 1
vanilla topic speakers topic &
speakers
minimal synonym reading
explanations density grade
lexical —— coherence adaptation
complexity

ELIS

consistent
depth
diverse
flexible
specific

minimal
explanations

informative
coherence
correct
adaptation
likeable
inquisitive

coherent

error
recovery

interesting
understand
engaging

relevant

semantically
appropriate
understandable
lexical
complexity
reading

grade

fluent

synonym
density

counts

Figure 12: The worst performing features after normalization for each dataset.
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Category Measure

Minimal explanations Frequency of named entities
Lexical complexity Frequency of difficult words
Synonym density Frequency of synonyms for the relevant terms
Adaptation Inverse frequency of synonyms
Readability level Flesch-Kincaid Grade level
Coherence Frequency of conjunctions and connective words

Table 6: The 6 numerical measures in IXQUISITE (Feldhus et al., 2024) adopted in this work. Correlation to
teaching model from the original test suite is left out because of the lack of annotations.

Aspect Neg. Description Pos. Description
Relevant appear irrelevant topic-relevant
Interesting appear boring interesting
Fluent be poorly phrased fluent
Correct misunderstand the conversational context correct
Understandable be hardly understandable understandable
Semantically appr. make little sense semantically appr.
Specific appear out of scope topic-specific
Engaging appear unappealing engaging
Likeable appear unfriendly likeable
Understanding misunderstand the other speaker perceptive
Coherent deviate from the topic coherent
Topic depth appear superficial in-depth
Flexible adapt poorly to the conversation flow flexible
Diverse include too much repetition lexically diverse
Inquisitive appear indifferent inquisitive
Error recovery appear erroneous self-corrective
Informative provide too little information informative
Consistent disagree with previous utterances consistent

" Minimal explanations ~ mention too many named entities accessible
Lexical complexity incorporate difficult word usage colloquial
Synonym density paraphrase too little lexically diverse
Adaptation emphasize the same things too much adaptive
Readability level appear too hard to understand plain
Coherence introduce poor dialogue flow coherent

Table 7: The evaluated aspects and their corresponding negative and positive description for instruction-tuning.
The usage of both descriptions aims at narrowing down the semantic space of a single phrase: The FED metrics
(Mehri and Eskénazi, 2020a) score dialogues based on the likelihood of responding with certain utterances, and
these utterances can sometimes be shared by several aspects. For example, That makes no sense! contributes to
the negative scores of “semantically appropriate,” “understandable,” and “fluent” simultaneously, implying that
the measurement of these aspects is not discrete but mutually relevant. The phrasing of the descriptions takes into
account of these source contents and further make syntactic adaptations to ensure the grammatical correctness of the
later prompted instructions, resulting in all the negative descriptions being verb phrases and positive descriptions
are adjective. Furthermore, although many positive descriptions simply inherit the name of the aspect, some of them
are rephrased to appear appropriate in the sentence structure of the prompt.
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Figure 14: The evaluation results of filled-in turns of the ReWIRED dataset. From left to right, the four bars for
each model represent the prompt variables: vanilla, fopic & speakers, open-end, and topic & speakers & open-end.
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Figure 15: The evaluation results of filled-in turns of the WikiDialog dataset. From left to right, the four bars for
each model represent the prompt variables: vanilla, fopic & speakers, open-end, and topic & speakers & open-end.
“Synonym density” is zero because page titles could hardly be paraphrased, as explained in Appendix A.3.
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Figure 16: The evaluation results of filled-in turns of the ELI5-dialogues dataset. From left to right, the four bars for
each model represent the prompt variables: vanilla, fopic & speakers, open-end, and topic & speakers & open-end.
“Synonym density” is zero because the dataset doesn’t include topic keywords, as explained in Appendix A.3.
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Figure 17: The performance improvement of Mistral-@.3 (top) and L1ama-3.1 (bot.) under instruction-tuning

with two different prompting strategies using the vanilla and the topic & speakers & open-end prompts.
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Y4 )

Below is an excerpt from a conversation between an You're editing and improving the output of a LLM on a
explainer and an explainee. Some part of the dialogue is dialogue completion task. Below is an an excerpt from a

'8 missing, marked out as {missing part}. Please fill in the conversation, with one model-filled-in turn marked out

o . : .

T missing turn based on the given dialogue context. Please between <model-generated> and </model-generated>.

:<|1:J ensure that the generated turn does not appear out of scope, Please improve this turn, considering that the original output
deviate from the topic, or provide too little information, so was reported to appear out of scope, deviate from the topic,
that the conversation becomes more topic-specific, coherent, or provide too little information, so that the conversation
and informative. ) kbecomes more topic-specific, coherent, and informative. Y,
Explainer: The reason we're not just flying off the earth is ) (Explainer: The reason we're not just flying off the earth is )
because earth has gravity, so if we throw something up, it because earth has gravity, so if we throw something up, it
comes back down, so that's why when we're walking on the comes back down, so that's why when we're walking on the

- earth, we don't fly off the earth because the earth has gravity, earth, we don't fly off the earth because the earth has gravity,

bl and it keeps us down. and it keeps us down.

'g Explainee: Nice. Explainee: Nice.

("} Explainer: {missing part} Explainer: <model-generated>Now, imagine if there was

W Explainee: Why do you hold it so tight? something with gravity much stronger than Earth's. That's

§° Explainer: I'm holding it tight to show you then when you're what we call a black hole. A black hole is so strong that not

.g trying to pull it, a black hole will really hold onto it with its even light can escape from it.</model-generated>
gravity. Explainee: Why do you hold it so tight?

Explainer: I'm holding it tight to show you then when you're
trying to pull it, a black hole will really hold onto it with its
) kgravity. )
—
'-8 Please fill in the missing dialogue in JSON format: Please revise the model-filled-in turn in JSON format:
§ {"missing part": } {"revised turn": }

Figure 18: Two prompt structures for instruction-tuning: the original prompt with instruction (left) and the rewritten
header (right). The instructions are highlighted in both header columns.
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Figure 19: The evaluation results of instruct-tuned turns of the ReWIRED dataset. The black lines (100%) represent
the baseline of the original turns. The green lines denote the original output, and the colored lines indicate the tuned
output for each model. Solid and dashed lines respectively represent vanilla and open-end prompt.
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Figure 20: The evaluation results of instruct-tuned turns of the WikiDialog dataset. The black lines (100%) represent
the baseline of the original turns. The green lines denote the original output, and the coloured lines indicate the
tuned output for each model. Solid and dashed lines respectively represent vanilla and open-end prompt. Since
dialogue topics from the dataset are often proper nouns, “synonym density” in IXQUISITE is left out in plotting.
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Figure 21: The evaluation results of instruct-tuned turns of the ELI5 dataset. The black lines (100%) represent the
baseline of the original turns. The green lines denote the original output, and the colored lines indicate the tuned
output for each model. Solid and dashed lines respectively represent vanilla and open-end prompt. Owing to the
lack of topic from the dataset, “synonym density” in IXQUISITE is left out in plotting.
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Output under vanilla prompt

Output under open-end prompt

Mistral-0.3

I think what you’re getting at is that as they’re moving
past you and you’re stationary, according to Einstein’s
theory of relativity, neither of you can be said to be truly
stationary. You’re both in motion relative to each other and
the train is causing the curved spacetime, which is what’s
making it seem like you’re stationary when you’re actually
not. Time is also relative in this sense, so even if you think
it’s passing normally for you, it might be passing slower
or faster for the person on the train, depending on their
speed and distance from you. All in all, it’s a fascinating
interplay of motion, time, and spacetime that forms the
foundation of modern physics.

I think that’s a great point to illustrate relative motion. If
we were to extend that to space and compare different
objects moving at different speeds, that’s where Einstein’s
theory of general relativity comes into play. According
to it, gravity is a result of distortion of spacetime by the
presence of mass. So when the train in your example
accelerates, it’s not just moving through space but creating
a curvature of spacetime around it. This curvature affects
the path of other objects falling close to it, like a ball.
That’s essentially the core idea behind how gravity works
in the context of relativity.

Llama-3.1

I think that’s a good way to start, but the train paradox
is actually a consequence of special relativity, which is
just a subset of the full theory of general relativity, which
includes gravity. So, if you were to explain relativity, you
might want to talk about how gravity warps spacetime, and
how that affects the way we experience time and space.
Maybe something like, “relativity is the idea that the laws
of physics are the same everywhere in the universe, and
that gravity is not a force that acts between objects, but
rather a curvature of spacetime caused by massive ob-
jects.”

That’s a good start, but it’s not quite that simple. Per-
spective is part of it, but it’s more about the geometry of
spacetime. When you’re on the train, you’re not just per-
ceiving things differently, you’re actually moving through
spacetime in a way that affects the geometry of the space
around you. And that’s what leads to the strange effects
we see in relativity, like time dilation and length contrac-
tion.

Claude-3

Yes, exactly! That’s a great way to explain it. The idea
that different frames of reference can lead to different
perceptions of motion and acceleration is at the heart of
relativity. The train paradox really illustrates that concept
well.

Exactly! That’s a great way to explain the concept of
relativity and how it’s all about perspectives. The train
paradox really highlights how the same motion can be per-
ceived differently depending on your frame of reference.
It’s a simple but powerful example that helps illustrate the
core ideas behind Einstein’s theory of relativity.

Table 12: Example of a comparison between task output under vanilla and open-end prompt from the ReWIRED
dataset. Concepts or supporting details introduced only with the open-end variable are italicized.

Task output

Tuned output

Mistral-0.3

I think what you’re getting at is that as they’re moving past
you and you're stationary, according to Einstein’s theory of
relativity, neither of you can be said to be truly stationary.
You’re both in metion relative to each other and the train
is causing the curved spacetime, which is what’s making
it seem like you’re stationary when you’re actually not.
Time is also relative in this sense, so even if you think
it’s passing normally for you, it might be passing slower
or faster for the person on the train, depending on their
speed and distance from you. All in all, it’s a fascinating
interplay of motion, time, and spacetime that forms the
foundation of modern physics.

Indeed, you’ve conveyed the concept quite well. In simple
terms, as the train moves, it creates a curved spacetime
around it, causing both you and the moving passenger
to be in relative motion. This relative motion is a key
aspect of Einstein’s theory of relativity. It also affects the
passage of time - time may appear to pass differently for
you based on your relative speed and distance. There’s
indeed a fascinating dance between motion, time, and
spacetime that underpins our modern understanding of
physics.

Llama-3.1

I think that’s a good way to start, but the train paradox
is actually a consequence of special relativity, which is
just a subset of the full theory of general relativity, which
includes gravity. So, if you were to explain relativity, you
might want to talk about how gravity warps spacetime,
and how that affects the way we experience time and space.
Maybe something like, “relativity is the idea that the
laws of physics are the same everywhere in the universe,
and that gravity is not a force that acts between objects,
but rather a curvature of spacetime caused by massive
objects.”

I think that’s a good start, but to make it more compre-
hensive, you could mention how general relativity builds
upon special relativity and introduces the concept of grav-
ity as a curvature of spacetime. Perhaps something like,
“relativity is the idea that the laws of physics are the same
everywhere, and that gravity is not a force, but rather the
way massive objects warp the fabric of spacetime, affect-
ing how we experience time and space.”

Claude-3

Yes, exactly! That’s a great way to explain it. The idea
that different frames of reference can lead to different
perceptions of motion and acceleration is at the heart of
relativity. The train paradox really illustrates that concept
well.

You’re absolutely right, the train paradox is a wonderful
way to illustrate the core ideas behind relativity. The fact
that different observers can have different perceptions of
motion and acceleration depending on their frame of ref-
erence is really the essence of Einstein’s groundbreaking
theory. Explaining it through a relatable example like that
helps make the complex concepts much more accessible
and understandable.

Table 13: Example of a comparison between task output and tuned output using the vanilla prompt from the
ReWIRED dataset. Bold fonts highlight keywords that occur in both output, showing how a single concept could
be phrased differently.
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