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Abstract001

Human dialogues frequently feature explana-002
tions when it comes to conveying ideas and003
engaging in discourses. Synthetic explanatory004
dialogues offer potential for various applica-005
tions such as dialogue systems and model self-006
rationalization. However, synthetic dialogues007
are typically regarded as inferior in quality com-008
pared to human ones. We investigate large lan-009
guage models’ capability of completing a miss-010
ing dialogue turn within a given context of an011
explanatory conversation. We conduct experi-012
ments over three datasets, which cover both nat-013
ural and synthetic explanatory dialogues, and014
apply two test suites for evaluation. While the015
evaluation confirms the quality gap between hu-016
man and synthetic dialogues, LLM-generated017
turns are found to outperform human ones in018
fluency and grammatical accuracy. Moreover,019
while each of the three investigated models020
demonstrates distinct strengths and weaknesses021
on the task, their performance can be consis-022
tently improved through prompt-based refine-023
ment methods.024

1 Introduction025

In pursuit of interpreting model behavior under the026

notion of explainable artificial intelligence (XAI),027

explanation not only plays opportunities for ra-028

tionalizing models’ decision-making (Lakkaraju029

et al., 2022; Feldhus et al., 2023). More gener-030

ally, explanation plays an important role in con-031

ceptualizing ideas (Miller, 2017). The enhanced032

natural language generation (NLG) capability of033

large language models (LLMs) enables them to034

bring forward more interactive conversation with035

human users and even perform explanatory dia-036

logues. Nevertheless, dialogue is by nature com-037

plex in terms of back-and-forth exchanges and con-038

textual information regarding speakers or space.039

The dynamic flow of utterances poses challenges040

in terms of capturing features and aspects to be041

modeled. Aspects such as providing statements042

Figure 1: The summary of the dialogue completion task
(top) and the pipeline of the experiments (bottom).

and interacting with an interlocutor are difficult for 043

conventional conversational agents, while the more 044

advanced approaches continue to suffer from these 045

challenges very often (Ni et al., 2023). 046

Focusing on explanatory contexts, our study ex- 047

plores the dialogue completion task (Fig. 1) and 048

deals with how models and human behave differ- 049

ently in a dialogue, as well as the measurement of 050

such differences (Dai et al., 2022; Li et al., 2023; 051

Wang et al., 2024). In light of these motifs, we 052

investigate LLMs’ capability of performing expla- 053

nation on given topics in conversational scenarios, 054

contributing the following: (1) We explore how dif- 055

ferent prompting strategies alters the output space 056

of the dialogue completion task. (2) We compare 057

synthetic vs. human and colloquial vs. written 058

dialogues turns using two test suites containing a 059

range of reference-free metrics evaluating dialogue 060

quality, FED (Mehri and Eskénazi, 2020a) and 061

IXQUISITE (Feldhus et al., 2024) (§3.3). (3) We 062

make analyses on performance of dialogue com- 063

pletion task, discovering that LLMs tend to phrase 064
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information fluently and yet struggle to engage ef-065

fectively with the interlocutor when it comes to pro-066

viding explanations in a dialogue form. (4) We in-067

struct LLMs to refine their own outputs in pursuit of068

resembling human explanatory dialogues, thereby069

confirming LLMs’ capability of self-refinement070

(Madaan et al., 2023; Zhang et al., 2023) (§3.4)071

given additional information regarding the score072

gap between task output and the corresponding073

original turns.1074

2 Background075

2.1 Explanatory dialogue076

Under conversation scenarios, explanatory dia-077

logues (Figure 6 in the Appendix) typically exhibit078

linguistic features distinct from plain text at syn-079

tactic, semantic, and pragmatic level to owing to080

the interaction between speakers. Alshomary et al.081

(2024) hypothesized a successful explanation to be082

based on both explanation moves and dialogue acts;083

that is, effective explanations rely on not only elab-084

orating the topic but the corresponding pragmatic085

formulation in the back-and-forth interaction.086

Real-life scenario Targeting mutual understand-087

ing, explanatory dialogues demonstrate high diver-088

sity for the purpose of adapting to different tar-089

get audience. The educational scenario (Liu et al.,090

2024) is one of the contexts in which explanations091

most frequently occur (Demszky and Hill, 2023;092

Kwon et al., 2024): In such a setting, the exper-093

tise level and familiarity with a topic becomes an094

essential concern in studying such conversations095

(Wachsmuth and Alshomary, 2022).096

2.2 Synthetic dialogues097

Previous studies reported a gap between human098

and synthetic dialogues (Dai et al., 2022; Li et al.,099

2023; Stacey et al., 2024) in that human conversa-100

tions were commonly considered more commonly101

applicable. Although recent studies indicated that102

model-generated explanatory dialogues could be103

more favorable than human ones, LLMs were re-104

garded not as replacement of human experts but105

instead an augmentation of experts’ explanation106

capabilities (Li et al., 2024). Similarly, Dai et al.107

(2022) suggested that, while synthetic data couldn’t108

thoroughly replace human dialogue data, model-109

generated dialogues may already benefit interactive110

1The code is available at https://anonymous.4open.
science/r/dialog_completion-FBF9

conversation systems in fine-tuning models towards 111

producing more natural dialogues. 112

Tack and Piech (2022) applied LLMs to simulate 113

real-world teaching scenarios. Through treating 114

LLM as a teacher agent interacting with a student, 115

their chatbot could deliver decent teaching qual- 116

ity and yet was outperformed by human teachers 117

in interacting with students according to human 118

evaluation. Liu et al. (2024) focused on student 119

behaviors and found LLMs capable of following 120

instructions to simulate students. Concerning five 121

personality traits, LLMs could diversify their out- 122

put in a personality-aware simulation. 123

2.3 Evaluating synthetic dialogues 124

Evaluating dialogue is considered challenging ow- 125

ing to the interactive nature involving speakers 126

and turns. Corresponding criteria cover coherence, 127

participation, and engagement (Adiwardana et al., 128

2020). Conventional methods for evaluating NLG 129

output are therefore insufficient for capturing the 130

quality of conversational flow as how human would 131

perceive it (Deriu et al., 2021). The failure of con- 132

ventional reference-dependent metrics such as F1 133

and BLEU on evaluating dialogues directed prior 134

studies to develop more advanced approaches that 135

remain robust under the dynamic conversational 136

expressions (Zhang et al., 2021; Ma et al., 2022; 137

Mendonça et al., 2024). USR (Mehri and Eské- 138

nazi, 2020b) and FED (Mehri and Eskénazi, 2020a) 139

performed automatic evaluation for turn-level and 140

dialogue-level aspects based on DialoGPT without 141

the need for a reference or ground truth. From 142

an alternative perspective, Feldhus et al. (2024) 143

proposed IXQUISITE, a didactics-inspired suite of 144

metrics which targets explanatory dialogues and 145

employs count-based methods to track linguistic 146

features. 147

2.4 Rationalization and self-refinement 148

Following early work of free-text rationalization 149

(Camburu et al., 2018; Rajani et al., 2019), more 150

complex prompting methods were proposed in 151

recent years in pursuit of rationalizing models’ 152

decision-making. Chain-of-thought prompting 153

(Wei et al., 2022) employed a multi-step reasoning 154

process, while Madaan et al. (2023) introduced self- 155

refine prompting, in which LLMs are recursively 156

prompted for and with feedback concerning their 157

own output, yielding more favorable responses for 158

both human readers and according to automatic 159

metrics. 160
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3 Experiments161

We instruct LLMs to complete explanatory dia-162

logues. Figure 1 (bottom) presents an overview163

of our workflow, which is composed of four ma-164

jor stages: Data processing (§A.1), Dialogue com-165

pletion task (§3.1 & §3.2), Evaluation (§3.3), and166

Fine-tuning (§3.4). The experiments cover three167

English-language datasets featuring two-agent ex-168

planatory dialogues: ReWIRED (Feldhus et al.,169

2024), WikiDialog (Dai et al., 2022), and ELI5-170

dialogues (Alshomary et al., 2024). Details and171

sample data points are provided in Appendix A.1.172

3.1 Task173

The dialogue completion task requires LLMs to fill174

in a removed target turn uttered by the explainer175

from a segment of a given dialogue context. For-176

mally, an entire dialogue (D) initially consists of n177

turns (T ): D = T1, T2, ..., Tn.178

We select the subset of turns that are longer than179

minimum length l: D(l) = i1, i2, ..., im.180

Finally, for each target turn Ti, a window181

of length w is applied to retrieve its surround-182

ing dialogue context. LLMs are instructed183

to fill in the removed target explainer turn184

ti in the segmented dialogue context di(w),185

which consists of ti and its surrounding turns:186

(Ti−w, ..., Ti−1, ti, Ti+1, ..., Ti+w). With LLM-187

generated turn t′i replacing the removed ti turn,188

the dialogue context is completed as di(w)
′ =189

(Ti−w, ..., Ti−1, t
′
i, Ti+1, ..., Ti+w).190

Figure 9 in the Appendix visualizes the above191

process and further demonstrates how data in-192

stances are built out of the original, unprocessed193

(raw) dialogue: Suitable turns are first selected and194

then joined by their respective surrounding context195

retrieved from the raw dialogue. In the prompt, the196

target turn is replaced with a placeholder which197

LLMs are instructed to fill in.198

Practically, we control the data instance building199

process with two variables: length (l) and win-200

dow (w). l defines the minimum number of to-201

kens for a turn to be selected; taking into account202

that LLM-generated texts tend to fall into a cer-203

tain length, the variable is capable of filtering out204

short turns such as Could you say that again? or205

You’re right, I could totally agree, which can nat-206

urally occur in conversations between human. w207

determines the number of turns prior to and follow-208

ing the target turn in the dialogue context. Since209

all datasets feature only two speaking agents, we210

Figure 2: Prompt structure for the explanation dialogue
completion task with all the tested prompt variables
marked out.

set w to 2 throughout the experiments.2 Follow- 211

ing a rough analysis on the output from a trial run 212

(Appendix B), l is set to 30 tokens. 213

3.2 Prompting 214

We conduct experiments with Mistral-0.3 7B 215

(Jiang et al., 2023), Llama-3.1 8B (Grattafiori 216

et al., 2024), running on NVIDIA A100 GPU. 217

Claude-3 Haiku (Anthropic, 2024) (Version 218

20240307) is accessed through Anthropic API. All 219

models are of the smallest size within their respec- 220

tive model family. The prompt design is shown 221

in Fig. 2 with an example dialogue from WIRED. 222

Three prompt variables are explored:3 223

Topic. The variable determines whether to es- 224

tablish the dialogue topic in the task description. 225

The dialogue topics are only provided in WIRED / 226

ReWIRED and WikiDialog. 227

Speakers. By default, the dialogue agents are 228

called explainer and explainee in the prompt. The 229

speakers variable aims to specify speakers in the 230

task description, referring mainly to the five levels 231

of expertise covered in the WIRED / ReWIRED 232

dataset. For the WikiDialog dataset, applying this 233

variable would lead to mentioning explainer model 234

and explainee model, while no changes are applied 235

to the ELI5-dialogues dataset. 236

Open-end. This variable is used for remove the 237

turns occurring after the target turn and could 238

thereby reduce the context considerably. 239

WikiDialog and ELI5-dialogues are sub- 240

sampled to approximate the size of the ReWIRED 241

2Setting w to an odd number would result in the dialogue
context starting and ending with an explainee turn. A higher
w such as 4, however, could lead to an overly lengthy context.

3App. B documents our trial run with a fourth setting.
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dataset, which contains 85 dialogues. In the orig-242

inal WIRED corpus, a dialogue has 23.8 turns on243

average, while most dialogues include fewer than244

10 turns in the other two datasets. Therefore, 255 di-245

alogues are randomly selected from each of WikiDi-246

alog and ELI5, creating test splits that are three247

times the size of ReWIRED to ensure a compara-248

ble number of target turns for the task.249

3.3 Evaluation250

In order to evaluate the dialogues, FED (Mehri and251

Eskénazi, 2020a) and IXQUISITE (Feldhus et al.,252

2024) (§2.3) are applied to measure the differences253

between the model-generated turns and their cor-254

responding original ones. On every data point, the255

two test suites rate the original dialogue and the256

model-completed dialogue separately, deriving two257

scores for 24 aspects in total.258

FED assesses explanatory dialogues with multi-259

ple positive and negative feedback utterances that260

could reflect the perceived quality for 18 aspects4:261

For example, Cool! That sounds super interesting262

and That’s really boring are respectively consid-263

ered positive and negative ones for the “interesting”264

aspect, which features six such utterances. While265

around half of the aspects include both positive and266

negative utterances, the others feature only the neg-267

ative ones. The score of each aspect is determined268

by the likelihood for DialoGPT, a pre-trained dia-269

logue response generation model, to respond with270

these utterances to the turn being evaluated.271

IXQUISITE (Feldhus et al., 2024) covers seven272

annotation-dependent acts-related aspects and273

seven reference-free numerical ones. Unlike met-274

rics such as USR and FED, which rely on pre-275

trained embedding, IXQUISITE employs numeri-276

cal methods to track linguistic features including277

lexical complexity, synonym density, coherence.278

3.4 Instruction-tuning279

Since LLMs were shown to imitate human per-280

sonality through prompt-based methods (Liu et al.,281

2024), we examine to what extent can LLMs be282

instructed to shorten the gap between model output283

and natural utterances (Jia et al., 2024; Madaan284

et al., 2023). For that, we use the quality measure-285

ments from §3.3 as recursive feedback in the form286

of scores. Since most aspects covered by FED and287

IXQUISITE do not share the same scale, the scores288

are first normalized and then subtracted to measure289

4Table 5 lists the 18 aspects covered by the FED metric.

ReWIRED WikiDialog ELI5-dialogues

Built data points 743 313 583
(l=30, w=2)

Mistral-0.3
398 214 318

(53.6 %) (68.3 %) (54.5 %)

Llama-3.1
521 272 448

(70.1 %) (86.9 %) (76.9 %)

Claude-3
524 246 234

(70.5 %) (78.6 %) (40.1 %)

Table 1: Data points and percentage of task accom-
plishment across models and datasets. The numbers are
averaged from the four prompted variables (App. D).

the difference for the individual feature of a given 290

data point: ∆f = fm−µF
σF

− fo−µF
σF

, where fm and 291

fo respectively represent the feature score of model 292

output and the original dialogue. In the standard 293

score normalization, mean value µF and standard 294

deviation σF are calculated from all scores for the 295

given feature ΣFm+Fo
n(m+o)

, i.e., including both scores 296

of model output and original turns. 297

For each instance, we then retrieve n worst- 298

performing features with the lowest ∆f . We set 299

n to 3, so that many features are included with- 300

out building an overly lengthy instruction. These 301

aspects are then mapped to descriptions5 to form 302

instructions. In addition to the rule-based instruc- 303

tions, two strategies are tested for the overall 304

prompt structure (Fig. 18 in Appendix): (1) Mod- 305

ifying the original prompt (Fig. 2) by adding the 306

instruction to the end of the header; (2) Rewrit- 307

ing the header such that the model has to revise 308

the filled-in turn instead, inspired by prior work in 309

LLM-based free-text evaluation (Chiang and Lee, 310

2023; Xu et al., 2023; Jiang et al., 2024). 311

4 Results 312

4.1 Dialogue completion 313

Task accomplishment Table 1 reports the task 314

accomplishment rate, which is found to vary across 315

models and datasets. We find LLMs sometimes 316

fail to adhere to the specified JSON format. This 317

could happen when LLMs attempt to offer multiple 318

possible answers or append additional text (e.g., 319

repeated prompt footer or explanatory notes) to the 320

response. Alternatively, the output could exceed 321

the token limit, which is often the case when longer 322

dialogue contexts are involved in the prompts. 323

In general, Llama-3.1 and Claude-3 outper- 324

form Mistral-0.3 in following the instruction. 325

All three LLMs achieve the highest task accom- 326

plishment rate on the WikiDialog dataset with 327

5Table 7 shows the descriptions for all 24 aspects.
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Figure 3: The different task performance of
Mistral-0.3 across three variables in prompt design:
topic, speakers, and open-end.

synthetic dialogues. Although Claude-3 gen-328

erates mostly properly formatted responses on329

ReWIRED and WikiDialog, it struggles with ELI5,330

likely due to the longer dialogue contexts.6331

Task performance Across the three datasets332

(Figures 14, 15, 16 in Appendix), the results for333

the dialogue completion task share similar trends334

with baseline experiments where we applied the335

test suites to the original data (App. A.3): LLMs336

tend to formulate explanatory turns well while in-337

teracting with the interlocutor rather poorly. Never-338

theless, the divergence from baseline varies across339

datasets. On WikiDialog, the LLM-generated turns340

frequently reach similar scores to the original turn,341

while the gap is the widest for ReWIRED.342

The three models exhibit inconsistent perfor-343

mance under different combinations of the vari-344

ables. In many cases, the turns generated by345

Claude-3 are rated similarly to the baseline, par-346

ticularly on WikiDialog, but can sometimes be347

outperformed by the two open LLMs. Surpris-348

ingly, although Llama-3 achieves better scores349

in most FED aspects in the trial run (App. B),350

Mistral-0.3 often outperforms Llama-3.1 in351

the full-size experiment. Even so, according to352

IXQUISITE, the turns filled-in by Llama-3.1 share353

more similar linguistic features to the original turns,354

especially concerning text complexity. Regarding355

prompt design, open-end affects the output most356

drastically and mostly results in scores that deviate357

more from the baseline. In contrast, topic & speak-358

ers perturbs the output less, and the relative value359

compared to the baseline fluctuates (Fig. 17).360

6For each dataset (ReWIRED, WikiDialog, and ELI5-
dialogues), a sample instance and corresponding model out-
put is provided in App. A.2.

ReWIRED WikiDialog ELI5-dialogues

by dataset

specific informative consistent
flexible consistent depth

error recovery diverse diverse
coherence error recovery flexible
inquisitive interesting specific

Mistral-0.3 Llama-3.1 Claude-3

by model

specific specific consistent
flexible flexible flexible

inquisitive error recovery min. explanations
likeable informative diverse
depth inquisitive depth

Table 2: The five features with the lowest normalized
∆f scores by dataset and by model. Features that appear
more than once are highlighted in boldface.

4.2 Tuning filled-in turns 361

Prompting strategies Table 2 lists the worst- 362

performing features across datasets and models, 363

showing that the filled-in dialogue turns commonly 364

perform worse in aspects, such as specificity, flex- 365

ibility, and consistency.7 Using ReWIRED as 366

an example, the prompt for tuning outperforms 367

the adapted original prompt in every FED aspect 368

(Fig. 17). Therefore, the other datasets and mod- 369

els are later tuned only with the designated prompt, 370

which also aligns better to the self-refine prompting 371

framework (Madaan et al., 2023). 372

The tuned performance also varies across model 373

and prompting variables. After instruction-tuning, 374

the dialogue turns generated by Llama-3.1 are 375

often rated better than the baseline, whereas the 376

gap between original and filled-in turn remains for 377

Mistral-0.3. On the other hand, with the partially 378

eliminated context in open-end, instruction-tuning 379

introduces more drastic performance changes but 380

also uncertainty in that the refined output can be 381

rated worse more often. 382

Self-refine tuning In most scenarios8, the tuned 383

outputs achieve higher scores in most FED as- 384

pects, but in cases where LLMs tend to outperform 385

human explanations (e.g., “semantically appropri- 386

ate,” “understandable,” and “fluent”), the scores 387

decrease. Such trend applies to Mistral-0.3 and 388

Llama-3.1 in most settings, tuning Claude-3 of- 389

ten worsens the results, e.g., WikiDialog with topic 390

& speakers & open-end prompt (Fig. 20), and on 391

ELI5 across both prompt variants (Fig. 21). Over- 392

all, Claude-3 often achieves the best scores in 393

7Although IXQUISITE scores do not directly imply dia-
logue quality, we do not exclude them in feature selection
because the FED aspects remain more dominant.

8Charts are provided in App. D.
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the dialogue completion task, limiting its poten-394

tial of further refinements. In comparison, while395

Llama-3.1 usually performs worse on the task,396

instruction-tuning substantially improves its out-397

put, even under scenarios where the initial output398

already appears promising (Fig. 21).399

A similar trend can be observed on a dataset400

scale: Substantial improvements following tuning401

are more likely when the gap is larger between402

task performance and the baseline. With the same403

vanilla prompt, the output of ELI5 performs rather404

consistently before and after tuning in comparison405

to the other two datasets.406

5 Discussion407

5.1 LLM output of dialogue completion408

For the dialogue completion task, the results show409

that the LLMs’ outputs align more closely with410

the provided dialogue context than with additional411

information appended to the task description. Leav-412

ing out subsequent turns induces more space for413

potential output than other explored prompt modi-414

fications. At every stage, applying open-end usu-415

ally leads to poor results. This trend confirms the416

gap between how human speakers and LLMs ad-417

dress explanations, as models usually fail to per-418

form robustly under the reduced dialogue context:419

Examples of open-end (App. A.2) further show420

that LLMs often incorporate different details in an421

explanation, which leads to misaligned content be-422

tween the model-generated turn and the subsequent423

ones. However, the written turns in ELI5 are an424

exception, suggesting that LLMs can come up with425

explanatory turns that approximate the human ones426

within their output space.427

Turn length of the output is also sensitive to the428

dialogue context. The trend is particularly relevant429

to the task accomplishment rate of Claude-3 on430

ELI5, which is the lowest overall (Table 1). Many431

model-generated turns are discontinued because432

the token limit is reached, which eventually results433

in uncompleted JSON objects. Since the written434

dialogues tend to feature longer turns, models may435

also respond with longer ones.436

In comparison, task description makes little437

difference to the performance. Specifying dialogue438

topic or expertise level of speakers may sometimes439

introduce slight performance enhancement, such440

as the FED aspects shown in Figure 14, but most441

of the time, prompt variables topic and speakers442

hardly affect FED and IXQUISITE scores.443

5.2 Dialogue quality 444

Thanks to their sources, all datasets exhibit distinct 445

characteristics according to FED and IXQUISITE 446

(App. A.3), revealing how the metrics rate human- 447

spoken (ReWIRED), synthetic (WikiDialog), and 448

human-written dialogues (ELI5). 449

Although ELI5 outperforms the other two 450

datasets in most FED aspects, when looking at turn- 451

level and dialogue-level assessments, WikiDialog 452

achieves better scores on turn level (“fluent”, “un- 453

derstandable”, “semantically appropriate”) where 454

ELI5 turns are reported to perform even worse than 455

the ReWIRED ones. Such tendency reflects the 456

characteristics of written text: Constructed from 457

Wikipedia entries, explanatory turns in WikiDialog 458

are expected to be more sophisticated in language 459

use. Nevertheless, the written turns from ELI5 ob- 460

tain lower scores than the ReWIRED transcripts, 461

because field experts (ReWIRED) presumably ex- 462

plain a concept better than random Internet users. 463

In comparison to the turn-level criteria, ELI5 464

reaches the best scores on all dialogue-level FED 465

aspects. This proves that human conversations are 466

more natural as a whole and the dialogue flow is 467

considered superior to that of synthetic dialogues. 468

The score differences to ReWIRED and WikiDia- 469

log further reflect the nuances between colloquial 470

and written language, especially in aspects where 471

the scores of ReWIRED deviate more heavily from 472

those of WikiDialog and ELI5 (“understanding”, 473

“coherent”, “topic depth”). Written texts tend to ob- 474

tain higher scores on delivering information, while 475

interactivity of transcripts would usually be rated 476

better. Nevertheless, the IXQUISITE metric says 477

that written texts involve significantly more com- 478

plex language use (“lexical complexity”, “readabil- 479

ity level”) and less repetition (“minimal explana- 480

tions”), while this difference is smaller between 481

written and spoken dialogues. These findings con- 482

firm the complexity of explanatory dialogues and 483

the challenges for evaluation, as linguistic features 484

do not directly determine dialogue quality but in- 485

stead contribute to how speakers could possibly 486

engage with and perceive a conversation. 487

Despite similar characteristics according to 488

IXQUISITE, human-written dialogues outperform 489

the spoken ones in all FED aspects. Speaking is 490

typically regarded as the most fundamental form of 491

conversation, so this counterintuitive misalignment 492

raises concerns about biases in FED towards writ- 493

ten language and its use for dialogue evaluation. 494
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Evaluated Aspect Mistral-0.3 Llama-3.1 Claude-3

Relevant -33.3 -37.5 -51.5
Interesting -40.6 -51.0 -33.1
Fluent 46.1 53.4 40.3
Correct -32.6 -36.8 -51.1
Understandable 45.0 52.4 37.8
Semantically appropriate 38.2 49.0 32.8
Specific -45.7 -50.6 -35.2
Engaging -36.5 -47.4 -26.6
Likeable -37.6 -46.6 -25.4
Understand -33.3 -37.6 -51.6
Coherent -33.3 -37.6 -51.6
Depth -32.6 -36.5 -50.9
Flexible -13.7 -19.7 -12.8
Diverse -31.6 -35.2 -50.2
Inquisitive -42.4 -50.1 -36.7
Error recovery -34.6 -39.4 -52.6
Informative -33.2 -44.5 -38.1
Consistent -31.0 -34.5 -49.8
Minimal explanations -16.9 -15.7 -20.3
Lexical complexity 48.2 7.3 38.5
Synonym density -3.7 0.2 1.4
Adaptation -3.6 -10.5 8.9
Reading grade 14.5 1.4 1.0
Coherence -1.8 1.3 3.1

Table 3: Normalized evaluation results in percentage
(%) of each model on all datasets using the vanilla
prompt. The best scores for each aspect are highlighted.

5.3 Model-generated and human turns495

LLM-generated turns can function as explanations496

and yet often fail to put interactivity into practice,497

confirming the gap between synthetic and human498

dialogues (Dai et al., 2022; Stacey et al., 2024).499

Models perform the task better on dialogues more500

closely aligned with the impression that human501

readers intuitively associate LLM output, such as502

being grammatically correct and elaborate. Over-503

all, the task output for ReWIRED deviates from504

the baseline the most according to FED, while505

the gap is also confirmed by IXQUISITE in that506

model-generated turns tend to feature more com-507

plex utterances. Yet this does not mean LLMs508

work well with all the synthetic data; WikiDialog509

does not necessarily feature the characteristics of510

model-generated dialogues. Likewise, the detailed511

expressions in ELI5 may contribute to its outstand-512

ing score in various aspects.513

LLMs are efficient in organizing information514

into sentences that make sense, even within a di-515

alogue format, but perform poorly in providing516

the interlocutor with sufficient information (“topic517

depth”, “informativeness”). Insufficient specificity518

of generated dialogues has also been pointed out by519

Wang et al. (2024). Across the evaluated aspects,520

the three models exhibit divergent performance (Ta-521

ble 3): While Claude-3 tends to generate succinct522

output, Mistral-0.3 often provides detailed ex-523

planations (App. A.2). Although seemingly bet-524

ter at first glance (Figures 14 & 16), Claude-3525

doesn’t outperform the other open LLMs, but it is526

rated higher at interaction (“engaging”, “likeable”), 527

which is commonly considered challenging for dia- 528

logue systems, and especially for Llama-3.1. Its 529

poor interactivity is related to the verbosity of ex- 530

planations, which may fail to address the query 531

implied by the dialogue context (Li et al., 2024). 532

The IXQUISITE metric tells us that Mistral fa- 533

vors more complex expressions, while Claude-3 534

tends to employ slightly more conjunctions. Along- 535

side FED, we observe a slight correlation between 536

lexical complexity and informativeness, and a bet- 537

ter interactivity through the use of plain language 538

and connective words. The scores supply the FED 539

suite with a bridge between the pragmatic outcomes 540

and quantifiable linguistic features. 541

5.4 Self-refined filled-in turns 542

LLMs are capable of improving their own output 543

for the dialogue completion task. Our instruction- 544

tuning strategies, inspired by Madaan et al. (2023), 545

prove that these improvements are independent 546

from dialogue history and can be achieved simply 547

with zero-shot instructions. 548

Although the original output and the re- 549

fined output often incorporate analogous contents 550

(App. A.2), the different evaluation outcomes con- 551

firm that explanations rely not only on content but 552

also on expression (Wachsmuth and Alshomary, 553

2022), and that how a concept evolves is equally 554

important. Figures 19 to 21 show that Llama-3.1 555

consistently yields substantial improvements for 556

the FED aspects, which is not always the case 557

for the other two models. While the improvement 558

of Mistral beats Claude, both models perform 559

better on ReWIRED than the other two datasets, 560

where instruction-tuning sometimes decreased the 561

scores. This tendency could be related to the task 562

performance, in which model-generated turns of 563

ReWIRED often show the largest gap from the 564

baselines, leaving more room for improvement. 565

The prompt variable open-end limits the models’ 566

improvement, as the short context introduces more 567

uncertainty, even with additional instructions. 568

Aspects measured by FED are correlated, since 569

a reference utterance can be shared by multiple 570

aspects and contribute to their respective scores si- 571

multaneously. As a result, instructions focusing on 572

certain aspects in fact introduce an overall improve- 573

ment. The overlap between evaluated aspects could 574

also be observed from the sensitivity to prompt 575

variables (Fig. 4), as different FED aspects could 576

exhibit similar tendencies under such perturbation. 577
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Figure 4: The evaluation results of instruct-tuned turns of Llama-3.1 on the ReWIRED dataset. The black lines
(100%) represent the baseline of the original turns. The green lines denote the original output, and the blue lines
indicate the tuned output of Llama-3.1. Solid and dashed lines respectively represent vanilla and open-end prompt.

Figure 5: Instance-level score change after instruction-
tuning (l: Mistral-0.3, c: Llama-3.1, r: Claude-3),
w.r.t. their worst-performing feature (Table 2) on
ReWIRED. Changes in scores are represented by slope
m. Model-specific colors highlight instances where the
given aspect is described in the instruction.

On instance level, specifying aspects in the578

prompt results in substantial score increases com-579

pared to the overall improvement. For Figure 5, we580

observe a steeper gradient where the given aspect581

is described. From all combinations of prompt vari-582

ables on ReWIRED, we find the prompted instruc-583

tion to correlate with the quality on the correspond-584

ing evaluated aspect of explanatory dialogues.585

6 Conclusion586

In this work, we conducted a comprehensive study587

of the dialogue completion task in three distinct ex-588

planation domains: Human spoken, human written,589

and synthetic. We are the first to explore dialogue590

completion – as proposed in Dai et al. (2022) and591

picked up by Li et al. (2023); Wang et al. (2024); Li592

et al. (2024), i.a. – for explanatory dialogue across593

multiple domains. We found LLMs capable of594

efficiently formulating knowledge or information 595

for explanatory dialogues, but they often remain 596

inadequate to replace human explanations owing 597

to the poor interactivity. The output space of the 598

dialogue completion task highly depends on how 599

the dialogue context is established. Although the 600

word choices in the prompt have a small effect, 601

the changes are often negligible in comparison to 602

those introduced by trimming dialogue context. In 603

contrast, a reduced context significantly lowers ex- 604

planation quality on both turn and dialogue level. 605

According to two reference-free test suites, 606

LLMs tend to suffer from the interplay with the 607

interlocutor, especially while taking the entire con- 608

versational context into account rather than a sin- 609

gle turn. LLMs fail to achieve the baseline’s per- 610

formance on human-spoken conversations, likely 611

owing to the wider disparity between colloquial 612

and written language, as well as the differences be- 613

tween model-generated and human-produced con- 614

tents. The corpus with human-written explana- 615

tions from online forums was rated highest, while 616

ReWIRED is constantly considered as the lowest 617

quality, presumably due to editing and intrinsic bi- 618

ases towards written dialogues. Despite the gap be- 619

tween the original and filled-in turns, LLMs could 620

refine their own task output through prompt-based 621

methods and metric-based feedback, where smaller 622

ones like Llama-3.1 especially profit from. Our 623

analysis of the worst-performing features reveals 624

that specific aspects of underperformance still vary 625

across models and tasks. 626
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Limitations627

The datasets adopted in this work are rather small,628

especially after resampling WikiDialog and ELI5-629

dialogues to align with the size of ReWIRED.630

Considering the task accomplishment rate, the final631

amount of data points per batch sometimes falls632

below 200, which could limit the robustness of633

the findings and increase susceptibility to sampling634

error. In addition to the limited data points, bi-635

ases could originate from the minor flaws in the636

experimental pipeline. For example, although the637

IXQUISITE aspect “synonym density” is left out638

for WikiDialog and ELI5-dialogues, the aspect639

continues to exist in instruction-tuning and occa-640

sionally becomes one of the worst features.641

The FED metrics’ preference for written di-642

alogues could possibly relate to the pretrained643

DialoGPT model. Although conversations can be644

transcribed, written chats are presumably more645

readily available as data. If the model was trained646

more on dialogues in form of messages or texts,647

it would more likely predict written language as648

its output, which eventually leads to higher scores.649

Another potential cause is that the 5 Levels videos650

(source of the (Re)WIRED dataset) were heavily651

edited. The production process may create gaps be-652

tween dialogue turns, causing lower scores. Never-653

theless, such preference doesn’t necessarily imply654

poor reliability of the scores; considering that appli-655

cations such as dialogue-oriented NLE commonly656

concern written dialogues, the metric is still con-657

sidered robust while highlighting the gap between658

data sources.659

References660

Daniel Adiwardana, Minh-Thang Luong, David R. So,661
Jamie Hall, Noah Fiedel, Romal Thoppilan, Zi Yang,662
Apoorv Kulshreshtha, Gaurav Nemade, Yifeng Lu,663
and Quoc V. Le. 2020. Towards a human-like open-664
domain chatbot. CoRR, abs/2001.09977.665

Milad Alshomary, Felix Lange, Meisam Booshehri,666
Meghdut Sengupta, Philipp Cimiano, and Henning667
Wachsmuth. 2024. Modeling the quality of dia-668
logical explanations. In Proceedings of the 2024669
Joint International Conference on Computational670
Linguistics, Language Resources and Evaluation,671
LREC/COLING 2024, 20-25 May, 2024, Torino, Italy,672
pages 11523–11536. ELRA and ICCL.673

Anthropic. 2024. The claude 3 model family: Opus,674
sonnet, haiku.675

Oana-Maria Camburu, Tim Rocktäschel, Thomas676
Lukasiewicz, and Phil Blunsom. 2018. e-snli: Natu-677

ral language inference with natural language explana- 678
tions. In Advances in Neural Information Processing 679
Systems 31: Annual Conference on Neural Informa- 680
tion Processing Systems 2018, NeurIPS 2018, Decem- 681
ber 3-8, 2018, Montréal, Canada, pages 9560–9572. 682

David Cheng-Han Chiang and Hung-yi Lee. 2023. Can 683
large language models be an alternative to human 684
evaluations? In Proceedings of the 61st Annual 685
Meeting of the Association for Computational Lin- 686
guistics (Volume 1: Long Papers), ACL 2023, Toronto, 687
Canada, July 9-14, 2023, pages 15607–15631. Asso- 688
ciation for Computational Linguistics. 689

Zhuyun Dai, Arun Tejasvi Chaganty, Vincent Y. Zhao, 690
Aida Amini, Qazi Mamunur Rashid, Mike Green, and 691
Kelvin Guu. 2022. Dialog inpainting: Turning docu- 692
ments into dialogs. In International Conference on 693
Machine Learning, ICML 2022, 17-23 July 2022, Bal- 694
timore, Maryland, USA, volume 162 of Proceedings 695
of Machine Learning Research, pages 4558–4586. 696
PMLR. 697

Dorottya Demszky and Heather Hill. 2023. The NCTE 698
transcripts: A dataset of elementary math classroom 699
transcripts. In Proceedings of the 18th Workshop 700
on Innovative Use of NLP for Building Educational 701
Applications, BEA@ACL 2023, Toronto, Canada, 13 702
July 2023, pages 528–538. Association for Computa- 703
tional Linguistics. 704

Jan Deriu, Álvaro Rodrigo, Arantxa Otegi, Guillermo 705
Echegoyen, Sophie Rosset, Eneko Agirre, and Mark 706
Cieliebak. 2021. Survey on evaluation methods for 707
dialogue systems. Artif. Intell. Rev., 54(1):755–810. 708

Nils Feldhus, Aliki Anagnostopoulou, Qianli Wang, Mi- 709
lad Alshomary, Henning Wachsmuth, Daniel Son- 710
ntag, and Sebastian Möller. 2024. Towards modeling 711
and evaluating instructional explanations in teacher- 712
student dialogues. In Proceedings of the 2024 In- 713
ternational Conference on Information Technology 714
for Social Good, GoodIT 2024, Bremen, Germany, 715
September 4-6, 2024, pages 225–230. ACM. 716

Nils Feldhus, Qianli Wang, Tatiana Anikina, Sahil 717
Chopra, Cennet Oguz, and Sebastian Möller. 2023. 718
Interrolang: Exploring NLP models and datasets 719
through dialogue-based explanations. In Findings 720
of the Association for Computational Linguistics: 721
EMNLP 2023, Singapore, December 6-10, 2023, 722
pages 5399–5421. Association for Computational 723
Linguistics. 724

Aaron Grattafiori, Abhimanyu Dubey, and Abhi- 725
nav Jauhri et al. 2024. The llama 3 herd of models. 726
CoRR, abs/2407.21783. 727

Jinghan Jia, Abi Komma, Timothy Leffel, Xujun Peng, 728
Ajay Nagesh, Tamer Soliman, Aram Galstyan, and 729
Anoop Kumar. 2024. Leveraging llms for dialogue 730
quality measurement. In Proceedings of the 2024 731
Conference of the North American Chapter of the 732
Association for Computational Linguistics: Human 733
Language Technologies: Industry Track, NAACL 734

9

https://arxiv.org/abs/2001.09977
https://arxiv.org/abs/2001.09977
https://arxiv.org/abs/2001.09977
https://aclanthology.org/2024.lrec-main.1007
https://aclanthology.org/2024.lrec-main.1007
https://aclanthology.org/2024.lrec-main.1007
https://www-cdn.anthropic.com/f2986af8d052f26236f6251da62d16172cfabd6e/claude-3-model-card.pdf
https://www-cdn.anthropic.com/f2986af8d052f26236f6251da62d16172cfabd6e/claude-3-model-card.pdf
https://www-cdn.anthropic.com/f2986af8d052f26236f6251da62d16172cfabd6e/claude-3-model-card.pdf
https://proceedings.neurips.cc/paper/2018/hash/4c7a167bb329bd92580a99ce422d6fa6-Abstract.html
https://proceedings.neurips.cc/paper/2018/hash/4c7a167bb329bd92580a99ce422d6fa6-Abstract.html
https://proceedings.neurips.cc/paper/2018/hash/4c7a167bb329bd92580a99ce422d6fa6-Abstract.html
https://proceedings.neurips.cc/paper/2018/hash/4c7a167bb329bd92580a99ce422d6fa6-Abstract.html
https://proceedings.neurips.cc/paper/2018/hash/4c7a167bb329bd92580a99ce422d6fa6-Abstract.html
https://doi.org/10.18653/V1/2023.ACL-LONG.870
https://doi.org/10.18653/V1/2023.ACL-LONG.870
https://doi.org/10.18653/V1/2023.ACL-LONG.870
https://doi.org/10.18653/V1/2023.ACL-LONG.870
https://doi.org/10.18653/V1/2023.ACL-LONG.870
https://proceedings.mlr.press/v162/dai22a.html
https://proceedings.mlr.press/v162/dai22a.html
https://proceedings.mlr.press/v162/dai22a.html
https://doi.org/10.18653/V1/2023.BEA-1.44
https://doi.org/10.18653/V1/2023.BEA-1.44
https://doi.org/10.18653/V1/2023.BEA-1.44
https://doi.org/10.18653/V1/2023.BEA-1.44
https://doi.org/10.18653/V1/2023.BEA-1.44
https://doi.org/10.1007/S10462-020-09866-X
https://doi.org/10.1007/S10462-020-09866-X
https://doi.org/10.1007/S10462-020-09866-X
https://doi.org/10.1145/3677525.3678665
https://doi.org/10.1145/3677525.3678665
https://doi.org/10.1145/3677525.3678665
https://doi.org/10.1145/3677525.3678665
https://doi.org/10.1145/3677525.3678665
https://doi.org/10.18653/V1/2023.FINDINGS-EMNLP.359
https://doi.org/10.18653/V1/2023.FINDINGS-EMNLP.359
https://doi.org/10.18653/V1/2023.FINDINGS-EMNLP.359
https://doi.org/10.48550/ARXIV.2407.21783
https://doi.org/10.18653/V1/2024.NAACL-INDUSTRY.30
https://doi.org/10.18653/V1/2024.NAACL-INDUSTRY.30
https://doi.org/10.18653/V1/2024.NAACL-INDUSTRY.30


2024, Mexico City, Mexico, June 16-21, 2024, pages735
359–367. Association for Computational Linguistics.736

Albert Q. Jiang, Alexandre Sablayrolles, Arthur Men-737
sch, Chris Bamford, Devendra Singh Chaplot, Diego738
de Las Casas, Florian Bressand, Gianna Lengyel,739
Guillaume Lample, Lucile Saulnier, Lélio Re-740
nard Lavaud, Marie-Anne Lachaux, Pierre Stock,741
Teven Le Scao, Thibaut Lavril, Thomas Wang, Timo-742
thée Lacroix, and William El Sayed. 2023. Mistral743
7b. CoRR, abs/2310.06825.744

Dongfu Jiang, Yishan Li, Ge Zhang, Wenhao Huang,745
Bill Yuchen Lin, and Wenhu Chen. 2024. Tigerscore:746
Towards building explainable metric for all text gen-747
eration tasks. Trans. Mach. Learn. Res., 2024.748

Soonwoo Kwon, Sojung Kim, Minju Park, Seunghyun749
Lee, and Kyuseok Kim. 2024. BIPED: Pedagogi-750
cally informed tutoring system for ESL education.751
In Proceedings of the 62nd Annual Meeting of the752
Association for Computational Linguistics (Volume 1:753
Long Papers), pages 3389–3414, Bangkok, Thailand.754
Association for Computational Linguistics.755

Himabindu Lakkaraju, Dylan Slack, Yuxin Chen, Chen-756
hao Tan, and Sameer Singh. 2022. Rethinking ex-757
plainability as a dialogue: A practitioner’s perspec-758
tive. HCAI @ NeurIPS 2022.759

Grace Li, Milad Alshomary, and Smaranda Muresan.760
2024. "is chatgpt a better explainer than my pro-761
fessor?": Evaluating the explanation capabilities of762
llms in conversation compared to a human baseline.763
CoRR, abs/2406.18512.764

Siheng Li, Cheng Yang, Yichun Yin, Xinyu Zhu, Ze-765
sen Cheng, Lifeng Shang, Xin Jiang, Qun Liu, and766
Yujiu Yang. 2023. AutoConv: Automatically gener-767
ating information-seeking conversations with large768
language models. In Proceedings of the 61st Annual769
Meeting of the Association for Computational Lin-770
guistics (Volume 2: Short Papers), pages 1751–1762,771
Toronto, Canada. Association for Computational Lin-772
guistics.773

Zhengyuan Liu, Stella Xin Yin, Geyu Lin, and Nancy F.774
Chen. 2024. Personality-aware student simulation775
for conversational intelligent tutoring systems. In776
Proceedings of the 2024 Conference on Empirical777
Methods in Natural Language Processing, pages 626–778
642, Miami, Florida, USA. Association for Compu-779
tational Linguistics.780

Longxuan Ma, Ziyu Zhuang, Weinan Zhang, Mingda781
Li, and Ting Liu. 2022. Self-eval: Self-supervised782
fine-grained dialogue evaluation. In Proceedings of783
the 29th International Conference on Computational784
Linguistics, COLING 2022, Gyeongju, Republic of785
Korea, October 12-17, 2022, pages 485–495. Inter-786
national Committee on Computational Linguistics.787

Aman Madaan, Niket Tandon, Prakhar Gupta, Skyler788
Hallinan, Luyu Gao, Sarah Wiegreffe, Uri Alon,789
Nouha Dziri, Shrimai Prabhumoye, Yiming Yang,790
Shashank Gupta, Bodhisattwa Prasad Majumder,791

Katherine Hermann, Sean Welleck, Amir Yazdan- 792
bakhsh, and Peter Clark. 2023. Self-refine: Itera- 793
tive refinement with self-feedback. In Advances in 794
Neural Information Processing Systems 36: Annual 795
Conference on Neural Information Processing Sys- 796
tems 2023, NeurIPS 2023, New Orleans, LA, USA, 797
December 10 - 16, 2023. 798

Shikib Mehri and Maxine Eskénazi. 2020a. Unsuper- 799
vised evaluation of interactive dialog with dialogpt. 800
In Proceedings of the 21th Annual Meeting of the 801
Special Interest Group on Discourse and Dialogue, 802
SIGdial 2020, 1st virtual meeting, July 1-3, 2020, 803
pages 225–235. Association for Computational Lin- 804
guistics. 805

Shikib Mehri and Maxine Eskénazi. 2020b. USR: an 806
unsupervised and reference free evaluation metric for 807
dialog generation. In Proceedings of the 58th Annual 808
Meeting of the Association for Computational Lin- 809
guistics, ACL 2020, Online, July 5-10, 2020, pages 810
681–707. Association for Computational Linguistics. 811

John Mendonça, Isabel Trancoso, and Alon Lavie. 2024. 812
Soda-eval: Open-domain dialogue evaluation in the 813
age of LLMs. In Findings of the Association for Com- 814
putational Linguistics: EMNLP 2024, pages 11687– 815
11708, Miami, Florida, USA. Association for Com- 816
putational Linguistics. 817

Tim Miller. 2017. Explanation in artificial intelli- 818
gence: Insights from the social sciences. CoRR, 819
abs/1706.07269. 820

Jinjie Ni, Tom Young, Vlad Pandelea, Fuzhao Xue, and 821
Erik Cambria. 2023. Recent advances in deep learn- 822
ing based dialogue systems: a systematic survey. Ar- 823
tif. Intell. Rev., 56(4):3055–3155. 824

Nazneen Fatema Rajani, Bryan McCann, Caiming 825
Xiong, and Richard Socher. 2019. Explain your- 826
self! leveraging language models for commonsense 827
reasoning. In Proceedings of the 57th Conference of 828
the Association for Computational Linguistics, ACL 829
2019, Florence, Italy, July 28- August 2, 2019, Vol- 830
ume 1: Long Papers, pages 4932–4942. Association 831
for Computational Linguistics. 832

Joe Stacey, Jianpeng Cheng, John Torr, Tristan Guigue, 833
Joris Driesen, Alexandru Coca, Mark Gaynor, and 834
Anders Johannsen. 2024. LUCID: LLM-generated 835
utterances for complex and interesting dialogues. In 836
Proceedings of the 2024 Conference of the North 837
American Chapter of the Association for Computa- 838
tional Linguistics: Human Language Technologies 839
(Volume 4: Student Research Workshop), pages 56– 840
74, Mexico City, Mexico. Association for Computa- 841
tional Linguistics. 842

Anaïs Tack and Chris Piech. 2022. The AI teacher test: 843
Measuring the pedagogical ability of blender and 844
GPT-3 in educational dialogues. In Proceedings of 845
the 15th International Conference on Educational 846
Data Mining, EDM 2022, Durham, UK, July 24-27, 847
2022. International Educational Data Mining Society. 848

10

https://doi.org/10.48550/ARXIV.2310.06825
https://doi.org/10.48550/ARXIV.2310.06825
https://doi.org/10.48550/ARXIV.2310.06825
https://openreview.net/forum?id=EE1CBKC0SZ
https://openreview.net/forum?id=EE1CBKC0SZ
https://openreview.net/forum?id=EE1CBKC0SZ
https://openreview.net/forum?id=EE1CBKC0SZ
https://openreview.net/forum?id=EE1CBKC0SZ
https://doi.org/10.18653/v1/2024.acl-long.186
https://doi.org/10.18653/v1/2024.acl-long.186
https://doi.org/10.18653/v1/2024.acl-long.186
https://arxiv.org/abs/2202.01875
https://arxiv.org/abs/2202.01875
https://arxiv.org/abs/2202.01875
https://arxiv.org/abs/2202.01875
https://arxiv.org/abs/2202.01875
https://doi.org/10.48550/ARXIV.2406.18512
https://doi.org/10.48550/ARXIV.2406.18512
https://doi.org/10.48550/ARXIV.2406.18512
https://doi.org/10.48550/ARXIV.2406.18512
https://doi.org/10.48550/ARXIV.2406.18512
https://doi.org/10.18653/v1/2023.acl-short.149
https://doi.org/10.18653/v1/2023.acl-short.149
https://doi.org/10.18653/v1/2023.acl-short.149
https://doi.org/10.18653/v1/2023.acl-short.149
https://doi.org/10.18653/v1/2023.acl-short.149
https://doi.org/10.18653/v1/2024.emnlp-main.37
https://doi.org/10.18653/v1/2024.emnlp-main.37
https://doi.org/10.18653/v1/2024.emnlp-main.37
https://aclanthology.org/2022.coling-1.39
https://aclanthology.org/2022.coling-1.39
https://aclanthology.org/2022.coling-1.39
http://papers.nips.cc/paper_files/paper/2023/hash/91edff07232fb1b55a505a9e9f6c0ff3-Abstract-Conference.html
http://papers.nips.cc/paper_files/paper/2023/hash/91edff07232fb1b55a505a9e9f6c0ff3-Abstract-Conference.html
http://papers.nips.cc/paper_files/paper/2023/hash/91edff07232fb1b55a505a9e9f6c0ff3-Abstract-Conference.html
https://doi.org/10.18653/V1/2020.SIGDIAL-1.28
https://doi.org/10.18653/V1/2020.SIGDIAL-1.28
https://doi.org/10.18653/V1/2020.SIGDIAL-1.28
https://doi.org/10.18653/V1/2020.ACL-MAIN.64
https://doi.org/10.18653/V1/2020.ACL-MAIN.64
https://doi.org/10.18653/V1/2020.ACL-MAIN.64
https://doi.org/10.18653/V1/2020.ACL-MAIN.64
https://doi.org/10.18653/V1/2020.ACL-MAIN.64
https://doi.org/10.18653/v1/2024.findings-emnlp.684
https://doi.org/10.18653/v1/2024.findings-emnlp.684
https://doi.org/10.18653/v1/2024.findings-emnlp.684
https://arxiv.org/abs/1706.07269
https://arxiv.org/abs/1706.07269
https://arxiv.org/abs/1706.07269
https://doi.org/10.1007/S10462-022-10248-8
https://doi.org/10.1007/S10462-022-10248-8
https://doi.org/10.1007/S10462-022-10248-8
https://doi.org/10.18653/V1/P19-1487
https://doi.org/10.18653/V1/P19-1487
https://doi.org/10.18653/V1/P19-1487
https://doi.org/10.18653/V1/P19-1487
https://doi.org/10.18653/V1/P19-1487
https://doi.org/10.18653/v1/2024.naacl-srw.8
https://doi.org/10.18653/v1/2024.naacl-srw.8
https://doi.org/10.18653/v1/2024.naacl-srw.8
https://educationaldatamining.org/2022.EDM-short-papers.54/index.html
https://educationaldatamining.org/2022.EDM-short-papers.54/index.html
https://educationaldatamining.org/2022.EDM-short-papers.54/index.html
https://educationaldatamining.org/2022.EDM-short-papers.54/index.html
https://educationaldatamining.org/2022.EDM-short-papers.54/index.html


Henning Wachsmuth and Milad Alshomary. 2022.849
"mama always had a way of explaining things so850
I could understand": A dialogue corpus for learning851
to construct explanations. In Proceedings of the 29th852
International Conference on Computational Linguis-853
tics, COLING 2022, Gyeongju, Republic of Korea,854
October 12-17, 2022, pages 344–354. International855
Committee on Computational Linguistics.856

Junling Wang, Jakub Macina, Nico Daheim, Sankalan857
Pal Chowdhury, and Mrinmaya Sachan. 2024.858
Book2Dial: Generating teacher student interactions859
from textbooks for cost-effective development of ed-860
ucational chatbots. In Findings of the Association for861
Computational Linguistics: ACL 2024, pages 9707–862
9731, Bangkok, Thailand. Association for Computa-863
tional Linguistics.864

Jason Wei, Xuezhi Wang, Dale Schuurmans, Maarten865
Bosma, Brian Ichter, Fei Xia, Ed H. Chi, Quoc V. Le,866
and Denny Zhou. 2022. Chain-of-thought prompting867
elicits reasoning in large language models. In Ad-868
vances in Neural Information Processing Systems 35:869
Annual Conference on Neural Information Process-870
ing Systems 2022, NeurIPS 2022, New Orleans, LA,871
USA, November 28 - December 9, 2022.872

Wenda Xu, Danqing Wang, Liangming Pan, Zhenqiao873
Song, Markus Freitag, William Wang, and Lei Li.874
2023. INSTRUCTSCORE: towards explainable text875
generation evaluation with automatic feedback. In876
Proceedings of the 2023 Conference on Empirical877
Methods in Natural Language Processing, EMNLP878
2023, Singapore, December 6-10, 2023, pages 5967–879
5994. Association for Computational Linguistics.880

Chen Zhang, Yiming Chen, Luis Fernando D’Haro,881
Yan Zhang, Thomas Friedrichs, Grandee Lee, and882
Haizhou Li. 2021. Dynaeval: Unifying turn and di-883
alogue level evaluation. In Proceedings of the 59th884
Annual Meeting of the Association for Computational885
Linguistics and the 11th International Joint Confer-886
ence on Natural Language Processing, ACL/IJCNLP887
2021, (Volume 1: Long Papers), Virtual Event, Au-888
gust 1-6, 2021, pages 5676–5689. Association for889
Computational Linguistics.890

Shengyu Zhang, Linfeng Dong, Xiaoya Li, Sen Zhang,891
Xiaofei Sun, Shuhe Wang, Jiwei Li, Runyi Hu, Tian-892
wei Zhang, Fei Wu, and Guoyin Wang. 2023. In-893
struction tuning for large language models: A survey.894
CoRR, abs/2308.10792.895

A Data896

A.1 Datasets897

The datasets adopted in the experiments are de-898

scribed as below:899

WIRED / ReWIRED. Focusing on explanatory900

dialogues on scientific topics, the WIRED dataset901

(Wachsmuth and Alshomary, 2022) transcribes hu-902

man conversations from 65 edited video clips in903

which 13 high-level subjects are explained by a 904

field expert to different target audience. For each 905

topic, the dataset includes five distinct expertise 906

levels of explainee: child, teenager, undergraduate 907

student, graduate student, and colleague, i.e., an- 908

other field expert. Similar concepts could always 909

develop differently in the way of being phrased and 910

argued (Figure 6). Moreover, the dataset features 911

turn-level labels that highlight interactions cate- 912

gorized into dialogue acts, and explanation acts. 913

The expanded ReWIRED corpus in Feldhus et al. 914

(2024) adds 65 more transcripts and features token- 915

level annotations that incorporate teaching acts. 916

WikiDialog. Dai et al. (2022) built this dataset 917

from Wikipedia texts through “inpainting” the miss- 918

ing part of a dialogue; to be specific, raw texts 919

from the documents were segmented into explainer 920

turns that interact with an imagined explainee agent, 921

and the explainee turns were then filled-in with 922

the predicted output from a designated “inpainter” 923

model. The validation set originally consists of 924

113,820 synthetic dialogues. We remove the di- 925

alogues that are shorter than 10 turns; moreover, 926

since Wikipedia pages frequently focus on specific 927

individuals, we apply a rough NER filter to dia- 928

logue topics with NLTK toolkits for removing those 929

dialogues, resulting in a total of 42,573 dialogues. 930

ELI5-dialogues. This dataset by Alshomary et al. 931

(2024) extracts around 400 conversations from the 932

Explain Like I’m Five subreddit, where users ask 933

questions and request understandable explanations. 934

ELI5 demonstrates how explanations could be de- 935

livered in written form, which better resembles the 936

interaction with LLMs. The corpus contains 2,650 937

annotated data instances. Considering written texts 938

can sometimes be longer than transcribed oral con- 939

versations, we remove the dialogues containing 940

lengthy turns that are over 200 tokens. This slightly 941

reduces the corpus size to 2,056 data instances. 942

A.2 Sample data points 943

Table 9 to 11 include one data instance per dataset, 944

showing the retrieved explanatory dialogue context, 945

the original turn, and the output of each model turns 946

under the vanilla prompt. 947

Table 12 demonstrates a comparison between 948

task output with and without open-end prompt vari- 949

able, which is found to impact model output the 950

most. Furthermore, Table 13 sheds light to how 951

instruction-tuning may alter the output while phras- 952

ing mostly the same contents. In both tables, dis- 953
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tinction between the two output variants are man-954

ually highlighted. In light of the metric scores in955

the evaluation results, the misalignment of these956

highlighted details may reflect the qualitative dis-957

tinction that ultimately contribute to nuances in the958

quantitative analyses.959

A.3 Dataset quality (baseline)960

Table 4 presents the evaluation results of the origi-961

nal turns per dataset as a baseline. In almost all the962

FED aspects, ELI5 achieves the best score, while963

WikiDialog occasionally outperforms the other two964

datasets. On the other hand, the IXQUISITE met-965

ric reveals that the WIRED dataset scores slightly966

higher in “adaptation” and “coherence”, WikiDi-967

alog receives high marks in some aspects such968

as “lexical complexity”. While the FED metric969

provides a qualitative assessment for each aspect,970

the IXQUISITE scores do not necessarily imply971

dialogue quality; instead, they offer mostly descrip-972

tions of the form and function of the language fea-973

tures. For example, complicated diction and syntax974

may appear more suitable or common to certain975

interlocutors, but the level of lexical complexity976

itself remains neutral.977

B Trial run978

We conduct a trial run on the original WIRED979

dataset with Mistral-0.3 7B (Jiang et al., 2023)980

and Llama-3 8B (Grattafiori et al., 2024) to decide981

the variables to be included in the experiments.982

With l set to 60 tokens and w set to 2 turns, the trial983

batch outputs in total 2,632 segmented dialogues984

filled-in by LLMs. Among all data points, the985

model-generated turns contain 1.59 sentences with986

a length of 30.39 tokens on average.987

Evaluated with FED and IXQUISITE (Figure988

8), the trial run hints at the performance difference989

carried out by the four prompt variables (Figure 2).990

The variable footer w/ context is left out because991

LLMs follow the instructed output format poorly,992

presumably owing to the longer and repetitive in-993

put. Under the remaining eight scenarios derived994

from combination of topic, speakers, and open-end,995

Mistral-0.3 (Figure 10) and Llama-3 (Figure 11)996

are rated similarly by the two test suites: Applying997

open-end drastically affects model performance,998

while topic and speakers introduce less changes to999

the scores.1000

The outcome of the trial run introduces adjust-1001

ments to the subsequent experiment on the main1002

Evaluated Aspect ReWIRED WikiDialog ELI5

Relevant 6.92 7.56 7.73
Interesting -11.13 -15.18 -9.15
Fluent 9.90 12.73 8.17
Correct 6.94 7.61 7.76
Understandable 9.06 11.90 7.63
Semantically appr. 10.44 13.11 8.45
Specific -7.15 -11.00 -6.02
Engaging -14.14 -18.46 -11.63
Likeable -8.33 -12.57 -6.74
Understanding 6.91 7.56 7.74
Coherent 6.90 7.55 7.72
Topic depth 6.95 7.62 7.76
Flexible -3.37 -4.66 -3.11
Diverse 6.99 7.67 7.79
Inquisitive -12.44 -18.67 -9.63
Error recovery 6.84 7.46 7.68
Informative -6.73 -5.63 -4.88
Consistent 7.02 7.71 7.82
Minimal explanations 0.16 0.75 0.18
Lexical complexity 1.15 2.33 1.44
Synonym density 0.09 0.00* 0.00*
Adaptation 0.24 0.21 0.24
Readability level 0.46 0.63 0.45
Coherence 0.04 0.03 0.03

Table 4: The differences between dialogues from the
three datasets according to the two selected test suites.
The best scores for each aspect is highlighted in bold-
face. The starred zeros result from limitations of the
datasets, as described in App. C.

task: First, considering the output length, minimum 1003

length (l) for instance building is reduced from 60 1004

to 30. Second, regarding prompt structure, footer 1005

w/ context is abolished, while topic and speakers 1006

are combined into one variable in the following 1007

experiments. 1008

C Edge cases 1009

Among the IXQUISITE aspects, “synonym den- 1010

sity” does not apply to ELI5-dialogues because 1011

the dataset does not contain topic-related keywords 1012

for each dialogue, whereas the test suite requires at 1013

least one to derive synonyms. For the WikiDialog 1014

dataset, where page titles are applied, the feature 1015

hardly captures anything because Wikipedia pages 1016

are usually proper nouns or named entities, which 1017

can hardly be substituted by other words. 1018

D Supplementary results 1019

Table 8 extends the results in Table 1 and describes 1020

the amounts of data instances where the LLM suc- 1021

cessfully accomplish the dialogue completion task. 1022

Task accomplishment rate is found to vary across 1023

tasks and prompt variables. 1024

As an extension of Table 2, Figure 12 and 13 1025

demonstrate the counts for worst-performing fea- 1026

tures that are retrieved for instruction-tuning. 1027

Across two prompt variants, the results are re- 1028

spectively visualized for each dataset: ReWIRED 1029

12



Turn-level Dialogue-level

Relevant Likeable
Interesting Understanding

Fluent Coherent
Correct Topic depth

Understandable Flexible
Semantically appropriate Diverse

Specific Inquisitive
Engaging Error recovery

Informative
Consistent

Table 5: The 8 turn-level and 10 dialogue-level aspects
measured by FED metric (Mehri and Eskénazi, 2020a),
ordered by importance reported in the original paper.

(Figure 19), WikiDialog (Figure 20), and ELI5-1030

dialogues (Figure 21). In these radar charts, base-1031

lines are represented by regular polygons defined1032

as 100% in each dimension. The colored polygons1033

denote the proportional scores relative to the base-1034

line for the task (green) and tuned (model-specific1035

color) output. A score higher than the baseline1036

moves the dimension closer to the edge, while a1037

lower score brings it closer to the center.1038
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Figure 6: An excerpt of a teacher-child explanatory dialogue from the WIRED dataset (Wachsmuth and Alshomary,
2022), exemplifying explaining the same topic to different explainees (see Figure 7). The figure also highlights the
information provided in the corpus: topic, explainee’s expertise level, and turn-level annotations, along with their
contents on the right.

Figure 7: An excerpt of a teacher-colleague explanatory dialogue from the WIRED dataset (Wachsmuth and
Alshomary, 2022).
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Figure 8: Raw metric scores of the LLM-generated and the original human turns measured by FED and IXQUISITE.
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Figure 9: Example from the WIRED dataset of how data instances are built from a turn and its surrounding dialogue
context. Minimum turn length l is set to 30 here.

Figure 10: The different task performance of Mistral-0.3 across three variables in prompt design: topic, speakers,
and open-end.
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Figure 11: The different task performance of Llama-3 across three variables in prompt design: topic, speakers, and
open-end.

Figure 12: The worst performing features after normalization for each dataset.
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Category Measure

Minimal explanations Frequency of named entities
Lexical complexity Frequency of difficult words

Synonym density Frequency of synonyms for the relevant terms
Adaptation Inverse frequency of synonyms

Readability level Flesch-Kincaid Grade level
Coherence Frequency of conjunctions and connective words

Table 6: The 6 numerical measures in IXQUISITE (Feldhus et al., 2024) adopted in this work. Correlation to
teaching model from the original test suite is left out because of the lack of annotations.

Aspect Neg. Description Pos. Description

Relevant appear irrelevant topic-relevant
Interesting appear boring interesting
Fluent be poorly phrased fluent
Correct misunderstand the conversational context correct
Understandable be hardly understandable understandable
Semantically appr. make little sense semantically appr.
Specific appear out of scope topic-specific
Engaging appear unappealing engaging
Likeable appear unfriendly likeable
Understanding misunderstand the other speaker perceptive
Coherent deviate from the topic coherent
Topic depth appear superficial in-depth
Flexible adapt poorly to the conversation flow flexible
Diverse include too much repetition lexically diverse
Inquisitive appear indifferent inquisitive
Error recovery appear erroneous self-corrective
Informative provide too little information informative
Consistent disagree with previous utterances consistent
Minimal explanations mention too many named entities accessible
Lexical complexity incorporate difficult word usage colloquial
Synonym density paraphrase too little lexically diverse
Adaptation emphasize the same things too much adaptive
Readability level appear too hard to understand plain
Coherence introduce poor dialogue flow coherent

Table 7: The evaluated aspects and their corresponding negative and positive description for instruction-tuning.
The usage of both descriptions aims at narrowing down the semantic space of a single phrase: The FED metrics
(Mehri and Eskénazi, 2020a) score dialogues based on the likelihood of responding with certain utterances, and
these utterances can sometimes be shared by several aspects. For example, That makes no sense! contributes to
the negative scores of “semantically appropriate,” “understandable,” and “fluent” simultaneously, implying that
the measurement of these aspects is not discrete but mutually relevant. The phrasing of the descriptions takes into
account of these source contents and further make syntactic adaptations to ensure the grammatical correctness of the
later prompted instructions, resulting in all the negative descriptions being verb phrases and positive descriptions
are adjective. Furthermore, although many positive descriptions simply inherit the name of the aspect, some of them
are rephrased to appear appropriate in the sentence structure of the prompt.
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topic,
topic, speakers,

Model Dataset vanilla speakers open-end open-end

ReWIRED 293 346 471 480
Mistral-0.3 WikiDialog 133 200 260 263

ELI5-dialogues 234 212 411 415

ReWIRED 521 540 500 522
Llama-3.1 WikiDialog 275 274 266 274

ELI5-dialogues 473 438 446 433

ReWIRED 611 595 451 440
Claude-3 WikiDialog 297 267 239 181

ELI5-dialogues 310 290 168 169

Table 8: Task accomplishment counts across models, datasets, and prompt variables.

Figure 13: The worst performing features after normalization for each LLM.
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Figure 14: The evaluation results of filled-in turns of the ReWIRED dataset. From left to right, the four bars for
each model represent the prompt variables: vanilla, topic & speakers, open-end, and topic & speakers & open-end.
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Figure 15: The evaluation results of filled-in turns of the WikiDialog dataset. From left to right, the four bars for
each model represent the prompt variables: vanilla, topic & speakers, open-end, and topic & speakers & open-end.
“Synonym density” is zero because page titles could hardly be paraphrased, as explained in Appendix A.3.
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Figure 16: The evaluation results of filled-in turns of the ELI5-dialogues dataset. From left to right, the four bars for
each model represent the prompt variables: vanilla, topic & speakers, open-end, and topic & speakers & open-end.
“Synonym density” is zero because the dataset doesn’t include topic keywords, as explained in Appendix A.3.
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(a) Llama-3.1 with vanilla prompt

(b) Llama-3.1 with topic & speakers & open-end prompt
Figure 17: The performance improvement of Mistral-0.3 (top) and Llama-3.1 (bot.) under instruction-tuning
with two different prompting strategies using the vanilla and the topic & speakers & open-end prompts.
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Figure 18: Two prompt structures for instruction-tuning: the original prompt with instruction (left) and the rewritten
header (right). The instructions are highlighted in both header columns.
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ReWIRED

Figure 19: The evaluation results of instruct-tuned turns of the ReWIRED dataset. The black lines (100%) represent
the baseline of the original turns. The green lines denote the original output, and the colored lines indicate the tuned
output for each model. Solid and dashed lines respectively represent vanilla and open-end prompt.
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WikiDialog

Figure 20: The evaluation results of instruct-tuned turns of the WikiDialog dataset. The black lines (100%) represent
the baseline of the original turns. The green lines denote the original output, and the coloured lines indicate the
tuned output for each model. Solid and dashed lines respectively represent vanilla and open-end prompt. Since
dialogue topics from the dataset are often proper nouns, “synonym density” in IXQUISITE is left out in plotting.
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ELI5-dialogues

Figure 21: The evaluation results of instruct-tuned turns of the ELI5 dataset. The black lines (100%) represent the
baseline of the original turns. The green lines denote the original output, and the colored lines indicate the tuned
output for each model. Solid and dashed lines respectively represent vanilla and open-end prompt. Owing to the
lack of topic from the dataset, “synonym density” in IXQUISITE is left out in plotting.
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Output under vanilla prompt Output under open-end prompt
Mi

st
ra

l-
0.

3
I think what you’re getting at is that as they’re moving
past you and you’re stationary, according to Einstein’s
theory of relativity, neither of you can be said to be truly
stationary. You’re both in motion relative to each other and
the train is causing the curved spacetime, which is what’s
making it seem like you’re stationary when you’re actually
not. Time is also relative in this sense, so even if you think
it’s passing normally for you, it might be passing slower
or faster for the person on the train, depending on their
speed and distance from you. All in all, it’s a fascinating
interplay of motion, time, and spacetime that forms the
foundation of modern physics.

I think that’s a great point to illustrate relative motion. If
we were to extend that to space and compare different
objects moving at different speeds, that’s where Einstein’s
theory of general relativity comes into play. According
to it, gravity is a result of distortion of spacetime by the
presence of mass. So when the train in your example
accelerates, it’s not just moving through space but creating
a curvature of spacetime around it. This curvature affects
the path of other objects falling close to it, like a ball.
That’s essentially the core idea behind how gravity works
in the context of relativity.

Ll
am

a-
3.

1

I think that’s a good way to start, but the train paradox
is actually a consequence of special relativity, which is
just a subset of the full theory of general relativity, which
includes gravity. So, if you were to explain relativity, you
might want to talk about how gravity warps spacetime, and
how that affects the way we experience time and space.
Maybe something like, “relativity is the idea that the laws
of physics are the same everywhere in the universe, and
that gravity is not a force that acts between objects, but
rather a curvature of spacetime caused by massive ob-
jects.”

That’s a good start, but it’s not quite that simple. Per-
spective is part of it, but it’s more about the geometry of
spacetime. When you’re on the train, you’re not just per-
ceiving things differently, you’re actually moving through
spacetime in a way that affects the geometry of the space
around you. And that’s what leads to the strange effects
we see in relativity, like time dilation and length contrac-
tion.

Cl
au

de
-3

Yes, exactly! That’s a great way to explain it. The idea
that different frames of reference can lead to different
perceptions of motion and acceleration is at the heart of
relativity. The train paradox really illustrates that concept
well.

Exactly! That’s a great way to explain the concept of
relativity and how it’s all about perspectives. The train
paradox really highlights how the same motion can be per-
ceived differently depending on your frame of reference.
It’s a simple but powerful example that helps illustrate the
core ideas behind Einstein’s theory of relativity.

Table 12: Example of a comparison between task output under vanilla and open-end prompt from the ReWIRED
dataset. Concepts or supporting details introduced only with the open-end variable are italicized.

Task output Tuned output

Mi
st

ra
l-

0.
3

I think what you’re getting at is that as they’re moving past
you and you’re stationary, according to Einstein’s theory of
relativity, neither of you can be said to be truly stationary.
You’re both in motion relative to each other and the train
is causing the curved spacetime, which is what’s making
it seem like you’re stationary when you’re actually not.
Time is also relative in this sense, so even if you think
it’s passing normally for you, it might be passing slower
or faster for the person on the train, depending on their
speed and distance from you. All in all, it’s a fascinating
interplay of motion, time, and spacetime that forms the
foundation of modern physics.

Indeed, you’ve conveyed the concept quite well. In simple
terms, as the train moves, it creates a curved spacetime
around it, causing both you and the moving passenger
to be in relative motion. This relative motion is a key
aspect of Einstein’s theory of relativity. It also affects the
passage of time - time may appear to pass differently for
you based on your relative speed and distance. There’s
indeed a fascinating dance between motion, time, and
spacetime that underpins our modern understanding of
physics.

Ll
am

a-
3.

1

I think that’s a good way to start, but the train paradox
is actually a consequence of special relativity, which is
just a subset of the full theory of general relativity, which
includes gravity. So, if you were to explain relativity, you
might want to talk about how gravity warps spacetime,
and how that affects the way we experience time and space.
Maybe something like, “relativity is the idea that the
laws of physics are the same everywhere in the universe,
and that gravity is not a force that acts between objects,
but rather a curvature of spacetime caused by massive
objects.”

I think that’s a good start, but to make it more compre-
hensive, you could mention how general relativity builds
upon special relativity and introduces the concept of grav-
ity as a curvature of spacetime. Perhaps something like,
“relativity is the idea that the laws of physics are the same
everywhere, and that gravity is not a force, but rather the
way massive objects warp the fabric of spacetime, affect-
ing how we experience time and space.”

Cl
au

de
-3

Yes, exactly! That’s a great way to explain it. The idea
that different frames of reference can lead to different
perceptions of motion and acceleration is at the heart of
relativity. The train paradox really illustrates that concept
well.

You’re absolutely right, the train paradox is a wonderful
way to illustrate the core ideas behind relativity. The fact
that different observers can have different perceptions of
motion and acceleration depending on their frame of ref-
erence is really the essence of Einstein’s groundbreaking
theory. Explaining it through a relatable example like that
helps make the complex concepts much more accessible
and understandable.

Table 13: Example of a comparison between task output and tuned output using the vanilla prompt from the
ReWIRED dataset. Bold fonts highlight keywords that occur in both output, showing how a single concept could
be phrased differently.
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