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Abstract

Persuasion is an intricate process involving em-001
pathetic connection between two individuals.002
Plain persuasive responses may make a con-003
versation non-engaging. Even the most well-004
intended and reasoned persuasive conversations005
can fall through in the absence of empathetic006
connection between the speaker and listener. In007
this paper, we propose a novel task of incor-008
porating empathy when generating persuasive009
responses. We develop an empathetic persua-010
sive dialogue system by fine-tuning a maxi-011
mum likelihood Estimation (MLE)-based lan-012
guage model in a reinforcement learning (RL)013
framework. To design feedbacks for our RL-014
agent, we define an effective and efficient re-015
ward function considering consistency, repeti-016
tiveness, emotion and persuasion rewards to en-017
sure consistency, non-repetitiveness, empathy018
and persuasiveness in the generated responses.019
Due to lack of emotion annotated persuasive020
data, we first annotate the existing PERSUAION-021
FORGOOD dataset with emotions, then build022
transformer based classifiers to provide emo-023
tion based feedbacks to our RL agent. Our024
experimental results confirm that our proposed025
model increases the rate of generating persua-026
sive responses as compared to the available027
state-of-the-art dialogue models while making028
the dialogues empathetically more engaging029
and retaining the language quality in responses.030

1 Introduction031

While conversing with persuasive dialogue agents,032

on top of fluent and meaningful response genera-033

tion, a high quality conversation is often derived by034

understanding and acknowledging implied feelings035

towards the conversing partner. People are more036

likely to engage in the conversation when they are037

motivated with empathetic responses. These per-038

suasive responses can be associated with differ-039

ent emotions in consonance with the way people040

perceive and think about the world. For instance,041

in Figure 1, while the strike-through response is042

persuasive, the green box response may be more 043

engaging, as it connects with the end-user and 044

acknowledges the underlying emotion of caring. 045

In this work, we investigate different generic and 046

task specific rewards to reinforce a dialogue agent 047

to generate fluent, persuasive and empathetic re- 048

sponses. 049

Figure 1: Example of persuasion with underlying caring
emotion

In recent studies on personalized conversational 050

agents (Mazaré et al., 2018; Zheng et al., 2019; 051

Wang et al., 2019; Zheng et al., 2020), it is sug- 052

gested that adopting different human oriented chat- 053

bot identities or conversational strategies can sig- 054

nificantly affect the responses of users and make 055

the conversation more engaging. These dialogue 056

agents greatly improved the user-targeted personal- 057

ization. For instance, (Shi and Yu, 2018) include 058

user sentiment to make an effective user-adaptive 059

system. (Li et al., 2019) takes both fine-grained 060

token-level and coarse-grained sentence-level emo- 061

tions to generate the responses. But, there is a 062

subtle dependency between the different person- 063

alization techniques, such as empathy, sentiment, 064

persuasion etc which can be used to generate bet- 065

ter human-oriented responses. Therefore, we here 066

focus to incorporate emotion to generate more en- 067

gaging and persuasive utterances. 068

Due to paucity of available data and inherent 069

changing attitude and emotions of user in an ongo- 070

ing dialogue, it is a challenging task to model a per- 071

sonalized dialogue agent in a supervised learning 072
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(SL) framework which can generalize to different073

users in different situations. The MLE based mod-074

els tend to suffer from exposure bias and therefore,075

lately researchers have focused on reinforcement076

learning (RL) to fine-tune these models due to its077

ability to learn from user interactions and improve078

based on user’s feedbacks in the form of rewards079

(Singh et al., 1999; Li et al., 2016; Casanueva et al.,080

2018; Chen et al., 2019; Mesgar et al., 2020). An081

RL based dialogue agent treats dialog planning082

as a sequential decision problem and focuses on083

long-term rewards to decide the next action which084

helps in enhancing the performance compared to085

the earlier systems (Su et al., 2017).086

Recently. there had been an effort made by (Shi087

et al., 2020a) to refine an MLE-based language088

model without user simulators to generate persua-089

sive responses. They focused to penalize repetitive090

and inconsistent utterances generation when per-091

suading a persuadee. Our work differs from them in092

the respect that we incorporate emotion to engage093

the end users empathetically as well as to persuade094

user for donation. We first design a reward func-095

tion consisting of generic rewards i.e. consistency096

and repetitiveness, and the task specific rewards i.e.097

emotion and persuasiveness to explicitly assesses098

the quality of a generated response as per consis-099

tency, repetition, emotion and persuasion. We then100

train a policy via RL to maximize the score given101

by our reward function. The policy generates a re-102

sponse at each turn, and is updated using the PPO103

learning approach (Schulman et al., 2017) based104

on the reward our defined function assigns to the105

entire generated response.106

We evaluate our approach on an empathetic per-107

suasive dataset obtained by annotating PERSON-108

AFORGOOD (Wang et al., 2019) dataset with differ-109

ent empathetic emotions. We assess the adequacy,110

fluency, empathy and persuasiveness of the gen-111

erated responses from our RL-based model using112

both automatic as well human evaluation metrices.113

Our core contributions are four-fold:114

1. To have persuasion with empathetic informa-115

tion we manually annotate the PERSUASION-116

FORGOOD dataset with 23 different emotions.117

2. We fine-tune tranformers based pre-trained118

model to create robust and state-of-the-art119

models for emotion recognition and persua-120

sive classification.121

3. We propose an RL-based dialogue generation122

framework comprising of four rewards, two 123

generic and two task specific, to ensure flu- 124

ency, non-repetitiveness, empathy and persua- 125

siveness. 126

4. We use automatic and human evaluation to 127

show that our RL-based system generates a 128

response that is more consistent, fluent, empa- 129

thetic and persuasive than the available state- 130

of-the-art model (Shi et al., 2020a). 131

2 Related Work 132

Historically, there had been attempts made to 133

model persuasions. Petty and Cacioppo’s Elab- 134

oration Likelihood Model (ELM) (Petty and Ca- 135

cioppo, 1986) argues that a person’s persuasion 136

depends on the varying degrees of thoughts of pro- 137

cessing information and persuasive context. Fries- 138

tad and Wright’s Persuasion Knowledge Model 139

(PKM) suggests that there is a inter-relationship 140

between scientific persuasion knowledge and ev- 141

eryday persuasion knowledge (Friestad and Wright, 142

1994). Further, (Dijkstra, 2008) suggests that in- 143

corporation of personal factors with the persuasive 144

information can enhance individual’s motivation 145

towards persuasive messages. 146

Recently, due to the increasing need for social 147

chatbots, modelling empathy and persuasion has at- 148

tracted much attention in the community. (Rashkin 149

et al., 2018) have proposed a EMPATHETICDIA- 150

LOGUES dataset to generate empathetic dialogues 151

grounded in emotional situations. To recognize 152

user emotions and generate empathetic responses, 153

(Lin et al., 2020) developed an end-to-end dialogue 154

system, CAiRE. (Hidey and McKeown, 2018) mod- 155

elled argument sequences in social media to pre- 156

dict the persuasiveness. (Yang et al., 2019) iden- 157

tified different persuasion strategies using a hier- 158

archical neural network. (Wang et al., 2019) pro- 159

posed a multi-turn PERSUASIONFORGOOD dataset 160

annotated with different persuasion strategies to 161

model the persuasion classification. Using the same 162

dataset, (Shi et al., 2020b) randomly assigned 790 163

participants to different conditions to conduct an 164

online study that whether they can be persuaded by 165

a chatbot for charity donation or not. (Lukin et al., 166

2017) considered personality traits in single-turn 167

persuasion dialogues and found that personality 168

factors such as emotional arguments on social and 169

political issues can affect belief change, with con- 170

scientious, and convince more people. 171
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These research works focused on generating per-172

suasive responses alone whereas, the persuasion,173

in itself, covers a vast domain space with different174

end-user attitudes. Further, a persuasive utterance175

cannot ensure engagement of user in an ongoing176

dialogue unless the user is connected emotionally177

with the cause s/he is persuaded for. Therefore,178

our work focuses here on the stylistic and engag-179

ing dialogue generation by incorporating empathy180

with the persuasion. To the best of our knowledge,181

there had been no prior research that incorporated182

emotions in persuasive dialogue generation.183

3 Methodology184

3.1 Formal Definition185

A multi-turn dialogue is defined as d =186

{pe1, pr1, pe2, pr2, ..., prt , pet}, where prt and pet are the187

utterances of the persuader and persuadee at turn188

t. The two individuals take turns to respond where189

a turn comprises of multiple sentences. Each ut-190

terance of the persuader in the dialogue has two191

labels, one for emotion e = {el1, el2, ..., elt} and the192

other for persuasion strategy s = {sl1, sl2, ..., slt}193

expressed by it. Here, l represents the label as-194

sociated with the persuader’s utterance pri at the195

ith turn. The sets E = {el1 , el2 , ..., eln1} and196

S = {sl1 , sl2 , ..., sln2} contain the different labels197

for emotion and persuasion strategy, where n1 and198

n2 denotes the number of emotion and persuasion199

strategy labels respectively.200

3.2 Proposed Methodology201

We first initialize our proposed model pθ with202

a MLE loss pre-trained parameters q of ARDM203

model (Wu et al., 2019), then we fine-tune it by204

defining an efficient reward function in an RL205

framework. While fine-tuning, at each step RL-206

agent generates n candidate responses consider-207

ing the entire dialogue history. These generated208

responses are compared with the gold human re-209

sponse and are assigned rewards based on the qual-210

ity of the generated candidates. The model rewards211

for generating responses encompassing emotion212

and persuasion strategy while penalises inconsis-213

tent and repetitive responses.214

Emotion and Persuasion Classification In or-215

der to receive emotion and persuasive reward feed-216

backs for our RL-agent, we fine-tune a pre-trained217

RoBERTa (Liu et al., 2019) model to build two218

classifiers viz. emotion and persuasive strategy clas-219

sifiers. We fed sampled batches to the model to ob-220

tain contextual representations h<s>. Then h<s> 221

is passed through a feed forward network which 222

outputs a vector having scalar scores for all classes. 223

Further softmax function is applied to get proba- 224

bility score of each class over all classes. Lastly, 225

highest probability score is chosen to represent the 226

predicted class. Our emotion (23 labels) and per- 227

suasive strategy classification (11 labels) models 228

achieve significant accuracy scores of 58.13% and 229

73.2% respectively. 230

Reward The reward function R is considered as 231

a combination of multiple sub-rewards which serve 232

to capture different aspects of an adequate response 233

and access the quality of the generated response 234

candidates. The reward R consists of sub-rewards 235

R1 for repetitiveness, R2 for consistency, R3 for 236

empathy and R4 for persuasion. The final reward 237

R is expressed as a weighted sum of these rewards 238

as shown below: 239

R = α1R1 + α2R2 + α3R3 + α4R4 (1) 240

Repetitiveness Reward As pointed out by (Shi 241

et al., 2020a) that frequently occurring utterances 242

in the dataset tend to be generated more by the 243

models, and this repetition usually happens at the 244

exact lexical level. Thus, we use Jaccard Score 245

as a measure of similarity between the previous 246

utterance prt−1 and the current generated response 247

prt based on unigrams. The sentences are first nor- 248

malized using spaCy1 and the generated score is 249

then directly used as a sub-reward: 250

R1 =
prt−1 ∩ prt
prt−1 ∪ prt

(2) 251

Consistency Reward In order to generate 252

human-like responses, Meteor score (Banerjee and 253

Lavie, 2005) is calculated between the generated re- 254

sponses (hypothesis) and the gold human response 255

(reference). We consider the golden human re- 256

sponse to be ideally consistent with the conversa- 257

tion and thus we chose it as a reference for com- 258

paring its similarity with our generated responses. 259

We select Meteor score since it uses WordNet to 260

match synonyms if exact matchings do not occur 261

(Castillo and Estrella, 2012) and also because of its 262

high correlation with human judgement in machine 263

translation tasks (Banerjee and Lavie, 2005). 264

Emotion and Persuasion Reward To design 265

emotion and persuasion rewards we use our emo- 266

tion and persuasive strategy classifiers to predict 267

1https://spacy.io/
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Figure 2: A skeleton of our overall system. Our Architecture has two models: A Reference and an Active Model.
The Reference model is used for Sample Collection where response candidates are generated along with their
respective log probabilities (prt,g, logP

old
t,g ). It also generates the same for the ground truth (or gold) responses

(prt , logP
old
t ). Rewards are then calculated for the generated candidates Rt,g while the reward for gold human

response Rr
c is a constant. These are then stored in the buffer memory, and sampled during the training. After

sampling, the batch is inputted to the Active Model which outputs the new log probabilities logPnew
t for the PPO

loss calculation and finally optimisation is performed only for the Active Model.

the emotion and persuasive strategy of generated268

candidates. These predicted labels are compared269

with gold human response emotion and persuasive270

strategy labels and the candidate with matching la-271

bel is rewarded. For brevity, explanation is done in272

terms of emotion reward since both emotion and273

persuasion rewards are calculated in the exact man-274

ner. In order to encourage emotion in the generated275

responses, the model is penalised for generating276

responses contradicting the gold human response277

label and encouraged for matching it:278

R3 = R4 = Pej (p
r
t,g)− β

∑
i∈S\{ej}

Pi(p
r
t,g) (3)279

where Pi(p
r
t,g) is the probability of the generated280

response prt,g belonging to the class i where i ∈ S281

with S = {e1, e2, ..., en} being the set of all classes282

with size n. The term ej in the above equation283

refers to the gold human response class at turn t.284

β is a scalar, which takes a value greater than or285

equal to 1. Increasing β would result in increased286

penalisation for contradiction.287

Policy Policy Pθ is defined as the probability of288

generating a sentence y. The probability of text289

sequence of length L is the joint probability of all290

the tokens that make up the entire text sequence. 291

Pθ(y1:L|x) =
L∏
l=0

Pθ(yl|y<l, x) (4) 292

Proximal Policy Optimisation PPO (Schul- 293

man et al., 2017) is a policy gradient optimisation 294

method which deals with the issues of sensitive- 295

ness, instability etc. faced by some of the policy 296

gradient methods. It is chosen because of ease of 297

implementation and good performance on previous 298

text generation task (Wu et al., 2020). The Policy 299

gradient methods maximize the expected reward 300

following a parameterized policy using gradient 301

ascent: 302

∇θJ(θ) = Ey∼Pθ
[∇θlogPθ(y)Ây] (5) 303

PPO replaces the log term in the above equation 304

with an importance sampling term and clipping is 305

performed in order to restrict the model from mov- 306

ing too much away from the policy, thus preventing 307

catastrophic forgetting. In our implementation, we 308

use the clipped version of PPO: 309
310

LCLIP(θ) = Ê[min(ry(θ)Ây, clip(ry(θ), 311

1− ε, 1 + ε)Ây)] (6) 312
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Here, ry(θ) is the probability ratio of gener-313

ating a response between new and old policies314

Pnew
θ /Pold

θ . ε is a hyperparameter used to define315

the clipping range and Ây is the estimated advan-316

tage which is the normalized rewards in our case.317

Our architecture uses two models, viz. A Refer-318

ence Model and an Active model as shown in Fig-319

ure 2. Both models are initialized with the same320

pre-trained parameters q, but only one is fine-tuned321

using RL. The Reference model is used for the322

sample collection step where the generated candi-323

dates and the golden human responses are stored324

along with their respective rewards and probabili-325

ties Pold
θ in the buffer memory. During the training326

step, batch is sampled from the buffer memory and327

inputted to the Active Model to obtain the new328

probabilitiesPold
θ . Finally, the loss is calculated as329

mentioned in Eqn. 6 and optimisation is performed.330

331

θk+1 = argmax
θ

E
s,a∼Pθk

[LCLIP] (7)332

3.3 Baselines333

ARDM ARDM (Wu et al., 2019) uses Pre-trained334

Large-scale Language model to model both the per-335

suader and persuadee utterances into a combined336

dialog model:337

p(d) =
T∏
t=1

pu(ut|u<t, s<t)ps(st|u<t, s<t) (8)338

The terms pu and ps are the utterances of the user339

and the system at turn t. The model uses GPT-2340

(Radford et al., 2019), one each for the system and341

the user, and is trained to maximize the likelihood342

for the entire dialog model.343

RFI RFI (Shi et al., 2020a) proposed a model344

which does not require interaction with the envi-345

ronment and aims to learn the policy directly from346

the data, thereby, eliminating the use of user sim-347

ulators. They use ARDM (Wu et al., 2019) as a348

pre-trained model and then fine-tune it using RL349

based generative algorithm.350

4 Datasets and Experiments351

We experiment and analyze to what extent our RL-352

based fine-tuning improves the persuasive response353

generation through both automatic and human eval-354

uations. We first introduce the datasets used in our355

experiments 4.1. Then we give the implementation356

details for our RL-based system in 4.2. Due to357

space restrictions, emotion and persuasive strategy358

classifier implementation details are given in Ap- 359

pendix. Finally, we introduce the automatic and 360

human evaluation metrics we used to analyze the 361

results of our proposed RL-based model 4.3. 362

4.1 Dataset 363

We design our experiments using two datasets, 364

namely EMPATHATICDIALOGUES (Rashkin et al., 365

2018) and PERSUASIONFORGOOD (Wang et al., 366

2019). The former has 25k dialogues grounded 367

in different emotions while the latter consists of 368

1,017 human to human conversations to donate to 369

a charity organization named Save the Children. 370

PERSUASIONFORGOOD dataset is the only 371

available dataset with the annotations of different 372

persuasive strategies, but, in order to connect with 373

the end-user empathetically and promote emotional 374

responses, our RL-based system also needs feed- 375

back of end-user’s emotions to form its responses. 376

Therefore, to annotate the PERSUASIONFORGOOD 377

dataset with emotion labels, we construct an emo- 378

tion classifier using EMPATHATICDIALOGUES. To 379

achieve better class distribution, we first reduce 380

the number of classes from 32 to 23 by merging 381

those emotions which may work in similar way at 382

the time of persuasion such as: terrified and afraid 383

are merged into one emotion (details of all merged 384

emotions is given in Appendix). Second, we fine- 385

tune a pre-trained RoBERTa (Liu et al., 2019) based 386

classifier on EMPATHATICDIALOGUES dataset. It 387

is observed that the classifier trained on 23 labels 388

performed much better than that of 32 labels 2. 389

This trained emotion classifier is used to predict 390

the emotions of each utterance in PERSUASION- 391

FORGOOD dataset. Out of these 1,017 dialogues 392

we choose 385 dialogues, and assign three anno- 393

tators proficient in English communicative skills 394

to perform manual cross- verification of the pre- 395

dicted emotions for these utterances. They are first 396

asked to understand the underlying emotion in the 397

EMPATHATICDIALOGUES dataset, cross-verify the 398

emotion predictions of PERSUASIONFORGOOD 399

dataset and annotate with the right emotion in case 400

any error is encountered. A reliable multi-rater 401

Kappa (McHugh, 2012) agreement ratio of approx- 402

imately 72% is observed in their annotations. Fur- 403

ther, this annotated gold standard emotion persua- 404

sion dataset is used to train our persuasive emotion 405

classifier which is, in turn, used to predict the emo- 406

2The accuracy scores for emotion classifier with 32 and 23
class labels were found to be 58.17% and 67.44% respectively
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tions on-the-fly in our RL-based system to form407

emotion reward.408

Further, we use PERSUASIONFORGOOD dia-409

logue dataset first to train two classifiers viz. per-410

suasive strategy classifier and persuasive binary411

classifier where former is used to form persuasive412

reward and the later predicts an utterance to verify413

whether it is persuasive or not. Lastly, this dataset414

is used to train our RL-based system to generate415

persuasive dialogues.416

4.2 Implementation Details417

ARDM We use, OpenAI’s two pre-trained GPT-2418

medium models (Radford et al., 2019) with 345M419

parameters to model both the persuader and the420

persuadee. The model is transformer based with421

24-layers, 1024 hidden size with 16 heads. The to-422

kenization of the words are carried out using Byte-423

Pair Encoding (Shibata et al., 1999). Depending on424

the persuader or the persuadee, their utterances are425

prefixed with "A:" or "B:" to generate responses un-426

der zero-shot condition and suffixed with "\n\n\n"427

to indicate the end of an utterance. The model is428

trained with a learning rate of 3e-5, using AdamW429

optimizer (Loshchilov and Hutter, 2017) with 100430

warm-up steps and dropout rate of 0.1.431

RL Fine-tuning For fine-tuning using RL, we432

chose the number of generated candidate responses433

at each training step to be 2. This was done af-434

ter experimenting initially with the values of 2, 4,435

5 and 10. The values of α1, α2, α3 and α4 were436

chosen as 0.1, 0.1, 0.55 and 0.25. These values437

were selected after thorough experimentation of438

different combination of values for alphas as men-439

tioned in the Appendix. The value of β is set to 2.0440

for both the emotion and persuasion rewards. The441

generated candidate responses were decoded using442

the widely popular method of nucleus sampling443

(Holtzman et al., 2019) where p is 0.9 with a tem-444

perature T of 0.8. AdamW optimizer (Loshchilov445

and Hutter, 2017) was used for optimization with a446

learning rate of 2e-05. The value of ε is set to 0.2.447

4.3 Evaluation Metrics448

We use both automatic as well as human evaluation449

metrices.450

It is required from a dialogue system that it451

should be able to generate task-specific and quality452

responses. Therefore, we evaluate our proposed453

system with respect to two types of evaluation met-454

rics viz. task-specific and quality-specific. Former455

includes persuasiveness strategy (PerStr) - percent- 456

age of utterances generated with persuasive strategy 457

and emotion probability (EmoPr) - percentage of 458

empathetic utterances generated. Latter includes 459

perplexity (PPL) - to evaluate the generated re- 460

sponse quality and utterance length (LEN) - to 461

evaluate the average number of tokens generated in 462

an utterance. 463

We perform human evaluation by deploying our 464

system on Amazon Mechanical Turk (AMT) using 465

ParlAI (Miller et al., 2017) and asked 20 unique 466

users to interact with the model. Each user acted as 467

a persuadee and our model as a persuader. Once the 468

user has conversed with the model, s/he is asked to 469

evaluate the model’s generated responses with re- 470

spect to both metrics, i.e. task-specific and quality- 471

specific. Former includes persuasiveness (Per), em- 472

pathy (Emp) - checking persuasiveness and empa- 473

thy factor in the dialogue based on one-five positive 474

integer scale 3 and donation probability (DonPr) 475

- calculating percentage of time people donated. 476

Latter includes (Cons), (Fluen) and (N-Rep) to 477

check the consistency (with the dialogue context), 478

linguistic fluency and non-repetitiveness of gen- 479

erated utterance in the dialogue. All metrics are 480

evaluated on one-five positive integer scale values 481

(corresponding definitions of all values are given 482

in Appendix). 483

5 Results and Analysis 484

We analyze the results of our proposed RL-based 485

emotion and persuasive model (RL-Emo-Per) in 486

comparison to two baselines ARDM (trained on 487

MLE loss) (Wu et al., 2019) and RFI (fine-tuned 488

using RL by imitating human responses) (Shi et al., 489

2020a). Automatic and human evaluation results 490

are shown in Table 1 and Table 2, respectively. 491

Automatic evaluations: It can be seen in Table 1 492

that our proposed RL-based emotion and persua- 493

sive model (RL-Emo-Per) outperforms both the 494

baselines, ARDM and RFI. RL-Emo-Per performs 495

better in terms of PerStr with a significant differ- 496

ence of 6.22% and 4.22% from ARDM and RFI, 497

respectively. Improvements in PerStr show that 498

the responses generated by RL-Emo-Per are more 499

persuasive when incorporated with empathy fac- 500

tor in the dialogue than the ARDM or RFI. It can 501

also be observed that RL-Emo-Per obtains lower 502

perplexity (PPL) than both ARDM and RFI with 503

31-5 scale denotes persuasion or emotion from low to high
such as Per = 1 denotes not-persuasive
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Model PerStr EmoPr PPL LEN
ARDM (Wu et al., 2019) 49.2% - 12.45 15.03
RFI (Shi et al., 2020a) 51.2% - 12.38 19.36
RL-Emo-Per 55.42% 58.1% 11.25 16.75

Table 1: Automatic evaluation results

Model Per Emp DonPr Const Fluen N-Rep
ARDM 2.33 - 0.50 3.95 4.17 3.17
RFI 2.98 - 0.61 4.17 4.41 3.50
RL-Emo-Per 3.91 3.51 0.68 4.59 4.62 3.89

Table 2: Human evaluation results

the difference of 1.2 and 1.13, respectively, show-504

casing that RL-Emo-Per models better probability505

distribution in generating the utterances. Further,506

as compared to ARDM, RL-Emo-Per generates507

longer sentences as is depicted by the LEN metric,508

but shorter than the RFI model. One of the reasons509

for this behaviour could be the way our reward510

function has been designed i.e. persuasion and511

emotion rewards force the agent to generate long512

meaningful persuasive and empathetic utterances513

whereas repetitive reward penalize the repetitive to-514

kens in the sentences forcing the agent to generate515

shorter sentences. Lastly, results of EmoPr metric516

shows that RL-Emo-Per encourages the model to517

generate empathetic utterances. It can be due to518

the fact that emotion reward feedbacks force RL-519

Emo-Per towards generation of more empathetic520

utterances.521

Human evaluations: As per the human evalua-522

tion results reported in Table 2, it is observed that523

our proposed RL-Emo-Per model performs better524

than the baselines in terms of all metrics. It can be525

inferred from the table that incorporation of consis-526

tency and repetitiveness rewards have played a crit-527

ical role in achieving better consistency (Const),528

fluency (Fluen) and non-repetitiveness (N-Rep)529

scores of 4.59, 4.62 and 3.89, respectively, than530

the baselines ARDM (3.95, 4.17 and 3.17) and531

RFI (4.17, 4.41 and 3.50). Further, in terms of532

task-specific metrics - persuasiveness (Per) and533

empathy (Emp) our model gets the highest score534

of 3.91 and score of 3.51, respectively, implying535

that adding empathetic factor may engage users536

more in the dialogue. Lastly, it is seen that 68%537

times users agreed to donate which depicts that our538

model is able to effectively make connection with539

users to persuade for donation.540

6 Discussion 541

We present an example of user’s interaction with 542

our proposed RL-Emo-Per and ARDM models 543

in Table 3 (some more examples are given in ap- 544

pendix), with depiction of human evaluation rat- 545

ings. It can be observed, that our proposed RL- 546

Emo-Per model first tries to build rapport to en- 547

gage with the user. In the later utterances, it em- 548

ploys different persuasive strategies particularly: 549

Personal-Related Inquiry, Source related Inquiry, 550

Emotional Appeal, Credibility Appeal, Donation 551

Information and Self-Modelling. Further, it also 552

empathetically connects with the user by generat- 553

ing different emotion-grounded utterances, such as 554

impressed, sentimental, caring and trusting. The 555

responses from the ARDM model are very plain 556

and mostly non-empathetic as shown in Table 3. 557

We observed some limitations also. Sometimes 558

our model generates out of the context entities, 559

such as in reply to ’Do they operate here in India 560

as well?’, the model responds with ’Yes, they are 561

active in the US, too’. It can be due to the fact that 562

defined reward function can not possibly cover the 563

crucial aspects of an ideal conversation due to the 564

lack of world knowledge present in the model. 565

7 Conclusion 566

Development of persuasive dialogue agents to gen- 567

erate empathetic responses is still in its nascent 568

stage due to lack of modelling changing attitudes 569

of individuals. Further, generative models only 570

with MLE loss may lead to exposure bias and 571

tend to generate generic responses. Therefore, to 572

connect with end-users empathetically and gener- 573

ate goal oriented-responses, we propose here an 574

RL-based dialogue generation framework adopt- 575

ing PPO method to fine-tune the model. To force 576
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Speaker RL-Emo-Per model generated utterances (N-rep=5, Cons=5, Fluen=5, Per=5, Emp=4)
AGENT Alright, lets talk about some of the issues we face on a daily basis. How are you?
USER alright, I am doing good.
AGENT Do you think there are people who have been out of touch with the world for too long?
USER Yes I think so, we are so involved in ourselves.
AGENT You are right, I know. I feel like it has become so important to me to help others and to be a part of the solution. What do you think about that?
USER I think it is very important to help people in need whenever one can.
AGENT Do you like children?
USER I do like children. My sister has three children and I love to play with them.
AGENT Have you ever heard of the organization Save the Children?
USER I have not heard about them.
AGENT Save the Children is an international non-governmental organization that promotes children’s rights, provides relief and helps support children in

developing countries.
USER Oh they are doing god’s work. Which countries do they operate in?
AGENT oh yes! They are doing all over the world. The amount of children dying every day due to lack of access to health care is staggering. Save the

Children has helped to help provide a safe place for children to live and thrive.
USER Do they operate here in India as well?
AGENT Yes, they are active in the US, too.
USER oh very well.
AGENT So what are you going to do today?
USER I am not sure if I will donate. I need more information about the charity.
AGENT The research team will collect all donations and send it to Save the Children. Any amount of money you would like to donate will be very greatly

appreciated.
USER How much can I donate?
AGENT I’m thinking $1.00.
USER wonderful, that you are donating. I think I will also donate $1 dollar.
AGENT Thank you so much, so much appreciated!
USER You are welcome
AGENT Your welcome, I hope you have a wonderful day!
USER Thank you for the information. You too enjoy your day.
Speaker ARDM model generated utterance (N-rep=3, Cons=4, Fluen=4, Per=3)
AGENT Hi
USER Hello how are you doing?
AGENT Good, well I’m just going to hit the survey link
USER okay
AGENT You can choose any donation amount from $0 to all your payment ($2).
USER What is this donation for?
AGENT To help the children.
USER thats a very good cause
AGENT It’s a very noble cause
USER can you tell me more about the charity?
AGENT Its called Save the Children and it help kids in war zones.
USER How much can I donate?
AGENT I am willing to donate $1
USER oh nice. I guess I will donate as well.
AGENT I’m glad you are willing to donate.
USER Thank you
AGENT How much do you like to donate?
USER i will donate $0.5 dollars.
AGENT ok cool
USER thank you.
AGENT you are very kind
USER thanks
AGENT you are very kind

Table 3: An example of user interaction with our proposed RL-Emo-Per and ARDM

the agent to generate more empathetic and per-577

suasive responses, we define an efficient and ef-578

fective reward function considering two generic579

rewards: consistency and repetitiveness and two580

task-specific rewards i.e. emotion reward - trying to581

force the agent towards empathetic responses and582

persuasive reward - forcing the agent to generate583

persuasive responses. Automatic and human evalu-584

ation results demonstrates that by just adding extra585

reward of emotion, our model is able to achieve586

state-of-the-art result in a complex task like persua-587

sion, generating consistent, non-repetitive, empa-588

thetic and persuasive responses.589

In future, we would like to model persuasion in590

healthcare domain considering factors, such as ef-591

fectiveness (providing evidence-based persuasions592

to needed) and safe (avoiding harm to people for 593

whom the persuasion is intended). 594

8 Ethical Considerations 595

To model persuasion and empathy we used publicly 596

available datasets. We adhered to the policies of 597

used datasets without harming any copyright issues. 598

Dataset used for empathetic persuasion is publicly 599

available persuasion dataset annotated with emo- 600

tions without manipulating or changing the content 601

of any utterance in dialogues. We will make empa- 602

thetic persuasive data available only with an official 603

agreement that data will be used only for research 604

works. 605
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APPENDIX

Anonymous ACL submission

1 Classifier Implementation Details001

Both the Emotion and Persuasion Classifier are002

trained using Roberta. It is a transformer based003

model with 24-layer, 1024-hidden units, 16-heads004

with a total of 355M parameters. The learning rate005

and the batch size are set to 2e-5 and 32 respectively006

for both the classifiers. They are trained using007

AdamW optimizer with a dropout rate of 0.1.008

2 Merged emotion details009

As some emotion labels may behave in similar010

manner at the time of persuasion, therefore, to011

achieve a better emotion classifier, we merged nine012

emotions to their corresponding similar emotions.013

Details of merged emotions are shown below:014

015
angry + furious = angry016
sad+ devastated = sad017
afraid+ terrified = afraid018
guilty + ashamed = guilty019
apprehensive+ anticipating = apprehensive020
sentimental + nostalgic = sentimental021
surprised+ excited = surprised022
annoyed+ disgusted = annoyed023
trusting + Faithful = trusting024

Distribution of emotion classes in our emotion025

annotated persuasive dataset is shown in Figure 1.026

3 Reward weight optimization027

In order to find the right combination of weights028

for our reward function, we tried different values029

of alpha. Finally, the combination that yielded030

the best perplexity was selected. This is shown in031

Table 1. As mentioned in the table, generic rewards032

alone do not perform as good when compared to033

the combinatin encompassing all the four rewards.034

4 One-Five Scale explanation035

All human evaluations are performed on one-five036

scale. Here, for each of metrics viz. Per, Emp,037

Cons, Fluen and N-Rep 1, 2, 3, 4 and 5 denotes038

Weight Optimisation
α1 α2 α3 α4 Perplexity
0.1 0.1 0.8 0.0 11.31
0.15 0.15 0.7 0.0 11.30
0.2 0.2 0.6 0.0 11.29
0.25 0.25 0.5 0.0 11.29
0.1 0.1 0.1 0.7 11.26
0.1 0.1 0.4 0.4 11.27
0.1 0.1 0.5 0.3 11.27
0.1 0.1 0.55 0.25 11.25
0.1 0.1 0.4 0.4 11.27
0.5 0.5 0.0 0.0 11.31
0.6 0.4 0.0 0.0 11.32

Table 1: Weight Optimisation using different values of
alpha.

low (such as not-persuasive, not-empathetic, in- 039

consistent, not-fluent and repetitive), somewhat- 040

moderate, moderate, somewhat-high and high 041

(such as persuasive, empathetic, consistent, fluent 042

and non-repetitive) scores respectively. 043

5 Examples of user interaction with our 044

model 045

In Table 2 and 3, we show interaction of two dif- 046

ferent users with our RL model. It can be seen that 047

Per=3 in Table 2 depicting that our model may not 048

able to persuade user efficiently all the times. 049

1



Figure 1: Distribution of Emotion Labels for the Annotated PERSUASIONFORGOOD Dataset.

Speaker RL-Emo-Per model generated utterances (N-rep=3, Cons=4, Fluen=4, Per=3, Emp=2)
AGENT hi
USER How is it going?
AGENT fine, thank you
USER What are I suppose to do ?
AGENT I’m going to ask you a question. How about donating some of your earnings to a charity called save the children.
USER I have never donated to a charity.
AGENT Have you heard of it?
USER Not really. what do they do?
AGENT They are an international non-governmental organization that promotes children’s rights, provides relief and helps support children in developing

countries.
USER Where are they located?
AGENT They are an international non-governmental organization that promotes children’s rights, provides relief and helps support children in developing

countries.
USER i am not sure if I can trust them.
AGENT I’m not sure about this either. Do you donate much to charities?
USER I have donated once long back to Red Cross organisation.
AGENT Ok, I’m going to give some of my earnings to them.
USER Oh thats very nice of you. How much do you plan to donate?
AGENT I will give half of my earnings.
USER oh wow, how many dollars?
AGENT I plan to donate two dollars.
USER Is the amount enough?
AGENT Yes it is enough.
USER very well, I will also donate 10 cents then since I need the money for myself.
AGENT Very well, thank you so much

Table 2: An example of user interaction with our proposed RL-Emo-Per model
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Speaker RL-Emo-Per model generated utterances (N-rep=5, Cons=5, Fluen=5, Per=4, Emp=3)
AGENT Hello
USER Good Morning, how is it going?
AGENT Very good, thank you so much. Have you ever heard of Save the Children?
USER I have, but I am not sure if they are legit.
AGENT They are a non-governmental organization that promotes children’s rights, provides relief and helps support children in developing countries.
USER Can I trust them?.
AGENT I am not sure, but they are very professional. They are very well organized and they have the resources and the support to help children in a variety of

ways.
USER Can you tell me more?
AGENT Save the Children does a lot of work around the world and provides many services. It seems like they are very well-organized and make sure to

support children in developing countries and around the world..
USER Where do they provide help?
AGENT They are very well-known in Africa and around the world for their work and outreach to help children get the basic needs they need. They provide

much of the food, water, shelter, and clothing that a lot of children in the developing world do not have.
USER are they trustworthy organisation?
AGENT I am not sure. I am not a member of the organization, so I cannot confirm the veracity of their report.
USER How much of the money I donate will be used for helping the children?
AGENT I do not know, but I am sure it will help a lot.
USER What are there administrative costs?
AGENT The researchers will collect all donations and send it to Save the Children.
USER I am not sure if I will donate. I need more information about the charity.
AGENT The research team will collect all donations and send it to Save the Children. Any amount of money you would like to donate will be very greatly

appreciated.
USER Okay
AGENT Would you like to donate some or all of your payment for this task to save the children? Proposition of donation
USER I want to donate $0.30, will that be enough?
AGENT Thank you so much. Your donation will really help out the children.
USER You are welcome. thank you
AGENT I have to go now.
USER okay bye

Table 3: An example of user interaction with our proposed RL-Emo-Per model
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