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Abstract

Large language models (LLMs) are increas-
ingly evaluated on formal tasks, where strong
reasoning abilities define the state of the art.
However, their ability to generalize to out-of-
distribution problems remains limited. In this
paper, we investigate how LLMs can achieve
a systematic understanding of deductive rules.
Our focus is on the task of identifying the ap-
propriate subset of premises within a knowl-
edge base needed to derive a given hypothe-
sis. To tackle this challenge, we propose Meta-
learning for IN-context Deduction (MIND), a
novel few-shot meta-learning fine-tuning ap-
proach. The goal of MIND is to enable models
to generalize more effectively to unseen knowl-
edge bases and to systematically apply infer-
ence rules. Our results show that MIND signif-
icantly improves generalization in small LMs
ranging from 1.5B to 7B parameters. The ben-
efits are especially pronounced in smaller mod-
els and low-data settings. Remarkably, small
models fine-tuned with MIND outperform state-
of-the-art LLMs, such as GPT-40 and 03-mini,
on this task.

1 Introduction

Reasoning refers to a broad set of abilities that
are applied not only in formal domains, such as
mathematics and logic, but also in goal-directed
scenarios involving problem-solving and decision-
making (Leighton, 2004). All types of reasoning
share a common foundation: the capacity to reach
an abstract understanding of the problem at hand.
With the advent of increasingly capable large lan-
guage models (LLMs), reasoning has become a
central domain for evaluating and comparing these
systems (Huang and Chang, 2023; Mondorf and
Plank, 2024).

Despite extensive training on mathematical, pro-
gramming, and STEM-related data, LLMs continue
to struggle in out-of-distribution (OOD) reasoning
scenarios. Their performance often deteriorates
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Figure 1: Overview of a MIND episode. Given a set of
premises (the knowledge base, XI3), a set of task demon-
strations (or study examples, denoted by the <STUDY>
tag), and a query hypothesis x9"*"Y (denoted by the
<QUERY> tag) that is entailed from KB, models must gen-
erate the minimal subset of premises y4"“"™Y from which
9" can be derived. During each MIND episode,
models can practice on hypothesis-premise pairs before
processing the main query hypothesis. The examples
show how we frame syllogistic inferences as a premise
selection task.

on longer inference chains than those seen during
training (Clark et al., 2021; Saparov et al., 2023),
and they exhibit variability when evaluated with
perturbed versions of the same problems (Mirzadeh
et al., 2025; Gulati et al., 2024; Huang et al., 2025).
In particular, LLMs can get distracted by irrelevant
context, becoming unable to solve problems they
could otherwise solve (Shi et al., 2023; Yoran et al.,
2024). These challenges relate to broader debates
surrounding generalization versus memorization in
LLMs (Balloccu et al., 2024; Singh et al., 2024).
Few-shot meta-learning approaches (Irie and



Lake, 2024) have emerged as promising methods
for inducing OOD generalization and rapid domain
adaptation in LLMs. Specifically, this class of
methods has proven effective in few-shot task gen-
eralization (Min et al., 2022; Chen et al., 2022),
systematic generalization (Lake and Baroni, 2023),
and mitigating catastrophic forgetting (Irie et al.,
2025).

In this work, we propose Meta-learning for IN-
context Deduction (MIND), a new few-shot meta-
learning fine-tuning approach for deductive reason-
ing. As illustrated in Figure 1, we evaluate the
effectiveness of this approach using a logical rea-
soning task grounded in syllogistic logic (Smiley,
1973; Vargas Guzmadn et al., 2024). Each prob-
lem presents a knowledge base of atomic logical
statements. Models are tasked with identifying the
minimal subset of premises that logically entail a
given test hypothesis. This premise selection task
captures a core aspect of deductive reasoning: de-
termining which known facts are necessary and
sufficient to justify a conclusion. We apply MIND
to small LMs from the Qwen-2.5 family (Qwen
Team, 2025), ranging from 1.5B to 7B parameters.
Specifically, we assess the generalization capabili-
ties induced by MIND, such as systematically per-
forming inferences over unseen sets of premises,
as well as over more complex (longer) or simpler
(shorter) sets of premises than those encountered
during training.

Our main contributions are as follows:

* We introduce a new synthetic dataset based
on syllogistic logic to study reasoning gener-
alization in LLMs.

* We show that MIND enables LMs to better
generalize in OOD reasoning problems with
particularly strong performance in smaller
models and low-data regimes.

¢ We demonstrate that small LMs fine-tuned
with MIND can outperform state-of-the-art
LLMs such as GPT-40 and 03-mini, on our
premise selection task.

2 Background
2.1 Syllogistic Logic

In our experiments, we focus on the syllogistic frag-
ment of first-order logic. Originally, syllogisms

'Code and data will be made available, CC BY license,
upon acceptance.
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Figure 2: Example inference. Edges labeled “All-are’
denote universal affirmatives (e.g., All cats are felines).
The solid red edge is a universal negative (No animals
are plants). From these “atomic facts” we infer No cats
are tulips (dashed red edge). Formally, this is expressed
as {Aa — b, Ac—d, Fbd} E Fac (Smiley, 1973).

have been studied by Aristotle as arguments com-
posed of two premises and a conclusion, such as:
“All dogs are mammals; some pets are not mam-
mals; therefore, some pets are not dogs.” This basic
form can be extended to include inferences involv-
ing more than two premises (see Lukasiewicz 1951;
Smiley 1973).

Syntax and semantics. The language of syllo-
gistic logic comprises a finite set of atomic terms
{a, b, ¢, ...} and four quantifier labels A, F, I, and
O. Well-formed formulas consists of Aab (“All
a are b”), Eab (“No a are b”), Iab (“Some a are
b”), and Oab (“Some a are not b”"). Finally, an A-
chain, denoted as Aa — b represents the single for-
mula Aab or a sequence of formulas Aaci, Acico,
vovy Acp_1cn, Acyb form > 1. A knowledge
base (ICB) is defined as a finite set of formulas
(premises).

An inference F F F (i.e., deriving a conclusion
from a set of premises) holds when the conclusion
F' is true in every interpretation (an assignment
of non-empty sets to terms) where all formulas
in F are true. A set of formulas is consistent if
there exists at least one interpretation in which all
formulas are simultaneously true.

Minimal inferences. We aim for models to iden-
tify the minimal set of premises in a knowledge
base to derive a given hypothesis. Formally, we
are interested in inferences F F F such that
F' & F for any proper subset 7' C F. For
example, {Abc, Abd} F Icd is minimal, while
{Aab, Abc, Abd} E Icd is not because Aab is not
needed to infer the conclusion.



There are seven types of minimal syllogistic in-
ferences.” To facilitate understanding, Figure 2
provides an intuitive representation of a type 6 in-
ference. Further details about the syllogistic logic
can be found in Appendix A.

2.2 Meta-learning in Autoregressive Models

Meta-learning, or “learning to learn”, is a paradigm
that aims to enable machine learning models to ac-
quire transferable knowledge across multiple tasks,
allowing rapid adaptation to new tasks with min-
imal data. Among the numerous existing meta-
learning frameworks (Hospedales et al., 2022),
MIND is mainly inspired by Meta-learning Se-
quence Learners (MSL) (Irie and Lake, 2024).

Data organization. In standard supervised learn-
ing, data consists of a static dataset Dipain =
{(xi,v:)}, where inputs z; are mapped to tar-
gets y; under a fixed distribution p(x, y). By con-
trast, meta-learning organizes data into tasks (or
episodes) T = (S®UPP  S9ueY) drawn from p(7),
where SSUPP = {(x;, )}, is the support set
containing task demonstrations, or study exam-
ples, and S = {(z;, yj)}j]‘il is the query set
for evaluation. We consider the simplest scenario
where |STY| = 1, containing a single example
(zauery yauery) We adapt this episodic formula-
tion to our task, as shown in Figure 1.

Optimization. The fundamental difference be-
tween the two paradigms appears in their optimiza-
tion objectives. Standard supervised learning finds
parameters 6* that maximize the likelihood:

0* = argmax Z

(90»24) EDtrain

logpa(y | z) (1)

while meta-learning finds parameters 6* that maxi-
mize the expected likelihood across tasks:

9* — argmaX]ET [log pe(yquery | xquery} Ssupp)]
4

2
For autoregressive models, the probability
po(yduery | pauery GsuPP) js computed by condi-
tioning on the support set SS'PP as part of the input
context, formatted as a sequence of input-output
pairs preceding the query. This approach forces
the model to develop the capabilities of recogniz-
ing and applying task patterns from the support
examples to generate appropriate query outputs.

?See the full list in Table 4 in Appendix A.

3 Method

3.1 Data Generation

In this section, we describe the methodology em-
ployed to construct textual datasets designed for
the task of logical premise selection. The process
begins with the random generation of graph-like
structures representing /CBs. These are then trans-
lated into text using fixed syntactic templates and
assigning pseudowords to nodes.

Abstract representation. To avoid ambiguity
in premise selection, we use only non-redundant
KCBs, where for each derivable hypothesis F', there
is a unique F C KB such that F F F' is minimal.
We represent KBs as graphs, with constants as
nodes and quantifiers as edges.® Synthetic XBs
are generated by constructing such graphs. To
ensure non-redundancy, A-formulas form disjoint
subgraphs with at most one path between any two
nodes. We created three independent sets of con-
sistent JCBs for training, validation, and testing to
ensure diversity across splits.*

Textual translation. To translate a given KB5;
into a textual string, we: (1) assign a unique identi-
fier 1, ..., x, to each node within K5;; (2) map
each edge to a fixed template connecting nodes x;
and z; based on the quantifier represented by the
edge (e.g., Ax;x; becomes “All z; are x;”); and
(3) assign each unique node identifier zy, ...,y
to a random English-like pseudoword (e.g., 1 =
wug, 2 = blump).’

As illustrated in Figure 1, we structured each
datapoint in the three splits to begin with the to-
ken “knowledge base:”, followed by the full se-
quence of premises, separated by commas. This is
immediately followed by the special tag <QUERY>,
and then the token “hypothesis:”, which intro-
duces the target hypothesis. Next comes the to-
ken “premises:”, followed by the specific comma-
separated premises that entail the hypothesis. To
increase variability, we applied ten random pseu-
doword assignments and three random permuta-
tions of premise order for each KB, resulting in
multiple variants per datapoint.

Within each B, valid hypotheses can be in-
ferred by minimal sets of premises of varying

3A visual representation of KBs and the seven types of

inferences as graphs can be seen in Appendix B.2.

*See Appendix B.1 for the exact algorithms used to gener-
ate ICBs

SFurther details on the vocabulary of pseudowords we used
are provided in Appendix B.3.



lengths. We define the length of a inference as the
total length of all A-chains it contains, which cor-
responds to the total number of A-formulas among
its premises. For a given inference type ¢, we de-
note the maximum and minimum lengths as u(t)
and o (t), respectively.

We generated enough KBs to obtain 1000 train-
ing, 5 validation, and 100 test examples for each
inference type and length combination in the range
from 0 to 19.° This range was chosen to allow
experiments with generalization to both unseen
shorter and longer inferences. Full dataset statis-
tics, including the number of generated KI3s per
split, are reported in Appendix B.4.

3.2 MIND

When applying meta-learning principles to the
framework of syllogistic logic, we conceptualize
the premises within a JCB as atomic facts. The
seven types of syllogism (as detailed in Table 4)
are treated as arguments, constructed using these
atomic facts, and the model’s task is to extract the
minimal set of facts within a /U5 to produce a valid
argument that proves the query hypothesis.

The type of systematic generalization MIND ad-
dresses involves applying the seven fixed syllogis-
tic inferences to new, unseen sets of atomic facts.
This is central to logical reasoning because logical
rules are, by definition, formal: conclusions fol-
low from premises based solely on the structure of
the arguments, regardless of their specific content.
Thus, successfully applying an inference type to a
novel, unseen KB requires the model to recognize
and instantiate the same formal structure with dif-
ferent premises. This generalization also includes
variations in the number of atomic facts needed
to instantiate an argument. Specifically, handling
A-chains of varying lengths requires applying the
learned inference patterns to longer or shorter in-
stances of the same formal type.

Episodes organization. To induce meta-
learning of inference types, MIND uses
a set of episodes where each episode
T = (KB,Ss"pP gduery yauery)  Here, KB
is a knowledge base, S*'PP is a set of study
valid hypothesis-premises pairs, 9" is a valid

query hypothesis, and y1"¢"Y is the minimal set of

®Note that some inference types (e.g., type 3) span the
full range of lengths from O to 19, while others span only
a subrange (e.g., type 2 spans from 1 to 10). See all type-
length combinations within the generated /CI3s in Figure 6 in
Appendix B.4.

premises entailing £9"®"Y. Figure 1 shows a full
MIND episode using indexed variables in place of
pseudowords for improved readability. Importantly,
we consider study examples with inferences of
the same type as the query. The number of study
examples we set, i.e. valid hypothesis—premise
pairs, is three. In their textual translation, we add
the special tags <STUDY> to indicate the beginning
of the sequence of study examples. During MIND
fine-tuning, models are trained to minimize the
cross-entropy loss of the tokens in y4"'Y given the
input tokens from the context (KB, SSUPP, z41ery),

Baseline. Similarly to Lake and Baroni (2023),
we consider a baseline where models are not fine-
tuned on episodes but on single input-output pairs
(zauery yauery) preceded by a KB. The base-
line is fine-tuned to minimize the cross-entropy
loss of the tokens in y4"®'Y given the input to-
kens from the context (KB,z9"Y). To en-
sure a fair comparison between the meta-learning
model and the baseline, we ensured that both
models were fine-tuned on the exact same ag-
gregate set of unique hypothesis-premises pairs.
Specifically, the baseline was fine-tuned using a
set Dpaseline consisting of (zA"TY ¢4y unique
pairs. For the meta-learning approach, the cor-
responding set of all unique hypothesis-premises
pairs encountered across all N episodes 7; =
(KB;, S;UPP o d"Y y a5 s given by Dieta =
UN (8597 U (@ ). We verified
that Dpaseline = DPmeta. Moreover, since the
meta-learning model processes more hypothesis-
premises pairs within each episode (due to S;""P),
we counterbalanced this by training the base-
line model for a proportionally larger number of
epochs.’

4 Experimental Setup
4.1 Models

We run experiments using the Qwen 2.5 family
of decoder-only LMs (Qwen Team, 2025). More
specifically, we test three sizes: 1.5B, 3B, and 7B
parameters. This family of models is selected be-
cause it allows us to experiment with varying small
sizes (ranging from 1.5 to 7 billion parameters) and
achieves a better size vs. performance trade-off
compared to other open weights model families.
In addition to the Qwen 2.5 family, we also evalu-

"Further details on the training regime and number of
epochs for each approach are provided in Appendix C.2.



Training

Longer inferences:

“all x1 are x2, all x2 are x3, all x3 are x4, all x4 are x5,
all x5 are x6 I all x1 are x6”

Shorter inferences:

“all x1 are x2, all x2 are x3, all x3 are x4 - all x1 are
x4”

Testing

Shorter inferences:

“all x1 are x2, all x2 are x3 - all x1 are x3”

Longer inferences:

“all x1 are x2, all x2 are x3, all x3 are x4, all x4 are x5,
all x5 are x6 - all x1 are x6”

Figure 3: Length generalization. We evaluate models on two types of length generalization: models trained on
more complex (i.e., longer) inferences are tested on simpler (i.e., shorter) ones (Top) and vice versa (Bottom). The

examples illustrate type 2 inferences.

ate the closed-source LLM GPT-40 (OpenAl, 2024)
and the Large Reasoning Model (LRM) 03-mini
(OpenAl, 2025) on the logical premise selection
task.® We conduct the evaluation both in a zero-
shot setting and in a few-shot setting, using the
SSUPP stydy pairs as examples.’

4.2 Experiments

We design experiments to evaluate the ability of
MIND to teach pretrained small LMs to system-
atically apply inferences to new, unseen sets of
premises —that is, to reason in a formal way by
recognizing and instantiating the same underlying
structure independently of the X3s’ content.

To ensure consistency, both MIND and the base-
line receive inputs at test time in the same format
as during training. MIND models are provided
as context (KCB,SS"PP x4"eY)  and are tasked
to generate y1"*"Y, while the baseline receives
(KB, zauery),

Generalization. In the first experiment, models
are evaluated on their ability to generalize to un-
seen KCBs, while all inference lengths are seen. The
training and testing sets contain inferences of all
lengths for each of the seven types. Since this is the
simplest form of systematic application of syllogis-
tic inference, we refer to it as core generalization.

We then consider two more challenging gener-
alizations involving inferences of unseen length.
As illustrated in Figure 3, we examine the case
of generalizing to longer inferences when the
model has only learned from shorter ones (as stud-
ied in Saparov et al. 2023), and vice versa —gen-
eralizing to shorter inferences after seeing only

¥Note that LRMs are also LLMs, but post-trained to gener-
ate longer intermediate chains of thought, improving perfor-
mance on complex reasoning tasks (Xu et al., 2025).

°See the API details and the exact prompts used to evaluate
closed models in Appendix C.3.

longer ones. In the logic literature, they are re-
spectively known as recursiveness and composi-
tionality (Vargas Guzman et al., 2024). To test this,
we train exclusively on inferences whose lengths
x are o(t) < x < p(t) — 5, and test on the
five longest inferences for each type, i.e., those
whose length is p(t) — 5 < x < pu(t). In the
second case, we train on inferences with length
o(t)+5 < x < p(t), and test only on the five
shortest inference lengths for each type, i.e., those
with length o(t) < = < o(t) + 5. An intuitive
representation of these generalizations is provided
in Figure 3. Notably, within the MIND approach,
we consider two varying types of study examples
SSUPP: the aligned and disaligned sets of study
examples, in which each (z5"PP, ySU'PP) either falls
within or outside the range of inference lengths
used for testing, respectively.'”

Figure 6, in the Appendix, shows all infer-
ence type-length combinations within training and
test split in the core and in the length general-
ization settings. These datasets contain 1,000
and 100 datapoints for each training and testing
type—length combination, respectively. To further
investigate the performance of MIND in a lim-
ited data regime, we also consider the case where
only 100 datapoints are available for each training
type—length combination.

4.3 Prediction Accuracy

We consider a model prediction to be correct if the
set of premises extracted from the generated text
matches the ground truth set of minimal premises.

"More precisely, the meanings of aligned and disaligned
depend on whether we are evaluating models on unseen shorter
or longer inferences. For longer inferences, disaligned in-
cludes inferences with lengths o(t) < = < u(t) — 5, and
aligned includes those with lengths u(t) — 5 < = < pu(t).
For shorter ones, instead, aligned includes inferences with
lengths o (t) < = < o(t) + 5, and disaligned includes those
with lengths o (t) + 5 < z < pu(¢).



Model Method All Short Long
Owen2.5 155 MIND 9311061 9428+061 9176027
o0 2P Baseline  85.56+1.24 91.42+0.82 80.56 + 1.78
5 Owen2.53p  MIND  9616£044 96242056 9555043
E : Baseline 93.03+1.15 9534+ 1.18 90.92 + 1.27
(e
Owen2.s7s  MIND 9813098 98.26 +0.82 97.69 + 1.40
: Baseline  95.76 +1.10 9727 +1.22 94.13 + 0.90
& Few-shot 39.76 5291 33.51
el _
2 GPT-40 Zero-shot 15.90 28.97 9.89
£
- Few-shot 88.45 87.91 88.51
- Zero-shot 67.98 73.29 64.54

Table 1: Core generalization. Accuracy (mean + std) on test inferences across all type-length combinations (All),
plus breakdown into the five shortest (Short) and longest (Long) inferences for each of the seven types of inference.
Fine-tuned Qwen models use MIND vs. Baseline; GPT-40 and 03-mini use few-shot vs. zero-shot prompting.

Using this criterion, we measure accuracy both in
aggregate, i.e., across an entire test set, and de-
composed by each test type-length combination.
All models (1.5B, 3B, and 7B) are fine-tuned three
times and with different random seeds, thus we re-
port mean and standard deviation of each accuracy.

5 Results

5.1 Core Generalization

We first examine the performance of meta-learning
versus the baseline on core generalization (Table
1), with models trained and tested on all inference
type-length combinations. The “Short” and “Long’
columns report aggregated accuracy on the sets
of the five shortest and longest inferences, respec-
tively, for each type. We hypothesize that longer
inferences are harder because, to be correct, mod-
els must select all premises belonging to a larger
minimal set of premises.

Across all Qwen-2.5 model sizes (1.5B, 3B,
7B), the meta-learning approach consistently yields
higher accuracy than the baseline. Performance im-
proves with model scale in both approaches. For
example, MIND accuracy increases from 93.11%
(1.5B) to 98.13% (7B) on all type-length combina-
tions, with accuracy on shortest inferences rising
from 94.28% to 98.26%, and on the longest ones in-
creasing from 91.76% to 97.69%. In contrast, base-
line performance rises more slowly —from 85.56%
(1.5B) t0 95.76% (7B) —and shows a wider drop
on the longest inferences, falling as low as 80.56%
for the smallest model. Notably, the performance
gap between MIND and the baseline narrows as

’

model size increases, suggesting that larger mod-
els achieve better core generalization even without
meta-learning. It is worth noting that with limited
data, MIND’s advantage over the baseline becomes
much wider at all sizes, as shown in Appendix D.3.

The closed-source models GPT-40 and 03-mini
still underperform compared to Qwen-2.5 mod-
els fine-tuned with MIND. Both models perform
poorly in the zero-shot setting but improve with
few-shot prompting: GPT-40 reaches 39.76% on all
type-length combinations (with 52.91% on shortest
and 33.51% on longest inferences), while 03-mini
performs substantially better (88.45% all combina-
tion, 87.91% on shorters, and 88.51% on longest).
As expected, performance on the longest inferences
is worse than that on the shortest ones for GPT-
40, while 03-mini maintains a more robust perfor-
mance across inference lengths.

5.2 Length Generalization

Table 2 shows that MIND models consistently out-
perform baseline models in generalizing to both
longer and shorter inferences than those seen dur-
ing training. In core generalization, we observed
that longer inferences are more challenging than
shorter ones. Instead, in the case of unseen lengths,
an interesting and somewhat counterintuitive pat-
tern emerges: it is generally easier for models to
generalize to longer inferences than to shorter ones.
This is true across all model sizes and in both ap-
proaches; For instance, the largest model, Qwen-
2.5 7B, achieved 90.03% accuracy on longer infer-
ences (disaligned) compared to 76.23% on shorter



Short — Long

Long — Short

Model Method
Disaligned Aligned Disaligned Aligned
Owen2s 155 MIND 76422295 91752110 7094£227 7113183
Wen-=2 198 Baseline 63.53+1.16 63.53+1.16 56.67+122 56.67 +1.22
MIND  87.61+197 9586+0.70 77.19+3.53 7853+ 1.71
Qwen-2.5 3B ]
Bascline 7678 +1.63 7678 +1.63 71.88+149 71.88+1.49
MIND  90.03+1.09 96.84+0.15 7623+291 83.41+1.63
Qwen-2.5 7B .
Baseline 80.76+2.65 80.76+2.65 71.08+1.55 71.08+1.55

Table 2: Generalization to unseen lengths. Accuracy (mean + std) of meta-learning and baseline models when
trained on short inferences and tested on longer ones or vice versa. In both cases, we compare the settings in which
the inferences in the study examples either falls within (Aligned) or outside (Disaligned) the range of inference
lengths used for testing. Baseline models have no study examples, hence such difference does not hold for them.

ones (disaligned).

Aligning study example lengths with the test
condition (aligned) proves moderately to highly ef-
fective for unseen short inferences across all MIND
model sizes. For example, Qwen-2.5 1.5B im-
proved from 76.42% to 91.75%, and Qwen-2.5
3B improved from 87.61% to 95.86%. For unseen
long inferences, this alignment is moderately ef-
fective in larger models: Qwen-2.5 7B improved
from 76.23% to 83.41%, while the 1.5B and 3B
models showed smaller gains (70.94% to 71.13%
and 77.19% to 78.53%, respectively). These results
indicate that MIND enables models in the aligned
condition to exploit abstract patterns in the study ex-
amples (unseen inference lengths), allowing them
to more effectively answer query hypotheses requir-
ing length generalization.

Again, MIND’s better performance in length
generalization is especially noticeable with limited
training data, where the difference between MIND
and baseline models grows significantly (see Ap-
pendix D.3 for more details).

6 Error Analysis

Beyond simply measuring the accuracy of MIND
and the baseline, we additionally focus on two main
types of errors models make when evaluated on un-
seen lengths. First, among all errors, we consider
the proportion of non-minimal valid set of premises
(NVM). This means that the correct minimal set
was generated by the model, but together with un-
necessary premises; for this case, we also measure
how many unnecessary premises, on average, the
models generate. Alternatively, models may fail
to provide the complete A-chain within the correct

minimal set of premises, meaning that at least one
necessary A premise is missing (MAP); here, we
also track the average number of missing necessary
A-formulas in erroneous answers. NVM and MAP
are mutually exclusive. Furthermore, we consider
an additional type of error that can occur simulta-
neously with either NVM or MAP: models may
hallucinate premises —referred to as hallucinated
premises (HP) —and output a formula that is not
contained in the CB.

Table 3 presents the error analysis for Qwen-
2.5 7B'! on the challenging length generalization
settings.!? HP is a common error type across both
settings (often >50%). The baseline model has the
highest HP rate in long to short (72.78%), while
MIND models are generally better.

When generalizing to shorter inferences, a sub-
stantial portion of errors (28-43%) are NVM, in-
dicating models indeed find logical solutions but
include unnecessary premises. In this context, a
lower number of unnecessary premises is better, as
it is closer to the minimal set. The baseline model
adds the most unnecessary premises (6.19 average),
compared to MIND (disaligned) (4.9) and MIND
(aligned) (3.72).

For generalizations to longer inferences, errors
show different patterns, with few NVM errors (4-
14%) and predominantly MAP errors (81-90%).
The average number of missing premises is higher
in short to long (3.65-6.66) than in long to short
(1.76-2.1), suggesting models struggle to provide
the complete set of premises when evaluated on

"Each model was fine-tuned three times with different
random seeds, we selected the best model for each approach
for this analysis.

12See Appendix D.4 for further error analysis results.



Method | NVM [%] Avg. NVM | MAP [%] Avg. MAP | HP [%]
MIND (aligned) 42.94 49 36.68 2.1 57.5
L —S MIND (disaligned) | 28.31 3.72 52.81 1.76 66.06
Baseline 28.21 6.19 23.38 2.1 7278
MIND (aligned) 9.76 1.66 87.54 5.08 60.94
S — L MIND (disaligned) | 14.14 6.14 81.82 3.65 35.35
Baseline 3.87 2.36 89.79 6.66 66.9

Table 3: Error analysis. Error analysis comparing MIND and baseline on long to short (L — S) and short to long
(S — L) generalization. The table shows percentages and averages for non-minimal valid sets of premises (NVM)
and missing necessary A premises (MAP), and the percentage of hallucinated premises (HP).

longer inferences than seen during training. The
baseline model struggles most with longer infer-
ences, with a high MAP error rate (89.79%) and a
large number of missing premises (6.66) contribut-
ing to its lower accuracy compared to MIND.

7 Related Work

7.1 LLMSs’ Logical Capabilities

Recent work has highlighted weaknesses in LLMs’
logical reasoning. LLMs often struggle with OOD
generalization (Clark et al., 2021; Saparov et al.,
2023; Vargas Guzman et al., 2024), multi-step in-
ference (Creswell et al., 2023), and consistency
across formal reasoning patterns (Parmar et al.,
2024; Hong et al., 2024). Neuro-symbolic methods
address these gaps by integrating logic modules or
symbolic solvers, improving both performance and
interpretability (Pan et al., 2023; Olausson et al.,
2023; Kambhampeati et al., 2024). In a different
direction, LRMs have shown strong gains in rea-
soning and planning tasks (Xu et al., 2025). Our
proposed meta-learning approach offers a comple-
mentary alternative by enabling LLMs to adapt
across logical tasks without relying on symbolic
modules, as our results demonstrate.

7.2 Meta-learning

Meta-learning enables models to rapidly adapt to
new tasks by leveraging prior experiences across
tasks (Thrun and Pratt, 1998; Hospedales et al.,
2022). Foundational approaches include memory-
augmented neural networks (Santoro et al., 2016),
prototypical networks (Snell et al., 2017), and
model-agnostic meta-learning (MAML) (Finn
etal., 2017). In the context of LLMs, meta-learning
has been explored through techniques such as meta-
in-context learning (Coda-Forno et al., 2023), in-
context tuning (Chen et al., 2022), and MetalCL

(Min et al., 2022), which either train for or ex-
ploit the in-context learning abilities of models to
adapt to new tasks using few-shot examples. Our
proposed method draws inspiration from the MSL
framework (Irie and Lake, 2024), which we adapt
and extend to solve the logical premise selection
task.

8 Conclusion

In this work, we introduced MIND, a meta-learning
fine-tuning approach to improve deductive rea-
soning in LL.Ms, explicitly targeting the logical
premise selection task. Our results show that
MIND significantly enhances generalization com-
pared to the baseline, especially in small-scale and
low-data scenarios. Remarkably, our fine-tuned
small models outperform state-of-the-art LLMs on
this task. This demonstrates the potential of MIND
to advance the development of more robust and
reliable Al systems.

Future work should explore several potential av-
enues. First, we should investigate not only system-
atic generalization using fixed inference rules, as
we have done here, but also extend our research to
learning the composition of multiple logical infer-
ences. This approach aligns with ideas proposed
in other meta-learning research, such as Meta-
Learning for Compositionality(Lake and Baroni,
2023). Additionally, we should examine increas-
ingly complex fragments of language, where the in-
teractions among various inference-building blocks
and reasoning forms become more intricate, and
assess the effectiveness of MIND in helping LLMs
to generalize in such contexts.

9 Limitations

Despite demonstrating meaningful progress in en-
hancing the deductive reasoning capabilities of lan-



guage models through the MIND approach, this
study has several limitations that future research
could address.

Model selection. The evaluation primarily tar-
gets small to mid-sized language models (1.5B to
7B parameters), largely due to computational con-
straints. This focus leaves open the question of
whether the observed improvements from MIND
generalize to larger-scale models.

Meta-learning trade-offs. The gains in reason-
ing ability achieved by MIND come with associ-
ated costs. The meta-learning strategy adopted in-
volves incorporating multiple study examples into
the input context during fine-tuning. This leads
to longer input sequences, which in turn increase
memory usage and computational demands com-
pared to standard fine-tuning approaches.

Focus on a logic fragment. This work is con-
strained to the syllogistic fragment of first-order
logic. Future research should investigate whether
our conclusions extend to more expressive logical
systems or to real-world scenarios where reason-
ing tasks are less structured. However, syllogistic
logic is a restricted domain that allows for precise
control over variables such as the type of inference
considered, inference length, and the structure of
knowledge bases. In the context of this study, it
serves as a valuable testbed for investigating logical
generalization in LLMs.
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A Formal Semantics and Syllogistic
Inference Patterns

In this section, we formally define the semantics of
syllogistic logic by translating syllogistic formulas
into first-order logic. We also specify a consistent
set of such formulas and formalize a valid inference
within this framework. Let A = {a,b,c,...} be
a set of atomic terms, and let R = {R, S, T,...}
be a set of unary relational symbols. We bijec-
tively assign to every atomic term a € A a re-
lational symbol R, € R, and interpret syllogis-
tic formulas as first-order logic sentences: Aab
as Vz [R,(z) — Rp(x)], Eab as Vz [Ry(z) —
—Ry(z)], Iab as 3z [Ry(z) A Rp(x)], and Oab as
Jx [Ra(x) A Rp(x)]. We say that a set F of syllo-
gistic formulas is consistent if there exists a struc-
ture M in signature R such that every relation RM
is non-empty, and the interpretation of every sen-
tence in F holds in M, denoted by M E F. For a
syllogistic formula F, the pair (F, F') is an infer-
ence, denoted by F F F, if M F {F}, whenever
M E F for a structure M in signature .

B Dataset
B.1 KBs’ Generation

Knowledge bases can be modeled as edge-labeled
graphs, in which nodes correspond to atomic
terms and edges are labeled with quantifiers. Our
graph generation algorithm comprises two princi-
pal stages: (1) We first construct all A-chains of
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Type Inference
1 {Aa — b, Ac — d,Oad} E Obc
2 {Aa — b} E Aab
3 {Aa — b, Ac — d, Aa — e, Ede} E Obc
4 {Aa — b, Aa — c} E Ibc
5 {Aa — b, Ac — d, Ae — f,Iae, Edf } E Obc
6 {Aa — b, Ac — d, Ebd} E Eac
7 {Aa — b, Ac — d, Iac} F ITbd

Table 4: Syllogistic inference types. Each row shows
a distinct logical inference pattern. Notation follows
traditional categorical logic: Aab denotes a universal
affirmative ("All a are b"), Eab a universal negative
("No a are b"), Tac a existential affirmative ("Some a
are ¢"), and Oad a existential negative ("Some a are not
d"). Formulas of the form Aa — b denote a sequence of
n A-formulas relating a and b.

the knowledge base, which is used as its structural
backbone, by generating disjoint trees—directed
acyclic graphs that ensure a unique path exists be-
tween any pair of nodes. (2) Subsequently, we
incorporate additional label edges corresponding
to E, I, and O formulas, while maintaining the
overall consistency of the knowledge base.

To construct all possible valid syllogisms from
each artificially generated knowledge base, we em-
ploy antillogisms—minimal inconsistent set of syl-
logistic formulas. For example, consider the set
{Aab, Aac, Ebc}, which forms an antilogism. By
negating the inconsistent formula Ebc, we obtain
a valid inference in which the remaining formulas
{Aab, Aac} entail its negation, i.e., { Aab, Aac} F
Ibc. This corresponds to an inference of type 4.
More generally, any syllogism can be derived from
an antilogism of the form F U {—F} by infer-
ring the conclusion F' from the consistent set F,
that is, &/ F F. This result was formally estab-
lished by (Smiley, 1973), who also demonstrated
that there exist only three distinct types of antilo-
gisms. Furthermore, as shown by (Vargas Guzmén
et al., 2024), all valid syllogistic inferences can be
systematically derived from these three canonical
forms of antilogism (see Table 4).

B.2 KBs’ Visualization

To provide an intuitive understanding of the vari-
ous types of inferences and their derivation from
the knowledge bases employed in our framework,
we represent syllogistic formulas as graphs. These
graphs encompass the knowledge base, the corre-
sponding hypothesis, and the minimal inference—
defined as the smallest subset of premises required
to derive the hypothesis.
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Experiment Split Size #KBs # Premises (Min—-Max)
Train 97,000 100 26-35
Core Generalization Validation — 485 15 26-36
Test 9,700 200 26-38
Train 62,000 100 26-35
Short — Long Validation 310 15 26-36
Test 3,500 194 26-38
Train 62,000 100 26-35
Long — Short Validation 310 15 26-36
Test 3,500 200 26-38

Table 5: Dataset statistics across experiments. For each experiment and split, the table reports the number of
unique query hypothesis-premises pairs (Size), the number of XBs from which the pairs are generated (# KBs), and
the range of total premises within CBs (# Premises). In the additional experiment with limited training data, the

total training size is reduced by a factor of ten.

Figure 19 illustrates a type 2 inference, charac-
terized by a conclusion in the form of a universal
affirmative (A-formula). The premises consist of
a single sequence of A-formulas. This represents
the most elementary form of syllogistic inference,
whose structural pattern is embedded within all
other types. Inferences of types 1, 3, and 5, which
yield particular negative conclusions (O-formulas),
are presented in Figures 18, 20, and 22, respectively.
Syllogisms corresponding to types 4 and 7, both
concluding with particular affirmative statements
(I-formulas), are shown in Figures 21 and 24. Fi-
nally, the type 6 inference, which concludes with
a universal negative (F-formula), is depicted in
Figure 23.

B.3 Term Vocabulary

To train and evaluate our models, we artificially
generated 5000 unique pseudowords by randomly
concatenating two syllables selected from a set of
approximately 300 of the most commonly used En-
glish syllables. Although these pseudowords are
semantically meaningless, they remain phonolog-
ically plausible and are generally pronounceable.
On occasion, the generation process may yield ac-
tual English words.

Additionally, we constructed two substitution
sets to support our lexical generalization evaluation
(see Appendix D.2). The first set comprises 5000
pseudowords generated using the Wuggy pseu-
doword generator (Keuleers and Brysbaert, 2010).
We selected 500 English two-syllable nouns and,
for each, produced 10 distinct pseudowords using
Wuggy’s default parameters. The second set con-
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sists of symbolic constants, each formed by the
character “X” followed by an integers ranging from
1 to 5000.

B.4 Data Statistics

As described in Section 3.1, we generated as many
KBs as necessary to obtain at least 1000 training,
5 validation, and 100 test examples for each in-
ference type and length combination in the range
from O to 19 (see all the combinations in Figure
6). Table 5 summarizes dataset statistics for the
core generalization experiment, as well as for the
length generalization ones (“Short — Long” and
“Long — Short”). For each experiment and split,
the table provides the total number of examples,
the number of CBs used to generate them, and the
range of premises across ICBs. In the additional
experiment with limited training data described in
Appendix D.3, the total training size is reduced by
a factor of ten in each setting.

C Experiment Details

C.1 Implementation Details

All experiments were conducted using the PyTorch
and Hugging Face Transformers libraries. We used
NVIDIA A100 80GB GPUs. Due to the relatively
small size of the models used in the experiments,
each fine-tuning run, both for MIND and the base-
line, was able to fit on a single GPU. We estimate
a total compute usage of approximately 500 GPU
hours across all experiments. Additionally, GitHub
Copilot was used as an assistant tool for parts of
the project’s source code development.



You are tasked with logical premise selection. Given:

1. A knowledge base consisting of premises.

2. A query hypothesis to solve, preceded by the token <QUERY>.

Your task is to identify the unique minimal set of premises from the
knowledge base that logically proves the query hypothesis. Since the
knowledge base is non-redundant, every valid hypothesis has exactly one
minimal set of premises that proves it.

Provide your answer in exactly this format:

### Answer: premisel, premise2,

*

premiseN

Figure 4: Zero-shot system prompt. The zero-shot system prompt used with the closed models GPT-40 and
03-mini. The query hypothesis is subsequently provided as the first user interaction. We then extract the set of
premises returned by the model using regular expressions.

You are tasked with logical premise selection. Given:
1. A knowledge base consisting of premises.

2.
preceded by the token <STUDY>.

Example hypotheses along with their correct minimal premise sets,

3. A query hypothesis to solve, preceded by the token <QUERY>.

Your task is to identify the unique minimal set of premises from the
knowledge base that logically proves the query hypothesis. Since the
knowledge base is non-redundant, every valid hypothesis has exactly one
minimal set of premises that proves it.

Examine the provided examples carefully to understand how to select
the correct minimal set of premises. The examples demonstrate correct

premise selections for various hypotheses.
Provide your answer in exactly this format:

### Answer: premisel, premise2,

*

premiseN

Figure 5: Few-shot system prompt. The Few-shot system prompt used with the closed models GPT-40 and 03-mini.
The set of study examples provided as few-shot examples, along with the query hypothesis are provided as the first
user interaction. We then extract the set of premises returned by the model using regular expressions.

C.2 Fine-tuning Details

All models were fine-tuned using Low-Rank Adap-
tation (LoRA) (Hu et al., 2022) with a rank r = 64,
alpha value @ = 128, and dropout probability
p = 0.05. The adaptation was applied to all atten-
tion and linear weight matrices, excluding the em-
bedding and unembedding layers. Baseline models
were loaded in bfloat16 precision, while MIND
fine-tuned models employed QLoRA (Dettmers
et al., 2023) with 4-bit quantization to accommo-
date memory constraints from longer sequences.
Despite the lower precision, the meta-learning mod-
els outperformed the baseline.

Training hyperparameters included a learning
rate of 5 x 1075, zero weight decay, and no learning
rate warmup (steps=0, ratio=0.0). Batch sizes were
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4 (training), 8 (validation), and 32 (testing). We
used the AdamW optimizer (Kingma and Ba, 2015)
with a linear learning rate scheduler. Although we
experimented with a range of other hyperparameter
configurations, we found this setup to be the most
stable across tasks and random seeds. Baseline
models were trained for 4 epochs, whereas meta-
learning models were trained for only 1 epoch to
account for differences in per-sample data exposure
(see Section 3.2). We performed 10 validations per
epoch and selected the model with the highest vali-
dation accuracy. Each fine-tuning run was repeated
with three different random seeds: 1048, 512, and
1056.



C.3 Closed Source Models

API details. We accessed OpenAl’s closed-
source models GPT-40 (OpenAl, 2024) and 03-
mini (OpenAl, 2025) through the Azure Ope-
nAl Service’s Batch API. The API version
used was 2025-03-01-preview, and the specific
model versions were gpt-40-2024-08-06 and
03-mini-2025-01-31. The total cost of the ex-
periments was approximately 250 USD. For both
models, we employed the default API settings. In
the case of 03-mini, this corresponds to a “medium”
reasoning effort. We did not experiment with a high
reasoning effort in order to limit API usage costs.

Prompts. We provide the exact system prompts
used in the experiments involving GPT-40 and
03-mini in both the zero-shot (Figure 4) and few-
shot (Figure 5) settings. In both cases, the system
prompt instructs the models on how to perform the
task and specifies the exact format of the answer
they should provide. This format facilitates the
extraction of the set of premises generated by the
models. We then present the query hypothesis as
the first user interaction. In the few-shot setting, ex-
ample interactions are included in the user message
prior to the query.

D Additional Results
D.1 Accuracies by Type and Length

In this section, we present the complete set of
accuracies broken down by type and length for
both MIND and baseline models, as well as closed
source models.

MIND and baseline. We report the average ac-
curacy for each inference type and length combi-
nation in both the core and length generalization
settings for the Qwen-2.5 models. Figures 7, 8, and
9 show the accuracies for core generalization for
the 1.5B, 3B, and 7B models, respectively, in both
the MIND and baseline settings. Figures 13, 14,
and 15 show the accuracies for short to long gen-
eralization, while Figures 10, 11, and 12 show the
accuracies for long to short generalization for the
same models, again in both the MIND and baseline
settings.

Across model sizes and approaches, the easiest
types of inferences are type 2 and type 6. In con-
trast, types 1, 3, and 4 are typically the most chal-
lenging. A notable difference between the MIND
and baseline models is that the latter consistently
struggle with type 5 inferences, whereas the former
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show stronger performance. However, apart from
type S inferences, MIND models generally perform
better but still tend to struggle or excel in similar
type and length combinations as the baseline mod-
els.

These patterns also hold in the length general-
ization setting, with the additional observation that
performance tends to degrade as the distance be-
tween the lengths used for training and those used
for testing increases.

Closed models. Figures 16 and 17 show the ac-
curacies for zero-shot and few-shot prompting of
GPT-40 and 03-mini, respectively. Both models
show substantial improvement in the few-shot set-
ting. GPT-4o0 is the lowest-performing model ac-
cording to Table 1, a result further supported by the
detailed breakdown in this section. It consistently
achieves high accuracy only on type 2 inferences,
which are the easiest and rely primarily on simple
transitivity. o3-mini struggles more with types 3
and 4. Additionally, a clear difference in perfor-
mance on type 5 inferences is observed between
the zero-shot and few-shot settings. This resembles
the difference seen in Qwen-2.5 models between
MIND and baseline. These results show that even
pretrained models tend to struggle with the same
types of syllogistic inferences as fine-tuned models,
with a few exceptions, such as type 5 inferences.

D.2 Lexical Generalization

In the main body of the paper, we evaluated core
and length generalization. Here, we report an ad-
ditional set of results related to lexical general-
ization. By lexical generalization, we mean the
manipulation of the vocabulary assigned to each of
the terms appearing in the formulas within CBs.

Section 5.1 presents results using the same vo-
cabulary of pseudowords employed during training,
tested on unseen /CBs. Here, we explore two more
challenging settings: one using a new vocabulary of
pseudowords, and another using abstract symbols
(e.g., x2435) in place of pseudowords. This latter
setting is distributionally the most distant from the
training data.

Table 6 presents the results of this lexical gener-
alization experiment. Across all Qwen-2.5 model
sizes (1.5B, 3B, 7B) and conditions, the MIND ap-
proach consistently yields higher accuracy than the
baseline, with performance improving with model
scale for both approaches. Notably, for both known
and unseen pseudowords, performance is similar in



Model Type Core Unseen Pseudowords Unseen Constants
Qwen-2.5 1.5B MIND 93.11 £0.61 93.15+0.11 74.24 + 1.07
W o Baseline 85.56 +1.24 83.34 £ 1.90 38.49 + 1.06
Qwen-2.5 3B MIND 96.16 £ 0.44 96.09 = 0.30 83.21£1.19
’ Baseline 93.03 +1.15 91.49 + 0.68 53.12+2.03
Qwen-2.5 7B MIND 98.13 +0.98 98.03 £ 1.19 86.87 £ 0.31
' Baseline 95.76 £ 1.10 94.89 + 1.55 57.81+2.17

Table 6: Lexical generalization. Accuracy (mean + std) of MIND and Baseline models in core generalization as in
the main paper (Core) and with novel unseen terms (Unseen Pseudowords, Unseen Constants).

Model Type Core Long — Short Short — Long
Owen2s 155 MIND 7667038 50402345 4581113
Wenmeo 198 paseline 5514053  2937+1.85 3022 +1.52
Owen2.53p  MIND 8468054 64774073 5395346
: Baseline 66.51+0.19 43.66+193  43.67+2.05
Owen2s7p  MIND 8801111 69242979 6090294
‘ Bascline 68.54+225 4527+095  43.94+282

Table 7: Generalization in limited data regime. Accuracy (mean + std) of meta-learning and baseline models
trained and tested on all inference types and lengths (Core), as well as tested for longer or shorter inferences than
those seen during training. The models are trained on only 100 examples for each combination of inference type

and inference length.

both the MIND and baseline settings, that is, chang-
ing the pseudoword vocabulary has little impact on
model performance.

In contrast, for the most challenging generaliza-
tion setting—unseen constants—both approaches
exhibit a significant drop in performance, but the
performance gap between MIND and the base-
line becomes more pronounced: MIND achieves
86.87% at 7B, compared to just 57.81% for the
baseline.

D.3 Generalization with Limited Data

Table 7 presents the performance of the models
when trained in a low data regime, using only 100
examples for each combination of inference type
and length. Consistent with the findings in Table
6 and Table 2, MIND significantly outperforms
the baseline across all model sizes and evaluation
metrics. For the core generalization performance,
the MIND models achieve substantially higher ac-
curacy (e.g., 88.01% for Qwen-2.5 7B MIND vs.
68.54% for baseline). Similarly, when evaluating
generalization to shorter and longer inferences than
seen during training, MIND models demonstrate a
clear advantage.
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Crucially, the performance gap between the
meta-learning and baseline approaches is notably
wider in this limited data setting compared to the
standard data setting. This highlights the enhanced
generalization capabilities on limited data induced
by meta-learning.

D.4 Additional Error Analysis

In this section, we present the additional error anal-
ysis results for Qwen-2.5 7B both in MIND and
baseline setting on the core generalization experi-
ment. Additionally, we also show the error analysis
results for GPT-40 and 03-mini. The detailed break-
down of these errors is presented in Table 8.

MIND and baseline. For the Qwen-2.5 7B
model, MIND shows a higher percentage of
non-minimal valid set of premises (NVM) errors
(17.86%) compared to the baseline (6.67%) on core
generalization. However, when these NVM errors
occur, MIND includes fewer unnecessary premises
on average (Avg. NVM of 2.80) than the base-
line (Avg. NVM of 5.19). Conversely, the base-
line model exhibits a higher proportion of errors
due to missing necessary A premises (MAP) at
91.43%, with an average of 5.39 missing premises.



Model Method NVM [%] Avg. NVM  MAP [%] Avg. MAP HP [%]

Qwen-2.5 7B MIND 17.86 2.80 80.36 3.32 75.00
W ’ Baseline 6.67 5.19 91.43 5.39 80.95
Few-shot 28.13 2.92 70.54 5.76 22.76
GPT-40
Zero-shot 14.46 3.50 83.01 6.45 17.15
.. Few-shot 84.57 2.38 14.23 2.65 7.21
03-mini
Zero-shot 76.60 2.61 22.55 7.09 2.62

Table 8: Error analysis. Error analysis on core generalization in Qwen-2.5 7B, and the closed models GPT-40 and
03-mini. The table shows percentages and averages for non-minimal valid sets of premises (NVM) and missing
necessary A premises (MAP), and the percentage of hallucinated premises (HP).

This is higher than MIND, which has a MAP per-
centage of 80.36% and an average of 3.32 missing
premises. Both methods show high rates of halluci-
nated premises (HP), with MIND at 75.00% and the
baseline slightly higher at 80.95%. These results
suggest that not only MIND has generally a higher
core generalization performance than the baseline,
but also that MIND errors tend to be closer to the
correct set of premises.

Closed models. The error analysis for closed
models reveals distinct patterns for GPT-40 and 03-
mini. For GPT-40, MAP errors are predominant in
both few-shot (70.54%) and zero-shot (83.01%) set-
tings. The average number of missing A premises
is also high (5.76 for few-shot and 6.45 for zero-
shot) and indicates that the model struggles to pro-
vide all the necessary premises to derive hypothe-
ses.

In contrast, 03-mini primarily struggles with
NVM errors, which constitute 84.57% of errors
in the few-shot setting and 76.60% in the zero-
shot setting. The average number of unnecessary
premises is relatively low and similar in both set-
tings (2.38 for few-shot, 2.61 for zero-shot). This
shows that the model is capable of providing logi-
cally valid set of premises from which hypotheses
can be derived but, on the other hand, struggles
with the concept of minimality. An interesting
characteristic of 03-mini is its very low HP rate, at
7.21% for few-shot and an even lower 2.62% for
zero-shot, which is considerably better than both
Qwen-2.5 7B and GPT-4o.
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Figure 6: Combination of inference type and length within generated /C5s. In each heatmap, rows represent
Inference Types (1-7), while columns represent Lengths (0-19). The train, validation, and test splits use fixed
values of 1000 or 100, 5, and 100 samples respectively for all non-zero entries (Colored). Entries with values equal
to 0 indicate non-existing combinations of length and type within the split that is considered (White).
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MIND - Core Generalization - Qwen-2.5 1.5B
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Figure 7: Accuracy of MIND (Top) and Baseline (Bottom) Qwen-2.5 1.5B on core generalization decomposed by
inference type and length.
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Figure 8: Accuracy of MIND (Top) and Baseline (Bottom) Qwen-2.5 3B on core generalization decomposed by
inference type and length.
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Figure 9: Accuracy of MIND (Top) and Baseline (Bottom) Qwen-2.5 7B on core generalization decomposed by
inference type and length.
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Figure 10: Accuracy of MIND (Left) and Baseline (Right) Qwen-2.5 1.5B on long to short generalization decom-
posed by inference type and length.
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Figure 11: Accuracy of MIND (Left) and Baseline (Right) Qwen-2.5 3B on long to short generalization decomposed
by inference type and length.
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100 100

5 5
Length Length

Figure 12: Accuracy of MIND (Left) and Baseline (Right) Qwen-2.5 7B on long to short generalization decomposed
by inference type and length.
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Figure 13: Accuracy of MIND (Left) and Baseline (Right) Qwen-2.5 1.5B on short to long generalization decom-
posed by inference type and length.
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Figure 14: Accuracy of MIND (Left) and Baseline (Right) Qwen-2.5 3B on short to long generalization decomposed
by inference type and length.

MIND - Short-to-Long - Qwen-2.5 7B Baseline - Short-to-Long - Qwen-2.5 7B

5 6 7 8 9 10 n 13 18 is i 17 18 i 5 6

12
Length

Figure 15: Accuracy of MIND (Left) and Baseline (Right) Qwen-2.5 7B on short to long generalization decomposed
by inference type and length.
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Figure 16: Accuracy of Few-shot (Top) and Zero-shot (Bottom) GPT-40 on core generalization decomposed by
inference type and length.
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Figure 17: Accuracy of Few-shot (Top) and Zero-shot (Bottom) 03-mini on core generalization decomposed by
inference type and length.
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KB with Query Hypothesis and Type 1 Inference:

Textual Translation:

knowledge base: All x1 are x2, All x2 are x3, All x2 are x4, All x3 are x5, All x4 are x6, All
x5 are x7, All x6 are x8, All x8 are x9, All x9 are x10, All x10 are x11, All x11 are x12, All
x13 are x14, ALl x13 are x15, All x14 are x16, All x15 are x17, All x16 are x18, All x17 are
x19, All x18 are x20, All x19 are x21, All x21 are x22, All x22 are x23, All x23 are x24, All
x24 are x25, All x24 are x26, All x26 are x27, No x20 are x12, Some x15 are x1, Some x11 are not
x4, Some x5 are not x1, Some x20 are not x16

hypothesis: Some x12 are not x1

premises: All x1 are x2, All x2 are x4, All x11 are x12, Some x11 are not x4

Figure 18: Type 1 syllogistic inference on graphs. Visualization of a type 1 syllogistic inference using a graph
representation of an example KB, alongside the corresponding textual translation. In the graph (top), nodes represent
predicates. Black edges indicate A-formulas (“All As are Bs”), blue edges indicate I-formulas (“Some As are Bs”),
red edges indicate E-formulas (“No As are Bs”), and yellow edges indicate O-formulas (“Some As are not Bs”).
The query hypothesis is represented by a dashed green edge, and the edges that prove the hypothesis are highlighted
in green. The text translation illustrates how the abstract graph representation is converted into a text format suitable
for LM processing by applying fixed templates that represent logical formulas.
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KB with Query Hypothesis and Type 2 Inference:

Textual Translation:

knowledge base: All x1 are x2, All x2 are x3, All x2 are x4, All x3 are x5, All x4 are x6, All
x5 are x7, All x6 are x8, All x8 are x9, All x9 are x10, All x10 are x11, All x11 are x12, All
x13 are x14, ALl x13 are x15, All x14 are x16, All x15 are x17, All x16 are x18, All x17 are
x19, All x18 are x20, All x19 are x21, All x21 are x22, All x22 are x23, All x23 are x24, All
x24 are x25, All x24 are x26, All x26 are x27, No x20 are x12, Some x15 are x1, Some x11 are not
x4, Some x5 are not x1, Some x20 are not x16

hypothesis: All x2 are x11

premises: All x2 are x4, All x4 are x6, All x6 are x8, All x8 are x9, All x9 are x10, All x10
are x11

Figure 19: Type 2 syllogistic inference on graphs. Visualization of a type 2 syllogistic inference using a graph
representation of an example KB, alongside the corresponding textual translation. In the graph (top), nodes represent
predicates. Black edges indicate A-formulas (“All As are Bs”), blue edges indicate I-formulas (“Some As are Bs”),
red edges indicate E-formulas (“No As are Bs”), and yellow edges indicate O-formulas (“Some As are not Bs”).
The query hypothesis is represented by a dashed green edge, and the edges that prove the hypothesis are highlighted
in green. The text translation illustrates how the abstract graph representation is converted into a text format suitable
for LM processing by applying fixed templates that represent logical formulas.

23



KB with Query Hypothesis and Type 3 Inference:

E-formula

®
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Textual Translation:

knowledge base: All x1 are x2, All x2 are x3, All x2 are x4, All x3 are x5, All x4 are x6, All
x5 are x7, All x6 are x8, All x8 are x9, All x9 are x10, All x10 are x11, All x11 are x12, All
x13 are x14, All x13 are x15, All x14 are x16, All x15 are x17, All x16 are x18, All x17 are
x19, All x18 are x20, All x19 are x21, All x21 are x22, All x22 are x23, All x23 are x24, All
x24 are x25, All x24 are x26, All x26 are x27, No x20 are x12, Some x15 are x1, Some x11 are not
x4, Some x5 are not x1, Some x20 are not x16

hypothesis: Some x3 are not x16

premises: All x2 are x3, All x2 are x4, All x4 are x6, All x6 are x8, All x8 are x9, All x9 are
x10, All x10 are x11, All x11 are x12, All x16 are x18, All x18 are x20, No x20 are x12

Figure 20: Type 3 syllogistic inference on graphs. Visualization of a type 3 syllogistic inference using a graph
representation of an example /3, alongside the corresponding textual translation. In the graph (top), nodes represent
predicates. Black edges indicate A-formulas (“All As are Bs”), blue edges indicate I-formulas (“Some As are Bs”),
red edges indicate E-formulas (“No As are Bs”), and yellow edges indicate O-formulas (“Some As are not Bs”).
The query hypothesis is represented by a dashed green edge, and the edges that prove the hypothesis are highlighted
in green. The text translation illustrates how the abstract graph representation is converted into a text format suitable
for LM processing by applying fixed templates that represent logical formulas.
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KB with Query Hypothesis and Type 4 Inference:

Textual Translation:

knowledge base: All x1 are x2, All x2 are x3, All x2 are x4, All x3 are x5, All x4 are x6, All
x5 are x7, All x6 are x8, All x8 are x9, All x9 are x10, All x10 are x11, All x11 are x12, All
x13 are x14, All x13 are x15, All x14 are x16, All x15 are x17, All x16 are x18, All x17 are
x19, All x18 are x20, ALl x19 are x21, All x21 are x22, All x22 are x23, All x23 are x24, All
x24 are x25, All x24 are x26, All x26 are x27, No x20 are x12, Some x15 are x1, Some x11 are not
x4, Some x5 are not x1, Some x20 are not x16

hypothesis: Some x7 are x8

premises: All x2 are x4, All x2 are x3, All x4 are x6, All x6 are x8, All x3 are x5, All x5 are
x7

Figure 21: Type 4 syllogistic inference on graphs. Visualization of a type 4 syllogistic inference using a graph
representation of an example K3, alongside the corresponding textual translation. In the graph (top), nodes represent
predicates. Black edges indicate A-formulas (“All As are Bs”), blue edges indicate I-formulas (“Some As are Bs”),
red edges indicate E-formulas (“No As are Bs”), and yellow edges indicate O-formulas (“Some As are not Bs”).
The query hypothesis is represented by a dashed green edge, and the edges that prove the hypothesis are highlighted
in green. The text translation illustrates how the abstract graph representation is converted into a text format suitable
for LM processing by applying fixed templates that represent logical formulas.
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KB with Query Hypothesis and Type 5 Inference:

SEONG
9 —0-0-0-0-9-
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Textual Translation:

knowledge base: All x1 are x2, All x2 are x3, All x2 are x4, All x4 are x6, All x3 are x5, All
x6 are x8, All x5 are x7, All x8 are x9, All x9 are x10, All x10 are x11, All x11 are x12, All
x13 are x14, All x13 are x15, All x14 are x16, All x15 are x17, All x16 are x18, All x17 are
x19, All x18 are x20, All x19 are x21, All x21 are x22, All x22 are x23, All x23 are x24, All
x24 are x25, All x24 are x26, All x26 are x27, No x20 are x12, Some x15 are x1, Some x11 are not
x4, Some x5 are not x1, Some x20 are not x16

hypothesis: Some x17 are not x14

premises: All x1 are x2, All x2 are x4, All x4 are x6, All x6 are x8, All x8 are x9, All x9 are
x10, All x10 are x11, All x11 are x12, All x14 are x16, All x15 are x17, All x16 are x18, All
x18 are x20, No x20 are x12, Some x15 are x1,

Figure 22: Type 5 syllogistic inference on graphs. Visualization of a type 5 syllogistic inference using a graph
representation of an example /3, alongside the corresponding textual translation. In the graph (top), nodes represent
predicates. Black edges indicate A-formulas (“All As are Bs”), blue edges indicate I-formulas (“Some As are Bs”),
red edges indicate E-formulas (“No As are Bs”), and yellow edges indicate O-formulas (“Some As are not Bs”).
The query hypothesis is represented by a dashed green edge, and the edges that prove the hypothesis are highlighted
in green. The text translation illustrates how the abstract graph representation is converted into a text format suitable
for LM processing by applying fixed templates that represent logical formulas.
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KB with Query Hypothesis and Type 6 Inference:
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Textual Translation:

knowledge base: All x1 are x2, All x2 are x3, All x2 are x4, All x3 are x5, All x4 are x6, All
x5 are x7, All x6 are x8, All x8 are x9, All x9 are x10, All x10 are x11, All x11 are x12, All
x13 are x14, All x13 are x15, All x14 are x16, All x15 are x17, All x16 are x18, All x17 are
x19, All x18 are x20, ALl x19 are x21, All x21 are x22, All x22 are x23, All x23 are x24, All
x24 are x25, All x24 are x26, All x26 are x27, No x20 are x12, Some x15 are x1, Some x11 are not
x4, Some x5 are not x1, Some x20 are not x16

hypothesis: No x1 are x13

premises: All x1 are x2, All x2 are x4, All x4 are x6, All x6 are x8, All x8 are x9, All x9 are
x10, All x10 are x11, All x11 are x12, All x13 are x14, All x14 are x16, All x16 are x18, All
x18 are x20, No x20 are x12,

Figure 23: Type 6 syllogistic inference on graphs. Visualization of a type 6 syllogistic inference using a graph
representation of an example /B, alongside the corresponding textual translation. In the graph (top), nodes represent
predicates. Black edges indicate A-formulas (“All As are Bs”), blue edges indicate I-formulas (“Some As are Bs”),
red edges indicate E-formulas (“No As are Bs”), and yellow edges indicate O-formulas (“Some As are not Bs”).
The query hypothesis is represented by a dashed green edge, and the edges that prove the hypothesis are highlighted
in green. The text translation illustrates how the abstract graph representation is converted into a text format suitable
for LM processing by applying fixed templates that represent logical formulas.
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KB with Query Hypothesis and Type 7 Inference:

I-formula

Textual Translation:

knowledge base: All x1 are x2, All x2 are x3, All x2 are x4, All x3 are x5, All x4 are x6, All
x5 are x7, All x6 are x8, All x8 are x9, All x9 are x10, All x10 are x11, All x11 are x12, All
x13 are x14, All x13 are x15, All x14 are x16, All x15 are x17, All x16 are x18, All x17 are
x19, All x18 are x20, All x19 are x21, All x21 are x22, All x22 are x23, All x23 are x24, All
x24 are x25, All x24 are x26, All x26 are x27, No x20@ are x12, Some x15 are x1, Some x11 are not
x4, Some x5 are not x1, Some x20 are not x16

hypothesis: Some x25 are x12

premises: All x1 are x2, All x2 are x4, All x4 are x6, All x6 are x8, All x8 are x9, All x9 are
x10, All x10 are x11, All x11 are x12, All x15 are x17, All x17 are x19, All x19 are x21, All
x21 are x22, All x22 are x23, All x23 are x24, All x24 are x25, Some x15 are xI1

Figure 24: Type 7 syllogistic inference on graphs. Visualization of a type 7 syllogistic inference using a graph
representation of an example KB, alongside the corresponding textual translation. In the graph (top), nodes represent
predicates. Black edges indicate A-formulas (“All As are Bs”), blue edges indicate I-formulas (“Some As are Bs”),
red edges indicate E-formulas (“No As are Bs”), and yellow edges indicate O-formulas (“Some As are not Bs”).
The query hypothesis is represented by a dashed green edge, and the edges that prove the hypothesis are highlighted
in green. The text translation illustrates how the abstract graph representation is converted into a text format suitable
for LM processing by applying fixed templates that represent logical formulas.
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