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Abstract

Large Language Models (LLMs) demonstrate
state-of-the-art results across multiple tasks,
but machine translation remains a challenging
task. Our work explores the translation capabil-
ity of Llama-2-7b-chat and Llama-2-13b-chat
under an idealized setup, where all the informa-
tion needed to generate the correct translation
is given to the model. We create an artificial
language to help us achieve this goal while also
helping us investigate factors affecting these
models’ performance. Our findings show that
Llama-2-13b-chat exhibits strong translation
abilities, surpassing 92% of supervised NMT
English to XX translations BLEU wise and
85% chrF++ wise. This work underscores the
potential of LLMs as translators and gives in-
sight into the necessary resources needed to
achieve their full potential.

1 Introduction

Machine Translation (MT) holds a crucial role in
bridging socioeconomic gaps (Azzizah, 2015), lan-
guage documentation, and also language preserva-
tion (Abney and Bird, 2010; Bird and Chiang, 2012;
Costa-jussa et al., 2022). However, the perfor-
mance of NMT systems for low-resource languages
is still lacking compared to their higher-resource
counterpart. Large Language Models (LLMs) and
their utilization continue to garner attention in Natu-
ral Language Processing (NLP) (Brown et al., 2020;
OpenAl, 2023; Touvron et al., 2023a,b) and also
Computer Vision (Huang et al., 2023) due to their
remarkable performance on various tasks (Bom-
masani et al., 2022). In machine translation specif-
ically, previous works show that LLMs such as
GPT-4 (OpenAl, 2023) exhibit a promising capa-
bility for high-resource machine translation. While
their performance on low-resource machine trans-
lation is left wanting (Robinson et al., 2023; Hendy
et al., 2023; Stap and Araabi, 2023; Kadaoui et al.,
2023), a question arises: Are they the future of
MT?.

Our work attempts to answer the question by
tasking both Llama-2-7b-chat and Llama-2-13b-
chat! (Touvron et al., 2023b) to translate from En-
glish to an artificial language we create. Evalu-
ated on FLORES-200? (Costa-jussa et al., 2022)’s,
using SacreBLEU? (Post, 2018), we report that
Llama-2-13b-chat is a capable translator, perform-
ing higher than 92% of (Costa-jussa et al., 2022)’s
NLLB-54b Supervised NMT’s English to XX trans-
lation BLEU wise and 85% chrF++ wise. We also
perform ablation studies which give insights on
what affects Llama-2’s translation performance on
real-life languages.

2 Artificial Language

Reporting the upper-bound performance of Llama-
2 as a translator requires an ideal situation. We de-
fine this ideal situation by ensuring that the prompts
given to the model have enough information to re-
construct the perfect translation. However, this is
impossible to achieve using actual languages due to
their innate complexity (Bommasani et al., 2022).
One word in English may be translated into many
different words in other languages depending on
factors such as context and the target language’s
grammatical rules. Because of this, we require an
artificial language that we know the exact rules of.

Creating an actual artificial language is hard.
Esperanto (of Encyclopaedia Britannica, 2023),
the most popular artificial language, took years
to be developed. Rather than creating it from
scratch, we create our artificial language based
on English. Through a combination of character-
level bigram noising; artificial compounding; word-
order shuffling (Ravfogel et al., 2019); and word-
level translation obtained through Google Trans-
late API; we create 20 artificial language varia-
tions. We group these 20 variations into five: AB,
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C1BA, C2BA, DIBA, and D2BA; with each group
consisting of four variations due to word-order
shuffling which are: SOV (Subject-Object-Verb),
SVO (Subject-Verb-Object), VOS (Verb-Object-
Subject), and VSO (Verb-Subject-Object).

Ve \ e

Original ‘ They all ran back from where the accident had happened.
( Word-order ) (
‘ shuffling ‘ ‘ They all ran back from the accident where had happened.
| (SVOtoSOV) | L
Word-level (
Translation ‘ They all rannte back aus the accident Wo hatte passiert.
{_ (English — German) L
Artificial ( ! )
Compounding They all rannte back ahe accident Wo hatte passiert.
Character-level (
Noising ‘ They abl vennot back ahe acciosli Wo hatte pachiert.

Figure 1: Example case of transforming an English sen-
tence to the artificial language for C/DxBA variations.
AB variation skips the Word-level Translation step.

AB variation is obtained through perform-
ing word-order shuffling followed by artificial
compounding and character-level bigram noising.
Word-order shuffling is conducted following the al-
gorithm of (Ravfogel et al., 2019). To perform
artificial compounding, We choose the top 5%
most often occurring word-level bigrams from eng-
simple_wikipedia_2021 (100K) leipzig corpora
(Goldhahn et al., 2012) and perform word-level
bigram blending, transforming two words into one
(e.g. Motor + Hotel = Motel). To perform character-
level bigram noising, we analyze and take the top
5% most common character-level bigrams found
in nltk’s list of English words corpus (Bird et al.,
2009) and create a random mapping between them.
The results of combining these approaches give
us four variations. An illustration is provided in
Figure 1

C/DxBA variations, referring to four variation
groups other than AB, is obtained through adding
word-level translation step in the middle of AB
variation. We reuse the same mapping we men-
tion in the AB section above. We randomly choose
20% of all words that appear in the corpus and
translate them to 4 different languages: German
(C1BA), Portuguese (C2BA), Afrikaans (D1BA),
and Galician (D2BA). These four languages are
chosen on two factors which are language family
(Eberhard et al., 2023) and language representa-
tion in Llama-2 (Touvron et al., 2023b). German
and Portuguese are represented in Llama-2, while
German and Afrikaans share the same language

family as English. Meanwhile, Portuguese and
Galician share the same language family but are
not related to English. The result of combining
these approaches gives us the last 16 variations. An
illustration of this process is provided in Figure 1.

INPUT W1 W Wa W W5 . Wy,

Header Exurbanta is a lost language to humanity that was found only a few days ago.

Word-order

Variant Exurbanta follows the [VARIANT] word order.

[The following is a list of word translations from English to Exurbanta:
'[W4]" means "[Exurbanta_W+]"

Bilingual I"[W2]" means "[Exurbanta_Wg]"
Prompting »
['lWn]" means "[Exurbanta_Wn]"
[The following is a list of word translations from English to [Lq] to [L2] to Exurbanta:
['[W4]" means “[L1_W4]" means "[L2_WA1]" means "[Exurbanta_W4]"
Multilingual "W2]" means "[L1_W2]" means '[Lz_W2]" means "[Exurbanta_Ws]"
Prompting B
["'[Wn]" means "[L1_Wn]" means "[L3_Wn]" means "[Exurbanta_Wp]"
|The following is a list of sentence franslations from English o Exurbanta:
English: Xq Xz ... [W1] ... Xiq Xj.
Exemplar [Exurbanta: Y4 Y7 . [Exurbanta_W1] .. Yiq Yi.
Prompting

English: Aq Ap . [Wol ... ALt A
Exurbanta: Bq By .. [Exurbanta_Wp] Bj-q Bj.

[Translate the following text from English into Exurbanta:

Task [INPUT]

Figure 2: Prompting template used for Bilingual, Multi-
lingual, and Exemplar prompting. Header is required to
stop the model from refusing to perform the translation
task. [VARIANT] depends on the word-order variation.
A complete prompt consists of Header, Word-order
Variant, One of the prompting methods, and the Task
section.

We utilize in-context learning to task Llama-2
in providing translation from English to all the
variations of our artificial language, which we name
Exurbanta. We conduct the experiments using three
main approaches which are bilingual, multilingual,
and exemplar prompting. The template for each
prompting approach is visible in Figure 2.

3 Related Works

While previous works show the remarkable capabil-
ities of LLMs in multiple tasks (Brown et al., 2020;
OpenAl, 2023; Bommasani et al., 2022), transla-
tion is one where LL.Ms still falls behind on. This
is especially true for low-resource language trans-
lation (Brown et al., 2020; Zhu et al., 2023), where
their performance is far below that of Supervised
NMT (Costa-jussa et al., 2022). Many have shown
that LL.Ms translation can improve through clever
usage of in-context learning (Brown et al., 2020;
Agrawal et al., 2022; Moslem et al., 2023; Lu et al.,
2023), but questions of the potential of LLMs as
translator are not yet explored.



Order Code BLEU_bp BLEU_in BLEU_out BLEU_near BLEU_far BLEU_exemplar
Sov AB 41.39 5.35 5.63 5.00 3.53 23.58
C1BA 42.48 8.61 8.09 6.06 7.97 19.47
C2BA 42.38 8.43 8.05 5.75 8.76 19.10
DIBA 42.82 7.71 7.94 6.22 7.47 20.54
D2BA 41.82 7.80 7.50 5.37 8.35 19.17
SVO AB 46.53 591 6.17 5.68 3.95 25.60
CIBA 47.55 9.78 8.40 6.33 9.04 22.64
C2BA 47.77 9.57 8.59 6.01 943 21.90
D1BA 47.64 8.72 8.52 6.12 8.28 22.01
D2BA 46.75 8.54 8.20 5.29 8.50 21.57
VOS AB 38.36 5.19 5.27 4.71 3.23 23.62
CI1BA 41.74 8.71 7.43 5.56 8.28 18.24
C2BA 41.58 8.22 7.61 5.67 8.26 16.89
DI1BA 41.52 7.57 7.40 5.47 7.42 17.70
D2BA 41.00 7.74 7.09 5.06 7.65 18.13
VSO AB 40.89 5.48 5.32 4.78 3.28 23.73
C1BA 42.35 8.82 7.60 5.53 8.08 18.45
C2BA 42.22 8.33 7.78 5.55 8.36 17.38
DI1BA 42.21 7.41 7.34 5.64 7.28 17.91
D2BA 41.76 7.58 7.39 5.05 7.76 16.87

Table 1: BLEU Scores for English to Exurbanta Translation on Llama-2-13b-chat.

4 Results

We evaluate Llama-2’s translation performance us-
ing six prompting experiments: bp for bilingual, in;
out; near; far for multilingual prompting where
each refers to two languages in or out of Llama-
2’s training data while near and far refers to two
languages in the same language family as English
or not, and exemplar for exemplar prompting. The
BLEU score of each prompting experiment tested
on Llama-2-13b-chat is visible in Table 1. The
chrF++ score alongside Llama-2-7b-chat’s perfor-
mance are attached in appendix A.

SVO languages are the easiest to translate to.
Our experiments revealed that the English to Exur-
banta translation performance of Llama-2 depends
on what word order rules govern Exurbanta. Llama-
2 consistently has the easiest time translating into
the SVO (Subject-Verb-Object) word order variant
while having the hardest time translating into the
VOS (Verb-Object-Subject) word order variant. We
contribute this to Llama-2’s training data consisting
of mostly English tokens.

Bilingual Prompting Performs Best. We ob-
serve that bilingual prompting emerged as the most
effective prompting strategy, followed second by
exemplar prompting which has much lower per-
formance. multilingual prompting emerged as
the worst-performing method, resulting in BLEU
scores below 10. We report on possible causes in
Section 5.

Limited Impact of Language Vocabulary. We
also show that Llama-2-13b-chat performance did
not drop when translating into the C/DxBA vari-
ations. Note that C/DxBA variations have 20%
of its English vocabulary translated into another
language while AB variation is not given this addi-
tional vocabulary complexity. Surprisingly, Llama-
2-13b-chat performs better when translating En-
glish into the artificial language with additional
vocabulary complexity.

Approach  Statistic BLEU chrF++
Ours Avg Bilingual 43.03 57.80
Supervised Mean 27.10 45.31
Min 2.70 9.80
Max 58.40 70.80

Table 2: The average performance of our best-

performing prompting approach on Llama-2-13b-chat
compared to NLLB-54b (Costa-jussa et al., 2022) Su-
pervised NMT performance on English to XX direction.

We conducted a comparison of the average per-
formance achieved by our best-performing prompt-
ing approach across all experiments with (Costa-
jussa et al., 2022)’s NLLB-54b Supervised NMT
models. Our findings show that although Llama-2-
13b-chat did not surpass NLLB-54b’s best perfor-
mance in terms of both BLEU and chrF++ metrics,
it remains a proficient translator in an idealized
setup. On average, Llama-2-13b-chat outperforms
NLLB-54b in 92% of English to XX translation



performance in terms of BLEU and 85% in terms
of chrF++.

5 Ablation On Artificial Language

Translation
Code  Experiment BLEU chrF++
AB No Mask 46.53 61.33
Mask Noun 36.73 53.95
Mask Verb 44.41 59.83
Mask Adj 45.09 60.49
Mask Other 46.64 61.38
DIBA No Mask 47.64 61.17
Mask Noun 36.05 52.21
Mask Verb 45.56 59.38
Mask Adj 46.20 60.21
Mask Other 47.91 61.32

Table 3: Impact of masking 50% of the resources by
word type on Llama-2-13b-chat, tested for SVO word
order. [talic and Bold implies lowest and highest perfor-
mance grouped by Code respectively. No Mask results
are our obtained upper-bound performance.

We examine the impact of masking half of the
nouns, verbs, adjectives, or other word types from
the bilingual prompt given to Llama-2-13b-chat.
We observed that when the prompts only have ac-
cess to half the nouns, its performance drops by
almost 10 BLEU, as reported in Table 3. This huge
decline is not repeated for verbs and adjectives,
with a performance drop of around 2 BLEU. Sur-
prisingly, when information on half of the other
word types are not given, the performance slightly
increases. This highlights the importance of quality
for noun translations when prompting Llama-2 for
translation.

Code  Experiment avg-BLEU avg-chrF++
AB Ideal 41.79 57.83
Random 33.70 52.20
DIBA  Ideal 43.54 58.23
Random 32.12 48.88

Table 4: Impact of shuffling the word-level translation
given in the prompts, averaged across all word orders.
All experiments ran on Llama-2-13b-chat.

We examine the impact of shuffling the word-
level translation in bilingual prompting. Our results
show a sharp decrease in Llama-2-13b-chat transla-
tion performance, visible in Table 4. This indicates
that random shuffling might introduce complexity
to the prompt, which confuses the model, hinder-
ing Llama-2-13b-chat’s translation capability. This

problem may be mitigated by using a more robust
model.

Code  Experiment avg-BLEU  avg-chrF++
AB Exemplar 7b-chat 7.94 32.27
Exemplar 13b-chat 24.13 45.73
5-shot Random 7.03 33.14
Hybrid 24.84 47.32
Kitchen-sink 23.41 49.32
DIBA  Exemplar 7b-chat 7.23 29.98
Exemplar 13b-chat 19.54 40.43
5-shot Random 5.11 37.45
Hybrid 24.19 43.71
Kitchen-sink 12.03 37.45

Table 5: Ablation study on the performance of Exemplar
prompting for English to Exurbanta, averaged on all
word orders.

Additional studies done on exemplar prompting
indicate that Llama-2-13b-chat has a much higher
reasoning capability compared to its 7b counterpart.
Shown in Table 5, Llama-2-13b-chat shows the
capability of extracting information on an artificial
language it has never seen, only through examples.
Meanwhile, its 7b counterpart fails with this, even
though both models are given identical prompts.

We also observed that Llama-2, despite it be-
ing training with 4K context windows, faces chal-
lenges with long prompts. In our kitchen-sink
experiment, combining bilingual prompting with
exemplar prompting led to inferior performance
compared to using only one of these methods indi-
vidually. However, when using a hybrid approach,
utilizing both bilingual and exemplar prompting by
dividing the required information equally between
them, we observed a slight performance improve-
ment compared to using only exemplar prompting.

6 Conclusion

In this study, we have examined the upper-bound
performance of Llama-2-7b-chat and Llama-2-13b-
chat within an idealized setup, shedding light on the
potential LLMs have as translators. Our findings
demonstrate that in an idealized setup, both models
performs well, with Llama-2-13b-chat surpassing
92% of Supervised NMT English to XX transla-
tions BLEU wise and 85% chrF++ wise. While
these results are promising, we acknowledge that
they have yet to outperform the best-performing
Supervised NMT systems. Our investigation has
also revealed the models’ inability to handle long
prompts. Our ablation experiments suggest that the
problem persists even for Llama-2-13b-chat.



Limitations

While our study provides valuable insights into the
upper-bound performance of Llama-2 models in
an idealized setup, several limitations should be
considered when interpreting the results:

Lack of Human Evaluation. We did not con-
duct human evaluation on the prompts used in our
artificial language experiments. Although we be-
lieve that we provide ideal prompts to the model,
human evaluation would have added an important
dimension to our study. It would have allowed us
to gauge how proficient human are when provided
with the same prompts, providing a benchmark for
the model’s performance.

Limited Generalizability. Our experiments
were conducted by creating an artificial language,
Exurbanta, which simplifies the complexity of real
languages. Real languages exhibit nuances and
variations that were not fully captured by our ar-
tificial language approach. One word in English
can have multiple translations in different contexts
and languages, meanwhile our artificial language
do not have this nuance.

Model Choice. We focused our experiments on
Llama-2-7b-chat and Llama-2-13b-chat, and our
findings are specific to these models. We did not
explore the potential differences in performance
when using larger and more robust models like
Llama-2-70b-chat. It is possible that some issues,
such as handling long prompts, are less relevant
for larger models. Future research is needed to
investigate the translation performance of these
larger models in an idealized setup.
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A Artificial Language Translation

Order Code BLEU_bp BLEU_in BLEU_ out BLEU_near BLEU_far BLEU_exemplar

SOV AB 34.43 6.52 5.75 7.52 5.92 7.80
CIBA 26.26 6.96 5.57 5.28 7.03 7.68
C2BA 24.92 6.07 5.23 5.66 6.52 7.62
D1BA 26.74 6.39 6.07 532 7.09 7.56
D2BA 25.61 5.94 5.38 5.34 6.26 7.15
SVO AB 38.06 6.96 5.63 7.90 6.17 8.23
CI1BA 29.34 7.25 5.56 5.49 7.39 7.45
C2BA 27.63 6.53 5.49 5.99 6.70 7.87
D1BA 29.31 6.62 6.42 5.75 7.56 7.58
D2BA 28.17 6.22 5.60 5.75 6.71 7.68
VOS AB 32.80 5.53 5.22 6.50 5.08 7.85
CI1BA 25.34 6.56 545 5.08 6.96 6.89
C2BA 24.25 591 5.08 5.61 6.40 6.83
D1BA 25.75 5.98 5.92 5.04 7.02 6.63
D2BA 23.92 5.49 543 5.27 6.22 6.50
VSO AB 33.42 5.79 541 6.87 4.98 7.89
CIBA 26.03 6.39 5.43 5.16 6.94 7.47
C2BA 24.45 5.75 5.11 5.55 6.28 7.21
D1BA 26.58 5.78 5.81 5.20 6.90 7.15
D2BA 24.78 5.45 5.31 5.38 6.23 6.91

Table 6: BLEU Scores for English to Exurbanta Translation on Llama-2-7b-chat. Bilingual prompting achieves
the highest performance, denoted as bp. Multilingual prompting with L1 (German) and L2 (Portuguese) yields
in. Multilingual prompting with L1 (Afrikaans) and L2 (Galician) yields out. Multilingual prompting with L1
(German) and L2 (Afrikaans) yields near. Multilingual prompting with L1 (Portuguese) and L2 (Galician) yields
ar. Exemplar prompting results are represented as exemplar.



Order Code chrF++_bp chrF++_in  chrF++_out chrF++ _near chrF++_far chrF++_exemplar

SOV AB 51.02 26.26 23.42 25.96 23.99 31.97
CI1BA 44.47 25.03 21.62 21.68 23.92 30.51
C2BA 43.89 23.47 21.20 23.76 22.80 30.51
D1BA 44.57 23.25 23.44 21.92 24.34 30.27
D2BA 44.41 22.97 21.39 23.11 22.62 29.74
SVO AB 54.08 26.56 23.19 26.13 24.03 32.68
CIBA 46.64 25.33 21.73 21.74 24.16 30.50
C2BA 46.15 23.93 21.58 2391 23.02 30.88
D1BA 46.93 23.60 23.60 22.11 24.84 30.45
D2BA 46.08 23.03 21.44 23.34 23.06 30.60
VOS AB 49.54 25.78 23.32 25.57 23.58 32.28
CI1BA 43.09 24.27 21.37 21.60 23.53 29.48
C2BA 42.95 23.05 20.99 23.70 22.53 29.40
D1BA 43.59 22.68 23.26 21.49 24.12 29.36
D2BA 42.65 2222 21.44 22.92 22.23 29.35
VSO AB 49.79 25.83 23.48 25.35 23.03 32.15
CI1BA 43.79 24.10 21.35 21.57 23.62 30.47
C2BA 43.23 22.87 20.97 23.48 22.38 30.05
D1BA 44.29 22.40 23.11 21.63 24.04 29.86
D2BA 43.15 22.08 21.14 22.89 22.37 29.72

Table 7: chrF++ Scores for English to Exurbanta Translation on Llama-2-7b-chat. Bilingual prompting resulted in
the best translation.

Order Code chrF++_bp chrF++_in  chrF++_out chrF++ near chrF++_far chrF++_exemplar

SOV AB 57.12 27.83 25.56 26.31 23.12 45.21
CIBA 57.06 30.88 27.30 25.32 28.33 40.23
C2BA 57.12 30.08 26.99 25.63 28.56 39.45
DIBA 57.79 29.58 27.87 25.35 28.39 40.54
D2BA 56.69 29.84 26.84 25.20 28.91 39.65
SVO AB 61.33 28.74 26.18 27.16 23.68 47.11
CI1BA 60.77 31.92 27.40 25.41 29.41 42.70
C2BA 60.80 31.28 27.19 25.88 29.30 41.80
D1BA 61.17 30.79 28.44 25.17 29.26 42.43
D2BA 60.06 30.47 27.09 25.00 28.96 41.86
VOS AB 5591 27.73 25.24 26.08 22.78 45.22
CI1BA 56.35 30.86 26.72 24.80 28.68 39.43
C2BA 56.23 29.82 26.50 25.68 28.35 38.66
D1BA 56.64 29.94 27.60 24.78 28.56 39.33
D2BA 56.33 29.85 26.46 24.95 28.30 39.31
VSO AB 56.99 28.35 25.37 26.10 22.67 45.41
CIBA 56.83 31.05 26.76 24.63 28.60 39.70
C2BA 57.02 29.88 26.40 25.56 28.33 39.03
D1BA 57.32 29.53 27.45 24.81 28.50 39.45
D2BA 56.60 29.58 26.44 24.70 28.34 38.31

Table 8: chrF++ Scores for English to Exurbanta Translation on Llama-2-13b-chat. Bilingual prompting resulted
in the best translation.



