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Abstract

In applications such as dialogue systems, per-
sonal assistants, large language models (LLMs)
need to retain and utilize historical information
over the long term to provide more accurate
and consistent responses. Although long-term
memory capability is crucial, recent studies
have not thoroughly investigated the memory
performance of large language models in long-
term tasks. To address this gap, we present
the Long-term Chronological Conversations
(LOCCO) dataset and quantitatively evaluate
the long-term memory capabilities of large lan-
guage models. Experimental results show that
large language models can retain past dialogue
information to a certain extent, but over time,
their memory decays. The models also ex-
hibit memory preferences across different cate-
gories of information. Increasing the number
of trainable parameters can greatly enhance the
model’s memory capability for current data, but
it also exacerbates long-term forgetting. While
rehearsal strategies can enhance memory per-
sistence, excessive rehearsal is not an effective
memory strategy for large models, unlike in
smaller models. Our study not only provides
a new framework and dataset for evaluating
the long-term memory capabilities of large lan-
guage models but also offers important refer-
ences for future enhancements of their memory
persistence.

1 Introduction

In recent years, large language models (LLMs)
have been widely applied across various fields, driv-
ing technological advancements. In many practical
applications, such as personal assistants (Lu et al.,
2023), personalized recommendations (Wang et al.,
2023c), and dialogue systems (Zhong et al., 2024),
models need to retain and utilize past information
over the long term to provide more accurate re-
sponses. Although long-context strategies (Bertsch
et al., 2024) and retrieval-augmented generation
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Figure 1: An Example in LOCCO. We use supervised
fine-tuning to impart memory to the LLMs and study
how this memory evolves over time. Memory; repre-
sents the LLMs’ memory performance score for conver-
sations from the first time period. As time progresses,
the LLMs’ ability to retain information from this initial
period gradually decays.

techniques (Shuster et al., 2021) have improved
LLMs’ memory in handling long-term tasks, these
text-based memory methods face significant limita-
tions in terms of token count, computational cost,
and inference time (Zhang et al., 2024).

In contrast, parameter-based memory embeds
information within the model’s parameters, inher-
ently reflecting the concept of memory in the model
itself. While prior work has demonstrated the mem-
ory performance of LLMs in related domains (Shao
et al., 2023), their memory performance in long-
term tasks remains under explored. Considering
that human-machine dialogue is a crucial applica-



tion of LLMs, memory plays a key role. Evaluating
LLMs’ performance in long-term dialogue tasks
can indirectly reflect their long-term memory capa-
bilities (Zhang et al., 2024).

To this end, we propose a pipeline for con-
structing long-term dialogue data: Long Conver-
sation Generation (LoCoGen), an automated di-
alogue generation pipeline based on LLMs. We
use LoCoGen to build a dialogue dataset fo-
cused on evaluating LLMs’ long-term memory
capabilities—Long-term Chronological Conversa-
tions (LOCCO). LOCCO contains 100 users’ long-
term conversations with a chatbot, totaling 3080
interactions, simulating the application scenario of
LLMs as chatbots.

Previous research often evaluated memory by
how well models fit training data, using the same
task formats for training and evaluation (Tirumala
et al., 2022; Wang et al., 2019; Han et al., 2020).
For LLMs, however, memory should reflect an or-
ganic integration of training data, not just rote mem-
orization. Following (Maharana et al., 2024; Du
et al., 2024), we examine LLMs’ memory through
dialogue-based Q&A tasks. In our setup, the model
doesn’t learn to use conversational information for
Q&A tasks. Thus, if it accurately answers ques-
tions using conversational information, it indicates
that the model has genuinely retained the conversa-
tional information. This demonstrates an organic
and interactive memory process. Additionally, met-
rics like ROUGE (Lin, 2004) and BLEU (Papineni
et al., 2002) have limited accuracy in open-domain
conversations, so we trained a consistency model to
replace existing automated metrics for evaluating
response accuracy.

Experiments show that LLMs can retain and uti-
lize information such as names, locations, and spe-
cific events from historical conversations to answer
questions in long-term tasks, but they gradually
forget over time. By increasing the number of
trainable parameters, the model’s memory capa-
bility for current data is significantly enhanced,
but the forgetting phenomenon also becomes more
pronounced. To improve memory persistence, we
employed a rehearsal strategy from continual learn-
ing. The results show that, unlike in smaller mod-
els, excessive rehearsal is not an effective memory
strategy. Our contributions are as follows:

i) We provide an automated pipeline, LoCoGen,
for constructing long-term dialogue data and cre-
ate the LOCCO dataset to measure the long-term
memory capabilities of LLMs.

ii) We quantitatively evaluate the long-term
memory capabilities of LLMs. We find that the
model’s memory of historical conversations gradu-
ally weakens over time, and its ability to memory
new conversations also declines. Additionally, the
model exhibits clear memory preferences, showing
stronger retention for certain types of information
(e.g., locations) compared to others.

iii) We find that increasing the number of train-
able parameters can significantly enhance the
model’s memory capability for current data, but
it also exacerbates subsequent forgetting. Further-
more, while rehearsal strategies can effectively im-
prove memory persistence, excessive rehearsal is
not optimal, and spaced learning performs better in
long-term memory retention.

2 Related Works
2.1 Memory in LLMs

Previous studies have proposed several promising
memory mechanisms, categorizing memory into
text-based and parameter-based forms. Memory in
textual form (Li et al., 2023; Huang et al., 2023;
Zhong et al., 2024) offers good interpretability and
implementation convenience for long-term mem-
ory in LLMs. However, it also faces challenges
such as high computational cost, inference time
delays, information loss, and inference robustness
issues. Approaches that alter model parameters
through fine-tuning (Shao et al., 2023; Wang et al.,
2023b) are not constrained by the context length
limitations of LLMs. They offer higher inference
efficiency and lower inference costs. However, fine-
tuning LLMs can lead to forgetting original knowl-
edge due to parameter updates (Jang et al., 2021;
Ke et al., 2021). This can impact the performance
of LLMs on tasks requiring long-term continuous
memory. Previous work has not quantitatively as-
sessed the performance of fine-tuned memory in
long-term tasks, highlighting the need for quanti-
tative evaluation of models’ memory in long-term
memory tasks.

2.2 Long-term Dialogue

Recent approaches (Xu et al., 2022b; Chen et al.,
2024) store memory in text form without changing
model parameters, preventing models from truly
remembering dialogue history. We adjust model pa-
rameters through supervised fine-tuning, enabling
models to internalize key information from long-
term dialogues as an inherent part. To evaluate



the performance of dialogue agents in long-term
dialogues, some datasets have been proposed(Jang
et al., 2023; Zhang et al., 2023). These datasets
only cover a few to dozens of dialogue turns, lack-
ing sufficient historical dialogue content and time
span to adequately assess the long-term memory
capabilities of LLMs. Maharana et al. (2024) use
the F1 score as an evaluation metric for dialogue
question-answering, which is insufficient to accu-
rately assess the performance of LL.Ms across dif-
ferent formats. LoCoGen achieves more diverse,
realistic, and long-term character development by
iteratively refining character descriptions across
multiple time points, whereas LOCOMO relies on
a single character description, limiting the depth
and temporal granularity of event generation.

3 Task Setup

3.1 Long-term Dialogue Memory

We denote long-term dialogue data as D =
{D1,Ds,...,D,}, where D; represents the dia-
logue data within the 7} time period. Each D;
consists of multiple individual dialogues, specifi-
cally, D; = {Djh Djs, ..., Djm}’ where m is the
number of dialogues within the 7’; time period. We
ensure that the number of dialogues in each time
period is approximately equal. (); represents the
questions posed by the user regarding the dialogues
in Dj, Qj = {le, QjQ, veny ij} (Where k < m)
Each question (), uniquely corresponds to a dia-
logue D). If the trained model M can accurately
utilize the information in D, to answer the user’s
question () j;, then the model M is considered to
have memory of Dj;.

3.2 Research Questions

We have formulated the following seven research
questions to explore the long-term memory capa-
bilities of LLMs: 1) How do large language models
perform in terms of long-term memory? ii) Does
the memory performance of large language mod-
els vary with the introduction of new data? iii)
Do large language models exhibit memory prefer-
ences similar to those observed in humans? iv) Do
large language models experience cognitive load
in a manner analogous to humans? v) How do
the number of trainable parameters influence the
long-term memory performance of large language
models? vi) Do large language models exhibit a
forgetting baseline? vii) Do large language mod-
els achieve permanent memory through rehearsal

strategies comparable to those utilized by humans?

3.3 Data Construction

Long-term Chronological Conversations. Con-
structing long-term conversations faces two main
challenges: i) The length of text generated by
LLMs is limited (e.g., GPT-40’s maximum length
is 4096 tokens (Hurst et al., 2024)); ii) It is essen-
tial to ensure that the background and development
trajectory of characters remain coherent throughout
the dialogue, avoiding inconsistent or conflicting
plots. We propose a pipeline named LoCoGen
(Long Conversation Generation) that can automat-
ically generate long and consistent conversations
based on brief character descriptions. Figure 2
shows an overview of LoCoGen.

We first selected character descriptions from the
MBTI-S2Conv dataset (Tu et al., 2023) as the foun-
dation. This dataset contains 1024 virtual charac-
ters, each with a structured data description, includ-
ing name, gender, age, personality, and background.
To ensure that the conversations reflect the charac-
ters’ changes, we set specific timestamps for each
character description. To extend the character de-
scriptions and simulate real-life user changes, we
first used prompts to expand the initial character
descriptions to cover three different time points.
These time-point descriptions reflect the characters’
growth and changes while maintaining consistency
with their backgrounds. In this way, we initially
established a timeline for each character, ensuring
the rationality and consistency of character depic-
tions across different time periods. To obtain more
detailed character descriptions and showcase the
characters’ long-term changes in detail, we inserted
new time-point descriptions between the existing
time points and iterated this process. The prompts
included the character descriptions from the pre-
ceding and following time points. Inspired by the
plot progression techniques used by novelists in
constructing long narratives, we iteratively inserted
new descriptions to build more detailed long-term
descriptions, ensuring the characters’ development
remained coherent and consistent.

After completing the long-term description of
characters, we further inserted multiple events be-
tween each description to simulate the experiences
of characters during that period. To ensure event
consistency, we were inspired by Yang et al. (2022)
and employed recursive reprompting. After gener-
ating each new event, we summarize past events
to retain key information. Additionally, we main-
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Figure 2: Overview of LoCoGen. We construct a temporal event graph using an iterative refinement approach. A
dynamically updated structured list ensures long-term coherence. The granularity of events (by adjusting the number
of events between time points) and the overall time span (by setting start and end points for character descriptions)

can be flexibly controlled.

Dataset Avg. turns per  Avg. sessions Avg. tokens Time Interval Collection

conv. per conv. per conv.
MPCChat (Ahn et al., 2023) 2.8 1 533 - Reddit
MMDialog (Feng et al., 2022) 4.6 1 72.5 - Social media
Daily Dialog (Li et al., 2017) 7.9 1 114.7 - Crowdsourcing
SODA (Kim et al., 2023) 7.6 1 122.4 - LLM-generated
MSC(Xu et al., 2022a) (train: 1-4 sessions) 53.3 4 1,2259 few days Crowdsourcing
Conversation Chronicles (Jang et al., 2023) 58.5 5 1,054.7 few hours - years LLM-generated
LoCoMo (Maharana et al., 2024) 304.9 19.3 9,209.2 few months LLM-gen.+ crowdsourc.
LOCCO (ours) 258.7 30.8 3,856.20 few days LLM-generated

Table 1: Statistics show that LOCCO’s average session length for long-term conversations significantly exceeds
existing datasets. Built by LoCoGen, LOCCO’s dialogue length can be further extended by adjusting the overall

time span, enabling even longer-term dialogues.

tain an automatically updated structured list that
records information about key characters, locations,
items, and other elements mentioned in the events.
When generating new events, the following four
components are referenced: i) Character descrip-
tions at two time points: Ensures events align with
character development; ii) Event summary: Sum-
marizes the new event and some previous events
to ensure important contextual information is re-
tained; iii) Automatically updated structured list:
This list records important elements mentioned in
events (e.g., characters, locations, items) in real-
time and is used to maintain consistency when gen-
erating new events; iv) Most recently generated
event: Incorporates the content of the latest event

into prompts to help generate subsequent events, en-
suring smooth continuity with prior content. Based
on long-term events, we use LLMs to generate con-
versations. The generated long-term conversations
closely align with the characters’ backgrounds and
development trajectories. The conversations simu-
late interactions between characters acting as users
and the large language model. Detailed prompts
used in LoCoGen can be found in Appendix A.1.
We randomly selected 100 characters from the
MBTI-S2Conv (Tu et al., 2023) dataset to initial-
ize character descriptions. By running the afore-
mentioned generation process, we constructed a
long-term consistent dialogue dataset, Long-term
Chronological Conversations (LOCCO), contain-



ing 3080 dialogue entries. The generated LLM data
sometimes exhibit quality inconsistencies, poten-
tially containing incorrect information or deviating
from the specified format. To ensure high quality
and consistency of the dataset, we implemented an
automated process to filter out these issues (see de-
tailed process in Appendix A.2). Table 1 presents
the statistics of the LOCCO dataset.

We refer to (Bae et al., 2022) and employ a man-
ual approach to evaluate the dialogue data. Specif-
ically, we randomly selected 200 historical con-
versations and required crowdworkers to rate their
level of agreement with each evaluation criterion
on a scale from O to 5. The overall results are
presented in Table 2. Detailed descriptions of the
evaluation criteria can be found in Appendix A.3.

Metrics Avg  Std
Consistency 440 0.52
Coherence 445 0.78
Participation  4.58  0.86
Overall 4.47 -

Table 2: Results of Manual Evaluation of Dialogue
Data.

Gao et al. (2023) has utilized LLMs as evaluators
to assess data quality, demonstrating high consis-
tency with human evaluation results. Therefore, we
also use LLMs to evaluate the dialogue data, scor-
ing conversations in terms of participation, coher-
ence, and rationality. Detailed scoring instructions
and results are provided in Appendix A.4.

Dialogue Question Answering. Considering
that dialogue Q&A can effectively assess a model’s
memory (Maharana et al., 2024), we generated a
set of dialogue Q&A pairs for each conversation,
with answers intended to align with key informa-
tion mentioned in the historical dialogue. The core
idea of the evaluation is that if the model can ac-
curately use key information from the historical
dialogue to answer questions, it is considered to
have remembered that dialogue. To ensure data
quality and evaluation effectiveness, we manually
filtered the Q& A pairs, ultimately retaining 2,981
dialogue Q&A pairs. For detailed construction pro-
cesses and filtering rules, refer to Appendix B.

4 Experiments

4.1 Experimental Setup

We conducted experiments on 8 x NVIDIA
GeForce RTX 3090 (each with 24GB) and used
LLama-Factory (Zheng et al., 2024) for model

training and inference, employing LoRA (Hu et al.,
2021) for training. The training used a batch size of
1 (we found that smaller batch sizes lead to clearer
memory of key information in conversations), with
rank and alpha set to 128 and 256, respectively.
The learning rate was set to 1.0e-4, and training
lasted for 3 epochs (we found this sufficient for the
model to remember some conversations, even if
not achieving peak performance, ensuring fairness
across different models). Detailed data formatting
can be found in Appendix C.

4.2 Dataset, Models, and Metric

We use LOCCO and its corresponding Q&A
data to evaluate the model’s memory. The
training data setup varies by research question.
For details on data partitioning and the Q&A
prompt templates, see Appendix D. We selected
ChatGLM3-6B (GLM et al., 2024), internlm?2_5-
7b-chat (Cai et al., 2024), Meta-Llama-3-8B-
Instruct (Al@Meta, 2024), openchat-3.5-0106
(Wang et al., 2023a), and Qwenl.5-Chat (0.5B-
14B) (Bai et al., 2023) ! as subjects of study. These
models have been fine-tuned with instructions and
perform well on dialogue tasks. Evaluating the re-
sponse quality of generative models presents many
challenges, especially when possible correct re-
sponses are diverse.

Evaluating generative model responses is chal-
lenging due to diverse correct answers. Automatic
metrics like BLEU (Papineni et al., 2002) lack cor-
relation with human judgments, and manual evalua-
tion is costly and difficult to scale. Thus, we trained
a consistency model to assess response alignment
with historical conversations. When training the
consistency model, we randomly selected 500 con-
sistent responses from the QA data as positive sam-
ples and used GPT-40 to generate 500 inconsistent
responses as negative samples. The dataset was
split into training and validation sets in an 8:2 ra-
tio. Our consistency model achieved an accuracy
of 98% on the validation set. For more detailed
training procedures and prompt templates, please
refer to Appendix E.

We employed manual verification to validate the
evaluation results of the consistency model, with

!Considering that the size of language model parameters
might affect memory, we chose models with varying parameter
sizes from the Qwen1.5-Chat series for training and testing.
The Qwenl.5-Chat series offers a richer variety of models with
different parameter sizes, providing a significant advantage
over other series.



Category Accuracy
Consistent 94%
Inconsistent 97%

Table 3: Evaluation Accuracy of the Consistency Model.
We manually verified examples classified as consistent
and inconsistent by the Consistency Model.

the final results presented in Table 3. Detailed
evaluation procedures are described in Appendix F.
We use response accuracy to evaluate model
memory: Assume model M’s response to ques-
tion @, (where @, is a question in the set ();) is
Rj.. We use Aj, to denote response accuracy:

Aje = 9(Djz; Qje, Rjz) (D)
where g represents the evaluation function. In
this study, we use a consistency model as the eval-
uation function. If R;, is consistent with the in-
formation in Dj;, then A;, = 1 (meaning the
model "remembers" this information). Otherwise,
Aj, = 0, indicating the model "forgot" this infor-
mation. The response accuracy M for Q); is:

k

1
Mj =~ > A 2)

z=1

where k represents the number of questions. We
use M; to measure model M’s memory of D;. A
higher M; indicates that the model can better uti-
lize the information in D; to answer user questions;
in other words, the higher the M}, the stronger the
model’s memory of D;.

4.3 Main Results

Long-Term Memory Performance. We trained
the model sequentially in chronological order of
the conversations, covering six time periods. After
each phase, we tested the model’s memory of D;
(the initial dialogue) using )1. As shown in Fig-
ure 3 2, all models initially achieved peak memory
retention, but their ability to recall )1 declined as
training progressed. This suggests that new data
introduction leads to forgetting earlier dialogue in-
formation. Among models in the same series, those
with larger parameters (e.g., Qwenl.5-14B-Chat)
exhibited stronger memory retention, better pre-
serving early information. We also found that even

>We shuffled the training data for each time period and
conducted five experiments to verify training reliability. For
clarity, we report standard deviations only for select models
based on their parameter sizes. Further training on pre-trained

models does not significantly compromise experimental relia-
bility.
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Figure 4: LLMs’ memory for new conversations.

models with similar parameter sizes (6B-8B) can
exhibit significant differences in memory retention.
For instance, openchat-3.5-0106 had strong mem-
ory retention at 77 (M7=0.455) but forgot 85.27%
of the information by 75. In contrast, ChatGLM3-
6B retained 48.25% of its memory after six periods.
These differences may relate to model architecture,
training data, and methods.

Decline in Ability to Memory New Data. Con-
sidering that LLMs need to remember conversa-
tions across all time periods in long-term memory
tasks, we examined their ability to recall subse-
quent dialogue information. After training each
period, we tested using corresponding dialogue
Q&A. Figure 4 shows that models’ memory of new
conversations gradually declines. Openchat-3.5-
0106 exhibited the largest drop, with M of 0.455
at Ty falling to Mg of 0.05 at Ty, below Qwen1.5-
0.5B-Chat’s 0.07. ChatGLM3-6B declined more
slowly, from M;=0.31 at T} to Mg=0.27 at Ty, a
decrease of only 12.9%. While larger parameter
sizes improve memory capacity, they do not mit-
igate the decline. Maintaining stable memory of
new dialogue information is crucial for long-term
tasks and remains a future challenge.

Memory Preferences. Inspired by Robertson
(2012), human memory for different types of infor-
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Figure 6: Impact of different dialogue densities on
the long-term memory of LLMs. The model used is
Qwenl1.5-7B-Chat.

mation varies. We used LLMs to classify informa-
tion in dialogue Q&A, with details in Appendix G.
Figure 5 shows that models display different mem-
ory decay rates for information categories like
names, locations, and events. Llama-3-8B-Instruct
achieved M;=0.484 for location information at 77,
110.4% higher than for names, but location mem-
ory declined faster. Different models also show
distinct memory preferences: Llama-3-8B-Instruct
excels at location memory, while internlm?2_5-7b-
chat performs better at event memory.

Impact of Dialogue Density on Memory.
When LLMs must retain a large volume of dialogue
data within the same time period, their memory per-
formance may decline significantly. To test this, we
selected user data of varying quantities to study the
effect of dialogue density on memory. As shown
in Figure 6, the model faces greater difficulty in
retaining a large volume of dialogue information at
once, leading to lower memory persistence. When
the model processes conversations with 20 users si-
multaneously, the M;=0.420 at 77, which is 48.4%
higher than that for 100 users (1/;=0.283). At 7§,
the M for 20-users (0.15) is 354.5% higher than
100-users (0.033).

Impact of Trainable Parameters on Memory.
Scaling laws (Kaplan et al., 2020) suggest that in-
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Figure 7: Impact of trainable parameters on memory.

creasing the number of model parameters can en-
hance overall performance. We are curious whether
more trainable parameters can also improve the
long-term memory capabilities of models during
continued training. To investigate this, we con-
ducted experiments by adjusting the adaptor rank
values and evaluated the model’s memory perfor-
mance at different time points. The experimental
results are shown in Figure 7.

As the adaptor rank value increases, the model’s
M; at Ty gradually improves 3. For instance, when
rank=32, M;=0.158, while at rank=64, M1=0.214,
representing a 35.4% increase. However, higher
rank values exhibit more significant forgetting. For
example, when rank=768, the model’s M; at T}
is 0.301, but it drops to 0.054 at 7§, a decrease of
82.1%, compared to a 28.9% decrease at rank=64.
This indicates that while higher rank values en-
hance short-term memory, they do not effectively
mitigate long-term forgetting.

Do LLMs exhibit a forgetting baseline? Tiru-
mala et al. (2022) found that models exhibit a for-
getting baseline—a lower bound on the forgetting
curve where the model retains some memory of ini-
tial training data. This baseline grows with model
size, showing that scaling up mitigates forgetting.
Inspired by this, we divided LOCCO into 20 time
periods to observe the memory retention of LLMs
over longer intervals. The experimental results are
shown in Figure 8. We found that for long-term
dialogue memory, LLMs tend to almost completely
forget the initial dialogue content after a sufficiently
long interval, with no forgetting baseline. Increas-
ing model size does not effectively alleviate long-
term forgetting.

Specifically, Tirumala et al. (2022) measures
memory by evaluating the model’s prediction accu-

3Larger rank values correspond to a greater number of
trainable parameters. We maintain LoRA « equal to adaptor
rank. The model used is Qwen1.5-4B-Chat.
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Figure 8: Forgetting of LLMs over longer time spans.

racy for contexts within the training data (such as
missing text segments or words). If the model can
predict the missing words, it is considered to have
memorized the context. However, for LLMs with
reasoning abilities, even if they do not remember
the missing words, they can still infer based on
existing knowledge and language structures. This
allows the model to guess the correct words to some
extent even after forgetting all information, thus es-
tablishing a forgetting baseline. In contrast, we
assess memory by evaluating the model’s retention
of specific information, making it difficult for the
model to “guess” the correct answers based purely
on reasoning, thus providing a more accurate re-
flection of the model’s memory capacity.

Rehearsal Strategies for Permanent Memory.
Continual learning enables models to learn from
an ongoing data stream over time. Inspired by
rehearsal strategies in continual learning (Robins,
1995; Rolnick et al., 2019; De Lange et al., 2021)
as well as by the rehearsal phenomena observed in
humans (Smolen et al., 2016) and in neural network
models (Amiri et al., 2017), we explore whether
simple continual learning strategies remain effec-
tive for LLMs. We designed two rehearsal strate-
gies, both applied within the first 10 time periods,
to observe their impact on memory both during and
after the rehearsal period: i) Massed Rehearsal: Af-
ter training on D1, conduct three additional training
sessions immediately (with no intervals between re-
hearsals). ii) Spaced Rehearsal: Revisit D at fixed
intervals (e.g., after 1, 3, and 5 periods) during the
first 10 time periods. We use M; Retention Score
to measure the impact of rehearsal on memory:
summing M, over a specific time range represents
the total memory capacity within that range.

As shown in Figure 9, rehearsal within the first
10 periods improves memory across all time ranges,
particularly outperforming NR (No Rehearsal) in
T € (10,20]. The SR-3 strategy surpasses MR
in all ranges, despite both using three repetitions,

TE€(0,10]
TE(10,20]

M, Retention Score

& & e & &

Figure 9: The impact of different rehearsal strategies
on memory across various time ranges. MR represents
Massed Rehearsal, SR-N represents rehearsal every N
time periods, and NR represents no Rehearsal. The
model used is Qwen1.5-7B-Chat. We sum M for the
time ranges 7' € (0,10] and T' € (10, 20].

confirming spaced rehearsal’s superiority. Higher
rehearsal frequencies enhance memory retention
within 7" € (0, 10], but they reduce retention in
T € (10,20]. For LLMs, given their scale and
complexity, continual learning differs from smaller
models, excessive rehearsal is not an effective mem-
ory strategy.

5 Conclusion

To study LLMs’ long-term memory, we built LoCo-
Gen, an automated pipeline for generating long-
term dialogue data, and created the LOCCO dataset.
LOCCO contains dialogues between 100 users and
a chatbot, along with QA pairs for memory evalua-
tion. Experiments show that LL.Ms can retain his-
torical interaction information with users to some
extent, but this memory gradually weakens over
time. The memory strength in the initial train-
ing phase (e.g., My at T1) is not fully correlated
with long-term memory persistence, and evaluat-
ing memory capabilities should consider their de-
cay trends over time. Additionally, models exhibit
memory preferences across information categories.
Furthermore, their memory performance is influ-
enced by the volume of data processed within each
time period. Increasing the number of trainable pa-
rameters significantly enhances the model’s mem-
ory for current data but exacerbates long-term for-
getting. While rehearsal strategies can effectively
improve memory persistence, excessive rehearsal
is not an optimal strategy, unlike in smaller models.
Our research not only provides new methods and
datasets for evaluating the long-term memory capa-
bilities of LLMs but also offers important insights
and references for future improvements in memory
persistence and accuracy.



Limitations

Datasets: Although the LOCCO dataset includes
long-term conversations from 100 users, these con-
versations are generated by LLMs and may lack the
diversity and complexity of real user interactions.
Future research could incorporate more real-world
data to validate the generalizability of the results.
Additionally, we used closed-source models for
data generation, meaning we accessed the most
powerful commercial LLMs through paid APIs.

Language: Moreover, our pipeline for generat-
ing long-term conversations based on LLMs was
developed only for English. However, our pipeline
can be adapted for any other language using pro-
ficient LLMs and appropriate translations of our
prompts.

Training Setup: We explored optimal experimen-
tal parameters through preliminary experiments.
Due to limitations in computational resources and
time, we could not conduct comprehensive experi-
ments on all possible parameter settings. However,
we ensured the reasonableness and validity of the
experimental results by maintaining consistency in
experimental parameters.
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A LoCoGen for LOCCO

A.1 Prompts

We used GPT-40 in LoCoGen to construct data,
as it is one of the most powerful models currently
available. For each step in LoCoGen, we initially
conducted small-batch generations and manually
checked the data quality, adjusting prompts to en-
hance the quality of the generated data. Figure 10-
15 provide the prompts used in different steps.
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Please create fictional character situations at three different time points (1 year agh
years ago, 5 years ago) based on the character information provided below.

Use brief sentences to describe each time point's character situation.

Each time point must contain unique information and should reflect the alternating
development of new and old things (e.g., new hobbies, further development of old
interests, formation of new relationships, personality changes, etc.).

The information should be appropriate for the character's age at that time. Please

nn

describe information ("hobby", "personality", "family relationship",

nn

"social_relationship", "study or work status") in a concise paragraph:

\Slaracter information} J

Figure 10: Prompts for extending character descriptions.

Gelow are two character profiles from different points in time. \
Please insert {N} additional profiles at different points in time between the given
profiles, showcasing the progression and alternation of new and old elements (such as
developing new hobbies, furthering existing interests, forming new relationships,
personality changes, etc.). The profiles must fit the character's age at that time,
demonstrating their development and changes to make the transitions more natural and
complete. Only reply with {N} character profiles.

Q’ime 1 information; Time 2 information} /

Figure 11: Prompts for obtaining more detailed character descriptions.
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ﬂthor’s past situation: \

{past_elements}
Author's recent diary:

{

{events content}

}

Please update the [author's past situation] based on the [author's recent diary],
ensuring the content is updated with specific descriptions for each item. For content
that has changed(educational background, emotional status), keep only the most
recent one.

study or work progress, educational background, emotional status].

Please output in JSON format, including [social circle list, family relationship list, /

Figure 12: Prompts for automatically updating the structured data list.

/Please read the following diary contents and summarize all the key information from
the diaries. Remove any invalid or redundant expressions, retaining only the core
content of each diary. The diary contents are as follows:

{

{Events content}

}

Please output a paragraph summarizing what is discussed in all the diaries. Must be
st than 500 words.

~

/

Figure 13: Prompts for summarizing event content.
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Please generate {n} coherent diary entries for the character based on the
following information, with each entry occurring between the specified two time
points. Each diary entry should include a date and content, and refer to the
context provided to ensure coherence and consistency.

{

[Part 1: Background Information]

{Structured Data List}

[Part 2: Descriptions of specified two time points]

timel describe: {timel describe}

time2 describe: {time2 describe}

[Part 3: Summaries of previous diary entries]

{diaries summary}

[Part 4: Recent Diary Conten]

{last stage diaries}

b

When generating new diary entries, please follow these requirements:

{

1. Each diary entry's time point should be evenly distributed between [timel
describe] and [time2 describe].

2. The diary content should reflect the character's changes and development from
time point 1 to time point 2.

3. The diary content must not conflict with the Background Information,
Summaries of previous diary entries, and Recent Diary Content.

4. Each diary entry must describe a specific event, and any mentioned locations,
people, or items must have specific names.

b

Figure 14: Prompts for inserting multiple events.

Gease construct a multi-turn dialogue (3-5 rounds) record between a user and a chatb(h
based on the following the user's diary entry, with the conversation occurring at the
same time as described in the diary:
{the event}
Requirements:
1. The Chatbot's responses should be conversational, logically clear, and varied.
2. The format must refer to: {formatted data}
Q The chat must be coherent, brief and natural. J

Figure 15: Prompts for generating conversations between the user and the chatbot.
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A.2  Quality

To ensure consistent quality in LOCCO, we fil-
tered out the following cases: (1) Dialogue data
with missing or incomplete records were removed.
(2) Dialogues containing excessive noise (such
as spelling errors, grammatical mistakes, non-
linguistic characters, etc.) were filtered out to en-
hance data quality and model training effectiveness.
We used GPT-4o to inspect the conversations, with
specific prompts shown in Figure 16.

A.3 Human Evaluation Criteria

We require crowdworkers to evaluate the dialogue
based on the following three aspects:

¢ Coherence: The chatbot understands the con-
text and provides coherent responses.

* Consistency: The chatbot maintains consis-
tency throughout the conversation.

* Participation: I enjoy interacting with this
chatbot for extended periods.

The definitions of these three metrics are derived
from prior studies (Li et al., 2019; Finch and Choi,
2020; Zhou et al., 2018) to ensure consistent evalu-
ation across different works.

A.4 Model Evaluation Criteria

We evaluated the dialogue data in terms of Par-
ticipation, Coherence, and Rationality. We found
that data constructed by large models were of high
quality. Figure 17 shows the prompts used for eval-
uation, and Table 4 presents the evaluation results.

B Dialogue QA Data
B.1 Generating dialogue QA pairs

Specifically, we instructed the large language
model to first select a key piece of information
from the dialogue and then construct a dialogue
QA pair between the user and the chatbot based on
this information. Key information includes names,
locations, event names, etc., which are considered
crucial points in the dialogue worth remembering
long-term by the model. The prompts used for gen-
erating dialogue QA pairs are shown in Figure 18.

B.2 Filtering Rules

We removed QA pairs that did not meet the criteria
based on the following two rules: Rule 1: The ques-
tion is ambiguously phrased, leading to multiple
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reasonable answers. In other words, the question
does not provide enough clear information, making
it impossible to ensure a uniquely correct model
response. Rule 2: The key information required for
the answer comes from multiple different dialogue
fragments. The model must rely on key informa-
tion from the corresponding historical dialogue in
the QA pair to answer, otherwise, it does not meet
our evaluation goals.

C Training Example

To explore whether training can enable large mod-
els to remember historical conversations, we need
to construct a reasonable data format, which is
different from improving the model’s dialogue ca-
pability. We used supervised fine-tuning to help
the large model remember conversations with the
user. Specifically, we included the character’s name
and dialogue timestamp as part of the instructions
and used the dialogue content as labels. Specific
training examples are shown in Figure 19.

Metrics Avg  Std
Participation 421  0.77
Coherence 4.15 0.96
Rationality 442  1.02
Overall 4.26 -

Table 4: GPT-40 evaluation for the quality of LOCCO.

Category Percentage Quantity
Name 23.60% 704
Location 18.80% 560
Event 37.60% 1121
Others 20% 596

Table 5: Distribution of different categories.



Check whether the conversation data meets the following conditions. If yes, output Yes;
otherwise, output No:

1. Incomplete conversations: Any missing or incomplete conversation records should
be filtered out.

2. Noisy conversations: Any conversations that contain obvious noise, such as typos,
grammatical errors, or non-verbal characters, should be filtered out to improve data
quality and model training efficiency.

{conversation data}

=

/

Figure 16: Prompt for Dialogue Filtering.

Context:
You are an evaluator tasked with assessing the quality of a conversation between
a user and a chatbot. You need to rate the conversation based on three metrics:
Participation, Coherence, and Rationality.

Instructions:

Participation: Rate how actively and meaningfully both parties (user and chatbot)
engage in the conversation. Consider the relevance and contribution of each turn
in the dialogue.

Coherence: Evaluate the logical flow and consistency of the conversation. The
dialogue should make sense as a whole, with each response appropriately
following the preceding interaction.

Rationality: Assess the reasonableness and sensibility of the chatbot's responses.
The responses should be logical, well-founded, and appropriate given the context
of the conversation.

For each metric, provide a score on a scale from 1 to 5, where 1 is very poor and
5 is excellent.

Example Conversation: {The Conversation}

Evaluation Format:

{
"Participation": [ Your Score],
"Coherence": [ Your Score],
"Rationality": [ Your Score]

b

Figure 17: The prompt used for evaluating conversations.

16



The current time is {Currant Time}.
The following is a historical conversation between the user and the chatbot: {A
history conversation}

Task: Please choose a key piece of information from the historical conversation (e.g.,
the name of an event, a person's name, a location, etc.), and then construct a question
and answer pair between the user and the chatbot based on that key information. In
the question, the user needs to provide a detailed and specific description to ensure
the answer is clear and precise, guiding the chatbot to provide an accurate response
based on the historical conversation.

The chatbot must use the key information mentioned in the historical conversation as
part of its reply.

Please output a structured JSON object following this format: {"User": "A detailed,
accurate question.","Chatbot": "Response."}

Figure 18: Prompts for Generating Dialogue QA Pairs.

ﬁstruction# \
I am [Gabrielle Johnson], we had a chat, please recall the chat that happened on

[2017-04-28].

#Output#

[

Gabrielle Johnson: Just finished at drama club. We' re working on a new play!
Assistant: That sounds really exciting! Are you aiming for a major role?
Gabrielle Johnson: Yep, I'm hoping to get a major role again. Fingers crossed!
Assistant: I'll be rooting for you! Did you get positive vibes from your first read-
through?

N /

Figure 19: Data Format for Training Historical Dialogues.
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D Assess Memory

D.1 Testing Example

We tested using a few-shot approach by providing
the model with 3 additional correct dialogue QA
examples. We found this method very effective
for smaller parameter models, as their instruction-
following capabilities might be insufficient to ac-
curately comprehend test instructions. Figure 20
shows the specific prompt templates for testing
memory.

D.2 Data Partition

We configure the training data differently when
exploring various research questions, with the de-
tailed data partitioning outlined below:

Research Questions 1-3: We selected long-term
dialogue data from 32 users in LOCCO and divided
each user’s long-term conversations into six time
periods, resulting in an average of 162 conversa-
tions per time period. Utilizing a smaller user group
helps reduce experiment duration and enhances the
efficiency of model training.

Research Questions 4: We selected long-term
conversations from varying numbers of users in
LOCCO and partitioned them into six time periods.
The model was progressively trained to observe
the impact of dialogue density, i.e., the number of
conversations per training session, on the model’s
memory performance.

Research Questions 5: We used long-term dia-
logue data from all users in LOCCO, dividing each
user’s conversations into six time periods, averag-
ing 513 conversations per period.

Research Questions 6-7: We employed long-
term conversations from all users in LOCCO and
divided each user’s long-term conversations into
20 equal segments, with an average of 154 conver-
sations per time period.

E Training Consistency Model

When training the consistency model, we randomly
selected 500 consistent responses from the QA data
as positive samples and used GPT-4o to generate
500 inconsistent responses as negative samples.
The dataset was split into training and validation
sets in an 8:2 ratio. Training was conducted ac-
cording to the instructions in Figure 21. We used
Qwenl.5-4B-Chat as the pre-trained model and
adopted LoRA (Low-Rank Adaptation) for train-
ing. The training process used a batch size of 4,
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with rank and alpha set to 128 and 256, respec-
tively, and a learning rate of 1.0e-4, continuing for
2 epochs. A cosine annealing learning rate sched-
ule was employed, with a 10% warm-up ratio at
the beginning. Our consistency model achieved an
accuracy of 98% on the validation set.

F Evaluating Consistency Model

We conducted manual verification of the consis-
tency model’s evaluation results. Specifically, we
randomly selected 200 examples that the consis-
tency model deemed correct and 200 examples
deemed incorrect from the experimental results.
Three human evaluators were then tasked with
verifying the accuracy of the consistency model’s
assessments. The evaluators were instructed as
follows: "Given a historical dialogue, a question-
answer pair, and an evaluation of the answer, please
determine whether the evaluation is correct. If
the answer is consistent with the information men-
tioned in the historical dialogue, the evaluation
should be consistent; otherwise, the evaluation
should be inconsistent." In instances where the hu-
man evaluators’ assessments differed, the majority
decision was adopted.

G C(lassifying Information

Figure 22 shows the prompts used for classifying
key information involved in the dialogue QA pairs.
Table 5 displays the percentage and number of QA
pairs for different categories. For categories with
fewer instances, the test results may not be repre-
sentative, and we merged them into the "Others"
category.



/#Examplel #1am .... Question: {User Question}
#Example2:# [ am .... Question: {User Question}
#Example3:# I am .... Question: {User Question}
I am {NAME}, and the current time is {TIME}. You need to accurately recall our

historical conversation , and use the information mentioned in the historical
Q)nversation to answer the question. Question: {User Question}

/

Figure 20: Prompts for Testing Model Memory.

The current time is: {Currant Time}

Now, the user asks the chatbot a question to check if the chatbot remembers something
mentioned in the record of the conversation: {Question}

The response of the chatbot is: {Response}

Please determine whether the response of the chatbot is accurate. If the response of the
chatbot is consistent with the content in the record of the conversation, please output

/Record of the conversation between the user and the chatbot: {A history conversation}\

"Yes", otherwise output "No"." /

Figure 21: Instructions for Training the Consistency Model.

6lease categorize the answers to the questions. Categories need to be selected from \

nn nn

["people", "date and time", "location", "event", "emotions", "entity"]. You only need to
output the category of the answer information.

[

{Question}

Answer: {Answer}

]

Qlass: /

Figure 22: Prompts for classifying key information.
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