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Abstract

Screening skin lesions is a very time-consuming process in which the dermatologist examines
hundreds of lesions all over the patient’s body in a limited period of time. The decision
as to which lesions should be further examined is made based on the "ugly duckling” sign.
The dermatologist compares all lesions on the same patient and identifies those that are
different from the average-looking lesions. Deep learning algorithms have been shown to
be efficient tools for detecting outliers in large image datasets. In this study, we propose a
self-supervised approach for lesion clustering and outlier detection to identify and suggest
lesions of interest for each individual patient.
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1. Introduction

During a routine dermatology consultation, a dermatologist sometimes has to screen hun-
dreds of lesions in an average time frame of 20 minutes. Experienced dermatologists would
identify those of interest for further consideration leaving around 2 minutes for a final de-
cision per lesion. In recent studies (Soenksen et al., 2021), deep learning models have been
proposed to automate the detection and ranking of "ugly ducklings” using real wide field
images. However, one limitation of this approach is the fact that the embedding is per-
formed based on the features extracted from a classifier trained on previously labeled data.
Labeling data in a clinical context is very time consuming, and in many cases there is no
clear consensus on the ground truth. To avoid such limitations, we propose the use of recent
self-supervised algorithms that learn from unlabeled data and rank the different instances
according to their similarity to the average-looking lesion from the same patient.
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2. Methods

An end-to-end process that includes image acquisition, lesion detection, and self-supervised
clustering is proposed next.

Figure 1: Real space distribution of the lesions in the back of the patient as detected by
YOLOR. The top 10 highest scoring lesions are shown with red bounding boxes.

2.1. Dataset

The USZ Dermatology Clinic has acquired FotoFinder(C) (FotoFinder) devices, which semi-
automatically capture high-quality polarized whole-body images. Data from a total of 91
patients have been acquired at the USZ dermatology clinic to date. For the purpose of this
study, we limited ourselves to the assessment of lesions in the dorsal region of patients.

2.2. Lesion Detection

The methodology for lesion detection consists of two steps. In the first step, we semi-
automatically label all lesions on a few selected patient images with the help of a blob de-
tector and then train a state-of-the-art object detection algorithm, namely YOLOR (Wang
et al., 2021), in a supervised manner. This model is then used to detect and extract lesions
from unseen patients.

2.3. Self-supervised Learning

Diagnosis in dermatology depends heavily on the context of the patient. The ”"ugly duck-
ling” sign compares how similar a particular lesion is to other lesions in the same patient.
To avoid bias from using pre-labeled images of other patients, we propose to apply self-
supervised learning to our real-world dataset. We will rely on the DINO libraries (Caron
et al., 2021) for this purpose. In our case, ResNet18 was used as the backbone for DINO.
The final clustering is done by calculating a weighted and normalized distance composed of
a normalized cosine distance between the embeddings of all lesions and their median em-
bedding, and a normalized euclidean distance between the average RGB values of the whole
image and the minimum RGB values of all lesions. The latter helps to remove unwanted
outlier lesions such as pimples or red spots. This distance is then proposed as the ugly
duckling score for the lesions.
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3. Results

Figure 1 shows a wide field image of a patient’s dorsal region containing only the lesions
detected by YOLOR. The detection algorithm was tested on two unseen patient images and
achieved an average recall of 93% with an IoU threshold of 0.5. In addition, a manual review
showed that all suspicious lesions were found. Figure 2 shows the t-SNE representation of
the embedded lesions from Figure 1 using DINO.
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Figure 2: t-SNE visualization of the embedded lesions from Figure 1. Top 10 lowest scoring
lesions and the top 10 highest scoring for the outliers are provided for comparison.

4. Conclusions & Outlook

For the first time, an end-to-end approach for automatic lesion detection and self-supervised
identification of "ugly ducklings” using real data is proposed. Some problems in detecting
pimples, freckles, and other illumination-related artifacts remain to be addressed. Clinical
validation with board-certified dermatologists is foreseen next.
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