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Abstract

This study presents the Retrieval-Augmented001
Multi-role Multi-agent Multi-round Collab-002
oration (RAM3C) system, designed to im-003
prove the overall effectiveness of open-004
ended dialogue-based educational systems.005
Focusing on aspects of Humanlikeness,006
Individualization, Teaching expertise and007
Safety (HITS), RAM3C utilizes a dynamic008
framework that incorporates multi-agent, multi-009
round collaboration with multiple roles to har-010
ness collective expertise. RAM3C equips011
agents with tailored, multi-source knowledge012
bases and implements a history-sampling013
weighted retrieval-fusion approach to gener-014
ate diverse, accurate, and safe educational di-015
alogues. Our evaluation on a scenario of "Lit-016
erature Discussion Class" by human volun-017
teers and a decentralized, LLM-emulated ex-018
pert group, confirms RAM3C’s capability to019
deliver high-quality educational experiences,020
underscoring its substantial potential to elevate021
educational quality.022

1 Introduction023

Dialogue-based intelligent educational systems024

(DIES) execute "AI-to-student" dialogues to pro-025

vide individualized educational services, which are026

significant for improving educational equity and en-027

hancing the quality of education. Existing systems028

mainly teach given exercises and judge whether a029

student has mastered a piece of knowledge. How-030

ever, the emergence of large language models031

(LLMs) has driven the development of DIES to-032

wards open-ended dialogue systems oriented to033

high-level educational goals, such as enabling stu-034

dents to grasp the core ideas of literary works, im-035

proving reading and critical thinking skills. This036

requires LLMs to possess comprehensive capabili-037

ties, including logical reasoning and knowledge an-038

swering, to meet four dimensions simultaneously:039

Humanlikeness, Individualization, Teaching exper-040

tise, and Safety, abbreviated as HITS (Detailed041

definition can be found in Appx.A). 042

To meet these requirements, there are challenges 043

such as: 1) For educational-goal oriented open- 044

ended dialogue (EGOOD) tasks, LLMs’ internal 045

knowledge may be incomplete, inaccurate, or out- 046

dated, and often not aligned with professional 047

educational theories or standards. 2) There are 048

few available educational cases, and hand-crafted 049

prompts by educational experts can hardly cover 050

open dialogues in versatile scenarios comprehen- 051

sively, with high labor costs. 3) High-quality fine- 052

tuning data is unavailable, hindering the realization 053

of individualization and humanlikeness through su- 054

pervised fine-tuning. Therefore, a single LLM is 055

hard to be competent for EGOOD Task. 056

To address these challenges, we propose the 057

Retrieval-Augmented Multi-role Multi-agent 058

Multi-round Collaborative dialogue system 059

(RAM3C). RAM3C dynamically organizes the 060

collaborative process of multi-agents with various 061

roles, progressively revising the original content 062

generated by LLMs to meet HITS. Each round 063

of revision is completed by the collaboration of 064

multi-agents with a specific role. Each agent 065

is equipped with different customized external 066

knowledge bases, including multi-source data from 067

teaching recordings to educational theories, and 068

provides multi-scale accurate domain knowledge 069

through the self-reflective RAG-Fusion technology, 070

inserted into prompts as dynamic few-shot 071

demonstrations, to improve the generation on 072

HITS. We conducted experiments in the "Liter- 073

ature Discussion Class" scenario, dynamically 074

identifying and constructing various roles such 075

as "Language Education Expert", "Educational 076

Psychologist", "Classic Author", "Cultural Safety 077

Expert", and "Peer Learner". We had GPT-4 play 078

the role of primary school students with various 079

characteristics to generate dialogue records, and 080

organized human volunteers for the experience. 081

After the evaluation by GPT-4 and human vol- 082
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unteers, our system achieved high-quality open083

educational dialogues.084

2 Related Work085

Dialogue-based educational systems, focusing on086

individualized guidance(Chen et al., 2023) and ed-087

ucational resource optimization(Deng et al., 2023),088

have been thoroughly explored. These systems, of-089

ten powered by LLMs, play a supportive role by090

delivering exercises, recommending resources, and091

tracking student progress(Dan et al., 2023). Despite092

their contributions, they typically feature limited093

dialogue openness(Macina et al., 2023) and have094

not extensively addressed the complex challenges095

of higher-level educational goals which face the096

challenge of HITS(Kuhail et al., 2023).097

The capability for reasoning and knowledge-098

based QA are core competences of LLMs in han-099

dling open-ended educational dialogue tasks (Long100

et al., 2024). The reasoning ability has been sig-101

nificantly enhanced through prompt engineering102

techniques. By assigning different role profiles103

to LLMs, displaying reasoning paths and exam-104

ples, LLMs perform well in reasoning-intensive105

tasks (Wei et al., 2022; Besta et al., 2023; Wang106

et al., 2023b, 2022), role-playing tasks (Wang et al.,107

2023a; Zhou et al., 2023; Lu et al., 2024), knowl-108

edge QA tasks (Tang et al., 2023; Nori et al.,109

2023), and even creative tasks (Zhao et al., 2024).110

Meanwhile, retrieval-augmented generation (RAG)111

techniques like Self-RAG Asai et al. (2023) and112

query rewriting (Ma et al., 2023) improve LLMs’113

generation accuracy on knowledge-intensive tasks114

(Gao et al., 2023) by providing high-quality exter-115

nal knowledge to the input prompt.Despite rapid116

progress in these well-defined tasks, LLMs face117

the multidimensional HITS challenges in broader118

EGOOD tasks.119

3 Methodology120

This section introduces the design of RAM3C121

framework, as shown in Fig.1. RAM3C includes122

three procedures: 1) multi-role agents gathering, 2)123

retrieval-augmented single agent generation, and124

3) multi-round multi-agent collaboration.125

3.1 Multi-role agents gathering126

The gathering of multi-role agents consists of the127

initialization of fixed-role agents and the gener-128

ation of dynamic-role agents. Fixed-role agents129

participate in every round, including Chinese lan-130

guage teachers, Educational psychologists and 131

Culture safety experts, who are responsible for 132

the teaching expertise, humanlikeness, and safety 133

of the generated content, respectively. Dynamic- 134

role agents are gathered during the dialogue, to 135

give specific advice. For example, the virtual lit- 136

erature author will be generated if Given the col- 137

lection of students’ speeches in round t, SRt = 138

{sr1,t, sr2,t . . . , srNstu,t}, where Nstu is the num- 139

ber of students in the discussion, 140

promptdr, sysdr =LLM(promptdyna,

sysdyna, SRt, class_profile)
(1) 141

where promptdr and sysdr represent the guideline 142

prompt and system role prompt of the newly gener- 143

ated dynamic role, respectively. 144

3.2 Retrieval-augmented single agent 145

generation 146

Query rewriting. Similar queries are generated 147

by agents before the retrieval. Original query OQ 148

is the concatenation of students’ responses SR and 149

original response r generated by LLM to be modi- 150

fied. 151

SQ = LLM(promptfusion, sysfusion,SR||OQ)
(2) 152

Historical sampling weighted reciprocal rank fu- 153

sion. We propose Historical sampling weighted 154

reciprocal rank fusion (HSW-RRF) algorithm to 155

retrieve individualized reference for different stu- 156

dents and agents. Specifically, for a given student, 157

RAM3C maintains the historical sampling num- 158

ber nsample
d and sampling frequency freqd for each 159

document d in the above knowledge base D. Af- 160

ter retrieving, nsample
d will be updated if retrieved. 161

And freqd will be updated as below: 162

freqd =
nsample
d∑

i∈D nsample
i

(3) 163

Therefore the ranking weight W freq
d can be updated 164

as follows: 165

W freq
d =

efreqd∑
i∈D efreqq

(4) 166

HSW-RRF score can be calculated as 167

Score(d ∈ Dsample) =
∑
q∈Q

W freq
d

k + q(d)
(5) 168
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Figure 1: The schema of RAM3C. a) The schema of the experimental scenario, Literature Discussion Class, where
2-4 students discuss literature works under the guidance of the teacher. b) RAM3C gather fixed-role agents, basic
LLM, Chinese language teachers, educational psychologists and culture safety experts, before the discussion. c)
Multi-role agents collaboration. The final response of LLM is sequentially modified by groups of different experts
according to the response in the last round, students’ speeches, and the class profile, which contains the detail
settings of this class. d) The design of the retrieval-augmented agent. Agents in c) are equipped with the customized
external knowledge base, where diverse knowledge is retrieved by the proposed HSW-RRF retriever. The retrieval
results are self-reflected by the agent. The acceptance (or not) of the raw retrieval results is used to update the
history sampling frequency.

where Dsample is the set of retrieved documents169

by the query set Q, k = 60 is the constant from170

original RRF design (Cormack et al., 2009), q(d) is171

the ranking of document d among all the documents172

of query q.173

Agent generation. Under the guidance of re-174

trieved documents Dsample
i and students’ context175

SRt, the agent i is able to analyze the original176

response resLLM to be modified and given a profes-177

sional response analysis ra:178

rarolei =LLM(promptrole, sysrole,

resLLM,SRt, D
sample
i )

(6)179

where role ∈ {teacher, psychologist, cul-180

ture_expert, dyna_role}.181

3.3 Multi-role agents collaboration182

After synthesizing the generation of each agent183

group of all roles, i.e.184

rarole =LLM(promptrole_gather,

sysrole, {rarolei }Nagent

i=1 ,SRt)
(7)185

into the group modification rarole of this agent186

group, RAM3C is then able to summarize the187

final generation rafinalt at round t by analyze188

{rarole}dyna_role
role=teacher.189

4 Experiments 190

We verifies the proposed RAM3C’s capability to 191

generate high-quality content for educational ori- 192

ented open-ended dialogue tasks. 193

Scenario setup. We select the scenario of "Lit- 194

erature Discussion Class" as an demonstration of 195

an open-ended dialogue educational system. In 196

this scenario, students discuss several topics about 197

"Robinson Crusoe" under the guidance of a teacher 198

who provides real-time feedback to promote the 199

progress of dialogue-based teaching. Each expert 200

group is equipped with 3 expert agents to ensure 201

the dialogue content’s expertise and diversity. 202

Automatic generation of dialogue topics. In the 203

experiment, dialogue topics are automatically gen- 204

erated before the class. We design topics of five 205

difficulty levels and randomly generate 10 topics 206

(or questions) at a difficulty ratio of 1:3:3:2:1. Top- 207

ics are randomly sampled from seven categories. 208

The details of difficulty levels and topic types can 209

be found in Appx.B. 210

Basic LLM and LLM-emulated students.. We 211

use API of GLM-41, GPT-3.5, and GPT-42 as the 212

basic LLMs and also the models with strong Chi- 213

1open.bigmodel.cn
2platform.openai.com/docs/models
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Criteria
Model GPT-3.5 Turbo GPT-4 turbo GLM-4 Baichuan2-

13B-Chat
Qwen1.5-
14B-Chat

Humanlikeness Emotional
Feedback

8.4± 0.2 7.6± 0.7 8.0± 0.1 7.7± 0.2 8.7± 0.8

Expertise
Literary Under-
standing

8.9± 0.5 7.5± 0.5 9.3± 0.3 9.0± 0.8 8.9± 0.6

Accurate Mem-
ory & Response

9.3± 0.3 8.8± 0.4 9.5± 0.2 7.9± 0.7 9.1± 0.1

Educational
Standard

7.2± 0.4 7.5± 0.2 8.8± 0.1 8.1± 0.6 6.9± 0.5

Individualization Adaptive Dia-
logue

7.6± 0.2 7.4± 0.1 7.4± 0.4 9.2± 0.4 8.5± 0.3

Table 1: The evaluation score on humanlikeness, teaching expertise and individualization, graded by a GPT-4 expert
group. The average and standard deviation of scores are calculated on 10 simulated dialogues, each of which
contains 10 dialogue topics.

nese dialogue capabilities, such as Baichuan2-13B-214

Chat(Baichuan, 2023) and Qwen1.5-14B-Chat(Bai215

et al., 2023). To generate dialogue data, we con-216

figure LLM-emulated students to interact with the217

RAM3C, simulating three distinct fifth-grade Chi-218

nese primary school students, including two boys219

and one girl. The configurations are detailed in the220

Appx.E.221

Multi-source knowledge base. Based on222

LangChain3, Chromadb4, and the embedding223

model BGE-m3(Chen et al., 2024), we build a224

multi-source knowledge base containing six types225

of data/knowledge. Details in Appx.C.226

Hybrid peer-evaluation. To enhance dialogue227

evaluation efficiency and mitigate biases inherent228

in single LLMs, which may favor certain content,229

lengths, or styles(Liu et al., 2023), we adopt a com-230

bination of LLM experts to assess the quality of231

dialogues. Therefore, we convene a hybrid group232

of experts, including Chinese language teachers, ed-233

ucational psychologists, and cultural safety experts,234

to conduct decentralized peer evaluation. Each235

agent evaluates the entire dialogue independently.236

Then, agents from different roles score the evalua-237

tion opinions of other agents. Finally, the final eval-238

uation result is obtained by synthesizing individual239

expert opinions and "expert-to-expert" scores. Hy-240

brid peer evaluation leverages the collective exper-241

tise and diverse perspectives of all experts, ensuring242

the objectivity of the assessment.243

Dialogue evaluation. Using the hybrid peer-244

evaluation above, we evaluate the simulated dia-245

logue content according to the HITS, focusing on246

3https://github.com/langchain-ai/langchain
4https://github.com/chroma-core/chroma

humanlikeness, individualization, and teaching ex- 247

pertise on 10 generated dialogues in Tab.1. We also 248

invite 5 human volunteers to evaluate the models in 249

Tab.3. By comparing the evaluation of GPT-4 and 250

human, the GPT-4 is more optimistic than human 251

experts, tending to assign higher scores. In con- 252

trast, human volunteers are more cautious in their 253

scoring, especially on the items of "Accurate Mem- 254

ory and Response". However, the relative scoring 255

by the GPT-4 expert group and human evaluators 256

is consistent, indicating the effectiveness of LLM- 257

based evaluation and the usability of the overall 258

performance of RAM3C. 259

5 Conclusion 260

The RAM3C system enhances educational dia- 261

logue system on HITS requirements by leveraging 262

the retrieval-augmented multi-role agents collab- 263

oration. Despite its promise, it faces limitations 264

like incomplete knowledge base coverage and chal- 265

lenges in large dialogue managements. Future ef- 266

forts will aim to expand knowledge integration and 267

improve dialogue handling. In shorts, this work 268

highlights AI’s potential in education while recog- 269

nizing the need for continued improvement. 270

6 Limitations 271

RAM3C may face negative impact on specific stu- 272

dents or specific speech caused by bias from an 273

external knowledge base. However, the screening 274

and filtering of high-quality external knowledge 275

may limit the scalability and underlying security of 276

the system. 277
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A HITS: multi-dimensional requirements403

for EGOOD Tasks404

Unlike general reasoning-intensive and knowledge-405

intensive tasks, educational goal-oriented open-406

ended dialogue tasks require LLMs to possess com-407

prehensive capabilities while meeting the following408

multi-dimensional requirements.409

1. Humanlikeness410

(a) Emotional Feedback: Through inter-411

action with students, LLM should be412

able to recognize students’ emotional413

states and respond appropriately with414

emotional feedback, such as comfort, en-415

couragement, or sharing joy, thus estab-416

lishing a deeper emotional connection.417

2. Individualization418

(a) Adaptive dialogue: LLMs need to adapt419

their communicative style to align with420

the students’ age, knowledge levels, and421

interests.422

(b) Learner Modeling: LLM should be able423

to dynamically customize learning con-424

tent, difficulty, and paths based on learn-425

ing progress, student preferences, and426

historical interactions.427

3. Teaching Expertise428

(a) Literary Understanding: LLMs should429

have an in-depth understanding of liter-430

ary works, including their themes, char-431

acters, plots, and literary techniques.432

(b) Accurate Memory and Response:433

LLMs must possess a accurate knowl-434

edge base for delivering factually correct435

responses.436

(c) Heuristic Dialogue: LLMs should em-437

ploy a heuristic teaching method, guiding438

students to think through questions and439

discussions rather than just providing an-440

swers.441

(d) Compliance with Educational Stan-442

dards: LLMs should adhere to given443

educational standards and theories.444

4. Safety445

• Content Appropriateness: LLMs must446

ensure their outputs are devoid of inap-447

propriate language, violence, sexual con-448

tent, or any other material that could neg- 449

atively affect students. 450

• Attack Robustness: LLMs should be 451

able to resist malicious use or attacks, 452

such as attempts to induce the model to 453

output inappropriate information by in- 454

putting malicious content. 455

• Data Privacy: LLMs need to ensure it 456

does not collect, store, or disseminate stu- 457

dents’ personal information, educational 458

data from schools, and should as much 459

as possible base model training and in- 460

ference on local data. 461

B Educational goal auto-generation 462

To achieve individualized education, educational 463

objectives are automatically generated by a group 464

of Chinese language experts based on the student 465

profile and external hyper-parameters (in Table 466

x). Taking the scenario of "Literature Discussion 467

Class" as an example, a systematic educational ob- 468

jective consist of several discussion topics, each 469

with different levels of difficulty and aiming at var- 470

ious related abilities. After the initial generation 471

of topics, manual intervention (optional) and other 472

expert groups are involved in modifications before 473

the topics are finalized for use in the class. See 474

Appx.B.1 and B.2 for the detail. 475

B.1 Category of dialogue topics 476

Dialogue topics are divided into seven categories, 477

covering a wide range of dimensions related to Chi- 478

nese language reading classes and the cultivation 479

of reading abilities. 480

1. Reading Comprehension: The goal is to help 481

students understand and interpret the content 482

of texts, including the plot, characters, and 483

setting. Teach students to identify the main 484

ideas and supporting details of a book. 485

2. Language Skills: Improve students’ oral and 486

written expression through discussion and 487

writing. Strengthen the use of grammar, vo- 488

cabulary, and rhetoric. 489

3. Cultural and Historical Awareness: Provide 490

cultural and historical knowledge through the 491

background of classic literature. Enhance stu- 492

dents’ understanding of different eras and so- 493

cial contexts. 494

7



4. Emotions and Values: Guide students in495

emotional and values education through the496

discussion of moral and ethical issues in clas-497

sic literature. Cultivate empathy and critical498

self-reflection.499

5. Critical Thinking: Encourage students to500

conduct in-depth analysis and critically eval-501

uate the viewpoints and arguments in the lit-502

erature work. Develop students’ ability to503

examine issues from multiple perspectives.504

6. Creative Thinking: Inspire students’ imag-505

ination and encourage them to think and ex-506

press creatively. Enhance innovation skills507

through activities like rewriting plots or creat-508

ing alternative endings.509

7. Integrated Learning Skills: The teaching510

model should encourage students to integrate511

and apply multidisciplinary knowledge. Pro-512

mote interdisciplinary thinking, such as link-513

ing literary works with history, sociology, or514

philosophy.515

B.2 Difficulty level516

In the scenario of Literature Discussion Class, the517

topics differ from five difficulty levels, correspond-518

ing to the reading-related abilities from low level519

to high level.520

Level 1 Knowledge and memory: Direct ques-521

tions about the basic plot or characters in522

the literature work. Example: 1) What was523

Robinson’s main occupation in ’Robin-524

son Crusoe’? 2) Where was Robinson525

stranded in the story? 3) Explain how526

Robinson built his own dwelling.527

Level 2 Understanding: Simple explanations and528

summaries about the story of the literature.529

Example: 1) Describe the first challenge530

Robinson encountered on the island. 2)531

Explain the strategies Robinson used to532

survive on the deserted island.533

Level 3 Application: Applying information or534

concepts from the literature’s story to535

new situations. Example: 1) How would536

Robinson’s life have been different if he537

had modern tools on the island? 2) Dis-538

cuss how Robinson’s survival skills on the539

deserted island demonstrate human adapt-540

ability and creativity. 3) Which part of541

’Robinson Crusoe’ shows Robinson’s re- 542

source management skills? Please provide 543

specific examples. 544

Level 4 Analysis: Analyzing elements of the story 545

in the literature work, such as theme, sym- 546

bolism, or character motives. Example: 547

1) Analyze what the deserted island sym- 548

bolizes in ’Robinson Crusoe’. How does 549

Robinson’s experience reflect the social 550

and cultural background of that time? 2) 551

Analyze what the deserted island symbol- 552

izes in ’Robinson Crusoe’. How does it re- 553

flect Robinson’s inner world and growth? 554

3) Discuss how Robinson’s relationship 555

with Friday demonstrates the views on 556

’civilization’ and ’barbarism’ of the soci- 557

ety at that time. 558

Level 5 Evaluation and Creation: Evaluating the 559

themes or character decisions in the story, 560

or proposing new storylines and charac- 561

ters. Example: 1) Evaluate Robinson’s 562

treatment of the indigenous people on the 563

island. Do you think his actions were justi- 564

fied? Why or why not? Or, imagine a new 565

ending, and explain your choice. 2) If you 566

had the opportunity to rewrite ’Robinson 567

Crusoe’, how would you reset Robinson’s 568

adventure journey? Please explain the rea- 569

sons behind your choice and the expected 570

theme changes. 3) Evaluate Robinson’s ac- 571

tions and decisions on the deserted island. 572

From the perspective of modern society, 573

are these actions and decisions still con- 574

sidered justified and reasonable? Why or 575

why not? 576

C Multi-source knowledge base 577

We establish a multi-source knowledge base to 578

support the multi-role agents’ collaboration. The 579

knowledge base includes the following sources of 580

knowledge: 581

1. Class dialogue records. Records are derived 582

from Chinese transcripts obtained through au- 583

dio transcription and text proofreading from 584

videos of public classes. These records 585

demonstrate different teaching styles and re- 586

sponses that adhere to educational standards. 587

The translation of the part of the records can 588

be found at Appx.F. 589
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Source Counts
Dialogue records 1,688,000 words
Educational theories 3,770,000 words
Literature works 207,800 words
Edu-psycho theories 2,672,000 words
Safety prompts 13,893,188 words
Encyclopedia 196,494 items

Table 2: Summary of counts in Chinese character across
different knowledge sources.

2. Theories and research papers on Chinese590

language teaching. It includes general theo-591

ries of Chinese language teaching, theories of592

reading teaching and case analyses.593

3. Theories and case analyses in educational594

psychology.595

4. Safety prompts. Sensitive prompts for ed-596

ucational scenarios and corresponding safe597

responses. We use GPT-4 to filter and rewrite598

seven types of malicious prompts and their599

appropriate responses from (Sun et al., 2023),600

including crimes and illegal activities, ethics601

and morality, insult, mental health, physical602

harm, privacy and property, unfairness and dis-603

crimination, for reference by cultural safety604

experts.605

5. Encyclopedic knowledge in Chinese. En-606

cyclopedic knowledge is sampled from607

Wikipedia5 to provide accurate answers re-608

lated to background knowledge.609

6. literature works in Chinese These texts sup-610

port discussions involving the original plots611

of literary works.612

D Human evaluation and ablation studies613

Besides the experiments in the mainbody, we also614

conduct a series of ablation studies, including the615

impact of different numbers of experts in the expert616

group on the dialogue effect, the effect of role addi-617

tion or reduction on dialogue, and the utility of the618

retrieval enhancement module. The details of these619

studies will be released on this URL6 subsequently.620

5https://huggingface.co/datasets/bigscience-
data/roots_zh-cn_wikipedia

6https://github.com/RAM3C/RAM3C

Criteria GPT-3.5
Turbo

GPT-4
Turbo

GLM-4

Emotional
Feedback

8.0± 0.4 8.5± 0.2 8.8± 0.7

Literary
Under-
standing

9.3± 0.1 9.0± 0.2 9.5± 0.5

Accurate
Memory
& Re-
sponse

7.2± 0.4 7.4± 0.3 7.5± 0.6

Education
Standard

8.2± 0.5 8.5± 0.6 8.0± 0.3

Adaptive
Dialogue

7.5± 0.6 7.7± 0.8 8.1± 0.5

Table 3: The evaluation of GP-3.5 Turbo, GPT-4 Turbo
and GLM-4 by five human volunteers.

E Prompt templates 621

Prompt templates used in the above experiments 622

are listed as below. Prompts are written in Chinese 623

and translated into English. The direct use of En- 624

glish prompts may result in different experimental 625

results than those in the paper. Original Chinese 626

prompts can be found in https://github.com/ 627

RAM3C/RAM3C. 628

(1) promptqg for the original generation of one 629

dialogue topic: 630

<book>: book_name. 631

<Difficulty level>: difficulty_level. 632

<Educational goal>: goal. 633

<Generated questions>: questions. 634

According to <Educational goal> and <Difficulty 635

level>, generate **one** question. Make sure not 636

to duplicate <Generated questions>. 637

Example: If you were Robinson Crusoe, how 638

would you manage your relationship with the in- 639

digenous people on the island? Please try to create 640

a scenario different from the original story, and ex- 641

plain the moral and ethical considerations behind 642

your choice:). 643

(2) syspsy for system role prompt of the psychol- 644

ogist agents: 645

As a professional educational psychologist who un- 646

derstands students’ learning motivation, cognitive 647

development, and emotional needs, you possess 648

profound theoretical knowledge and practical ex- 649

perience. You are capable of understanding and 650

addressing the psychological challenges and needs 651

students encounter during their learning process. 652
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Your goal is to revise and polish the <TEXT TO653

BE MODIFIED> to align with students’ psycholog-654

ical and emotional needs, supporting their holistic655

development in literary studies.656

(3) promptpsy for the response modification of a657

psychologist agent:658

<Dialogue topic>: topic.659

<Students speech>: student_responses.660

<TEXT TO BE MODIFIED>: sentence.661

<Reference>: theory.662

Please follow these requirements:663

1. Show emotional care, using warm and friendly664

language.665

2. Based on the principles of educational psychol-666

ogy and <Reference>, assess the psychological and667

emotional impact of <TEXT TO BE MODIFIED>668

on students, ensuring the content is appropriate for669

their age and development stage. Pay special at-670

tention to the suitability of the language and the671

accuracy of emotional expression.672

3. Analyze <Students speech> to determine the673

student’s emotional state (anger / excitement / dis-674

couragement / sadness / happiness / anxiety...), and675

provide targeted feedback according to different676

states.677

4. Analyze whether psychological and emotional678

issues are involved in <Dialogue topic>; if so, pro-679

vide a professional response based on <Reference>.680

If not, skip this step.681

5. Keep your modification plan concise, without682

exceeding the length of the <TEXT TO BE MOD-683

IFIED>, and avoid lengthy explanations. **Do684

not** explain your intentions for modification; di-685

rectly produce the modification plan.686

Please generate the <modification>:687

(4) promptpsy_gather for synthesizing the modifi-688

cations from every psychologist agent:689

<Students speech>: student_responses.690

<Expert Modifications>: expert_answers.691

As a professional educational psychologist, please692

follow your professional knowledge with the as-693

sistance of <Expert Modifications>, follow the re-694

quirements below to provide a <Final Modifica-695

tion> to <Students speech>:696

1.Carefully and comprehensively assess each of697

<Expert Modifications>, paying special attention to698

any differences and contradictions that may exist699

among different experts.700

2. Conduct a comprehensive summary, analysis,701

and necessary refinement of the <Expert Modifi-702

cations> to ensure the content’s language affinity,703

educational value, and professional depth.704

3. Address the core message of the <Students 705

speech> to ensure the integrated text remains true 706

to the original theme and intent. 707

4. The response must match the cognitive level and 708

vocabulary of a fifth-grade elementary student in 709

China, avoiding abstract terms and advanced con- 710

cepts. 711

5. Use a lively and vivid language style suitable 712

for elementary students. The integrated solution 713

should be concise and not exceed the length of <Ex- 714

pert Modifications> too much. 715

6. Do not mention <Expert Modifications>; it is 716

you answering the classmates! Generate a clear, 717

coherent, professionally scrutinized <Final Modifi- 718

cation> based on the above information. 719

(5) sysRAG-fusion: You are a helpful assistant that 720

generates multiple search queries based on a single 721

input query. 722

(6) promptRAG-fusion: Generate multiple search 723

queries related to: <original_query>. 724

(7) systeacher: You are a Chinese language ed- 725

ucation expert with a deep understanding of lan- 726

guage teaching, proficient in reading comprehen- 727

sion, literary analysis, and writing skills. You are 728

familiar with various literary genres, writing styles, 729

and rhetorical techniques, and excel in designing 730

language teaching activities and dialogue topics 731

related to "Literature Discussion Class". You can 732

guide students to deeply explore the themes, sym- 733

bols, and underlying meanings of texts. With ex- 734

tensive teaching experience, you are capable of 735

designing engaging open-ended questions. 736

(8) promptteacher_q for modifying one dialogue 737

topic (or question) of a teacher agent: 738

<Dialogue topic>: topic. 739

<Students speech>: student_responses. 740

<TEXT TO BE MODIFIED>: sentence. 741

<Reference>: 742

<Book content>: book. 743

<Class record>: record. 744

<Educational theory>: theory. 745

Based on your professional knowledge, following 746

the requirements below, analyze how to revise and 747

polish the <TEXT TO BE MODIFIED>: 748

1. If a question is raised in <Students speech>, you 749

must first be succinctly answered based on <Ref- 750

erence>, not exceeding **100 words**. Add your 751

answer to the beginning of the <Modification>. 752

2. Your <Modification> must be suitable for the 753

cognitive level and vocabulary of fifth-grade pri- 754

mary school students in China, avoiding abstract 755

vocabulary and advanced concepts. 756
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3. Refer to relevant content in <Educational the-757

ory> to enhance the language quality, literary depth,758

and teaching effectiveness of the content.759

4. Refer to the language style and teaching methods760

in <Class record> to use a lively and vivid language761

style for primary school students in the <TEXT TO762

BE MODIFIED>.763

5. Your <Modification> should be concise and764

should not exceed the length of the <text to be re-765

vised> by too much.766

Example:767

<TEXT TO BE MODIFIED>: In "Robinson Cru-768

soe," what difficulties and challenges did Robinson769

face in the story?770

<Modification>: Classmates, in "Robinson Cru-771

soe," Robinson encountered many difficulties and772

challenges, both in life and psychologically. Can773

you tell me what difficulties he faced?774

<TEXT TO BE MODIFIED>: In "Robinson Cru-775

soe," how did Robinson use his skills and creativity776

to protect himself from the dangers and threats on777

the island?778

<Modification>: Boys and girls, we know that the779

deserted island where Robinson was, was not a safe780

place. But Robinson used his courage and wisdom781

to protect himself from the dangers and threats on782

the island. How do you think Robinson managed783

to do that?784

<TEXT TO BE MODIFIED>: How did Robinson785

adapt to life on the deserted island?786

<Modification>: Classmates, do you feel lonely787

when you are alone at home? Robinson’s life on788

the island must have been very lonely, too. How789

did he adapt to living on the deserted island?790

Do not answer the questions in <TEXT TO BE791

MODIFIED>.792

Please generate the <Modification>:793

(9) promptteacher_q_gather for synthesizing mod-794

ifications of one given original dialogue topic (or795

question) from every teacher agent:796

<Dialogue topic>: topic.797

<Students speech>: student_responses.798

<TEXT TO BE MODIFIED>: sentence.799

* Do not answer the questions in <TEXT TO BE800

MODIFIED>.**801

<Expert Modifications>: expert_answers.802

Based on your own expertise, following the require-803

ments below, integrate <Expert Modifications> to804

make <Final Modification>:805

1. Carefully and comprehensively evaluate each806

piece of <Expert Modifications>, paying special807

attention to differences and contradictions that may808

exist between different experts. 809

2. Based on <Expert Modifications>, conduct a 810

comprehensive summary analysis and necessary re- 811

visions and modifying of the <TEXT TO BE MOD- 812

IFIED> to ensure the content’s language affinity, 813

educative nature, and professional depth. 814

3. During the modification process, preserve the 815

core information and educational goals of the 816

<TEXT TO BE MODIFIED>, ensuring that the in- 817

tegrated text remains faithful to the original theme 818

and intent. 819

4. Must be suitable for the cognitive level and 820

vocabulary of fifth-grade Chinese primary school 821

students, avoiding the use of abstract vocabulary 822

and advanced concepts. 823

5. Use a lively and vivid language style suitable 824

for primary school students. Keep the integration 825

plan concise, ideally ask only one question, and 826

should not exceed the length of the <TEXT TO BE 827

MODIFIED> too much. 828

Please generate a clear, coherent, and profession- 829

ally scrutinized <Final Modification>: 830

(10) promptteacher_a for generating the response 831

of the given students’ speech from one teacher 832

agent: 833

<Dialogue topic>: topic. 834

<Students speech>: student_responses. 835

<Reference>: 836

<Book content>: book. 837

<Class record>: record. 838

<Educational theory>: theory. 839

Based on the <Book content> and your own profes- 840

sional knowledge, respond to <Students speech> 841

by generating <Response> according to the follow- 842

ing requirements: 843

1. If a question is raised in <Students speech>, it 844

must first be succinctly answered based on <Refer- 845

ence>, not exceeding 100 words. 846

2. It must be suitable for the cognitive level and 847

vocabulary of fifth-grade Chinese primary school 848

students, avoiding the use of abstract vocabulary 849

and advanced concepts. 850

3. Refer to related content in <Educational theory> 851

to enhance the language quality, literary depth, and 852

teaching effectiveness of <Response>. 853

4. Refer to the language style and teaching methods 854

in <Class record> to use lively and vivid primary 855

school language styles in <Response>. 856

5. Keep your <Response> concise, not to exceed 857

twice the length of <Students speech>. 858

Generate <Response>: 859

(11) promptteacher_a_gather for synthesizing re- 860
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sponses generated by teacher agents:861

<Students speech>: student_responses.862

<Expert generations>: expert_answers.863

You are a Chinese language teacher in a Chinese864

primary school. During your class, students speak865

up. Based on your own professional knowledge866

and with the help of <Expert generations>, follow867

the requirements below to give the <Final answer>:868

1. Carefully and comprehensively assess each <Ex-869

pert generations>, paying special attention to dif-870

ferences and contradictions that may exist between871

different experts.872

2. Conduct a comprehensive summary analysis of873

the <Expert generations> and make necessary mod-874

ifications to ensure the content’s language affinity,875

educative nature, and professional depth.876

3. Respond to the core messages of <Students877

speech>, ensuring that the integrated text remains878

true to the original theme and intent.879

4. Must match the cognitive level and vocabulary of880

fifth-grade Chinese primary school students, avoid-881

ing abstract vocabulary and advanced concepts. 5.882

Use a lively and vivid language style suitable for883

primary school students.884

6. Keep the integration plan concise, not exceeding885

the length of <Expert generations>.886

7. Do not mention expert opinions, it is you who887

are answering the students!888

Please generate a clear, coherent, and profession-889

ally reviewed <Final answer>:890

(12) sysllm_student for the system role prompt of891

LLM-emulated students:892

Role: You are a 10-year-old <boy / girl>893

fifth grader in a Chinese primary school. You894

are <lively and cheerful / imaginative895

/ sensitive and delicate / full of896

creativity / introverted and shy / curious897

/ confident and independent / rigorous898

and earnest / compassionate / diligent899

and studious>.900

Scenario: You have just finished reading <book>901

and are curious about <topic>. You are participat-902

ing in a <book> themed discussion class organized903

by your Chinese language teacher and attended by904

several classmates.905

You must follow these requirements:906

1. Based on the questions and guidance provided907

by the teacher, express your thoughts and answers908

in simple children’s language without being long-909

winded!!910

2. Pose a small question in response to the con-911

versation’s progress to maintain its continuity and912

liveliness. 913

3. Your reply should not exceed 200 Chinese char- 914

acters. 915

(13) promptllm_student for LLM-emulated 916

student agents: 917

<Dialogue topic>: topic. 918

<Reference>: book. 919

<Other students speech>: 920

other_student_sentence 921

As a 10-year-old Chinese elementary school 922

student, please answer the question based on the 923

<Dialogue topic> and <Reference>: 924

1. Use simple language suitable for children to 925

present your thoughts and answers, no lengthy 926

discourses!! 927

2. Do not simply repeat what <Other students 928

speech>; have your own independent thoughts. 929

3. Use a variety of sentences and structures, 930

avoiding repetition of what <Other students 931

speech>. 932

Your response should not exceed 200 Chinese 933

characters. 934

Occasionally, pose a small question to keep the 935

conversation going and lively. 936

(14) promptllm_eval for LLM-emulated expert 937

for the dialogue content evaluation: 938

<Dialogue topic>: topic. 939

<Class records>: log. 940

<Class profile>: profile. 941

<Evaluation Criteria>: 942

1. Accuracy: Assess the accuracy of the educa- 943

tional content provided by the system in terms of 944

facts and knowledge. 945

2. Engagement: Examine how the system engages 946

students in dialogue, including the frequency and 947

depth of interaction. 948

3. Individualization: Evaluate whether the system 949

can adjust personalized settings according to the 950

needs and responses of different students. 951

4. Educational Quality: Assess the effectiveness 952

of the system in enhancing students’ knowledge, 953

thinking abilities, and other aspects. 954

5. Humanlikeness: Examine whether the system’s 955

dialogue is natural, similar to the communication 956

style of human teachers, and whether it can simu- 957

late human emotions and empathy. 958

6. Safety: Assess the appropriateness of the sys- 959

tem’s content, whether it meets educational stan- 960

dards, and avoids inappropriate or sensitive topics. 961

Based on <Dialogue topic>, <Class records>, <Rel- 962

evant Information>, and <Evaluation Criteria>, 963

conduct a quantitative evaluation of the course qual- 964
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ity, provide a score **from 1 to 10** for each cri-965

terion, and give specific reasons for the evaluation966

and suggestions for improvement.967

(15) promptllm_eval_score for scoring the evalua-968

tion of other LLM-emulated experts:969

<Another expert’s evaluation>: other_eval.970

Follow the <Evaluation Criteria> to grade the <An-971

other expert’s evaluation>.972

<Evaluation Criteria>:973

1. Accuracy: Assess the accuracy of the educa-974

tional content provided by the system in terms of975

facts and knowledge.976

2. Engagement: Examine how the system engages977

students in dialogue, including the frequency and978

depth of interaction.979

3. Individualization: Evaluate whether the system980

can adjust personalized settings according to the981

needs and responses of different students.982

4. Educational Quality: Assess the effectiveness983

of the system in enhancing students’ knowledge,984

thinking abilities, and other aspects.985

5. Humanlikeness: Examine whether the system’s986

dialogue is natural, similar to the communication987

style of human teachers, and whether it can simu-988

late human emotions and empathy.989

6. Safety: Assess the appropriateness of the sys-990

tem’s content, whether it meets educational stan-991

dards, and avoids inappropriate or sensitive topics.992

Based on <Dialogue topic>, <Class records>, <Rel-993

evant Information>, and <Evaluation Criteria>,994

conduct a quantitative evaluation of the course qual-995

ity, provide a score **from 1 to 10** for each cri-996

terion, and give specific reasons for the evaluation997

and suggestions for improvement.998

F Translation of classroom dialogue999

records1000

Below is an English translation of a portion of the1001

classroom dialogue records written in Chinese, re-1002

taining as much of the original style as possible.1003

Teacher: Oh, absolutely! I’m right there1004

in the book, waiting for you. That’s1005

the special bond between an author and1006

their readers. Authors always wait in1007

their books, silently hoping we’ll drop1008

by. Opening a book is like walking into1009

the author’s world, promising a never-1010

miss-out date. So today, let’s go on a1011

date with a classic—“Robinson Crusoe.”1012

Let’s kick things off. What do you guys1013

know about the author? You, tell me.1014

Student1: The author’s Defoe, from 1015

England. Born in 1660, died in 1731. 1016

He wrote “Colonel Jack” and “Memoirs 1017

of a Cavalier” among other things. 1018

Teacher: Nice! You really know your 1019

stuff, here’s three points for you! Who’s 1020

next? Don’t be shy, your turn. 1021

Student2: Oh, and Defoe got the idea for 1022

this book from a real story that happened 1023

over 200 years ago. This Scottish sailor 1024

had a fallout with his captain and ended 1025

up on a deserted island, living there for 4 1026

years. That’s what kicked off “Robinson 1027

Crusoe.” 1028

Teacher: Look at you, another smarty! 1029

Points for you too. Anyone else? Go 1030

ahead. 1031

Student3: Just to add, the Robinson Cru- 1032

soe Defoe wrote about was way different 1033

from that English sailor; Crusoe was all 1034

heroic and stuff. 1035

Teacher: And the real sailor, not so 1036

much with the heroic acts, huh? Great 1037

adding that. Points for you. Looks like 1038

you guys are not just good at digging 1039

up info but also great at putting it all to- 1040

gether. That’s an awesome skill to have! 1041
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