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Abstract
In generative modeling, tokenization simplifies
complex data into compact, structured represen-
tations, creating a more efficient, learnable space.
For high-dimensional visual data, it reduces re-
dundancy and emphasizes key features for high-
quality generation. Current visual tokenization
methods rely on a traditional autoencoder frame-
work, where the encoder compresses data into la-
tent representations, and the decoder reconstructs
the original input. In this work, we offer a new
perspective by proposing denoising as decoding,
shifting from single-step reconstruction to itera-
tive refinement. Specifically, we replace the de-
coder with a diffusion process that iteratively re-
fines noise to recover the original image, guided
by the latents provided by the encoder. We evalu-
ate our approach by assessing both reconstruction
(rFID) and generation quality (FID), comparing it
to state-of-the-art autoencoding approaches. By
adopting iterative reconstruction through diffu-
sion, our autoencoder, namely ϵ-VAE, achieves
high reconstruction quality, which in turn en-
hances downstream generation quality by 22% at
the same compression rates or provides 2.3× in-
ference speedup through increasing compression
rates. We hope this work offers new insights into
integrating iterative generation and autoencoding
for improved compression and generation.

1. Introduction
Two dominant paradigms in modern visual generative mod-
eling are autoregression (Radford et al., 2018) and diffu-
sion (Ho et al., 2020). Tokenization is essential for both:
discrete tokens allow step-by-step conditional generation in
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autoregressive models, while continuous latents enable effi-
cient learning in the denoising process of diffusion models.
In either case, empirical results demonstrate that tokeniza-
tion enhances generative performance. Here, we focus on
continuous tokenization for latent diffusion models, which
excel at generating high-dimensional visual data.

In this paper, we revisit the conventional autoencoding
pipeline, which typically consists of an encoder that com-
presses the input into a latent representation and a decoder
that reconstructs the original data in a single step. Instead
of a deterministic decoder, we introduce a diffusion pro-
cess (Ho et al., 2020; Song et al., 2021), where the encoder
still compresses the input into a latent representation, but
reconstruction is performed iteratively through denoising.
This reframing turns the reconstruction phase into a progres-
sive refinement process, where the diffusion model, guided
by the latent representation, gradually restores the origi-
nal data. While previous work (Preechakul et al., 2022)
and concurrent work (Birodkar et al., 2024) have explored
diffusion mechanisms in autoencoding, none have fully re-
alized a practical diffusion-based autoencoder. By carefully
co-designing architecture and objectives, we firstly show
that our approach outperforms state-of-the-art autoencoding
paradigms in reconstruction fidelity, sampling efficiency,
and resolution generalization.

To effectively implement our approach, several key design
factors must be carefully considered. First, the architectural
design must ensure that the diffusion decoder is effectively
conditioned on the encoder latent representations. Second,
the training objectives should leverage synergies with tra-
ditional autoencoding losses, such as LPIPS (Zhang et al.,
2018) and GAN (Esser et al., 2021). Finally, diffusion-
specific design choices play a crucial role, including: (1)
model parameterization, which defines the prediction tar-
get for the diffusion decoder; (2) noise scheduling, which
shapes the optimization trajectory; and (3) the distribution of
time steps during training and testing, which balances noise
levels for effective learning and generation. Our study sys-
tematically examines these components through controlled
experiments, demonstrating their impact on achieving a
high-performing diffusion-based autoencoder. We show in
the experiments that under the standard configuration (Rom-
bach et al., 2022), our method obtains a 40% improvement in
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terms of reconstruction quality, leading to 22% better image
generation quality. More notably, we achieve 2.3× higher
inference throughput by increasing compression rates, while
keeping competitive generation quality.

In summary, our contributions are as follows: (1) introduc-
ing a novel approach that fully leverages the capabilities of
diffusion decoders for more practical diffusion-based au-
toencoding, achieving strong rFID, high sampling efficiency
(within 1 to 3 steps), and robust resolution generalization;
(2) presenting key design choices in both architecture and
objectives to optimize performance; and (3) conducting ex-
tensive controlled experiments that demonstrate our method
achieves high-quality reconstruction and generation results,
outperforming leading visual auto-encoding paradigms.

2. Background
We start by briefly reviewing the basic concepts required to
understand the proposed method. A more detailed summary
of related work is deferred to Appx. B.

Visual autoencoding. To achieve efficient and scalable
high-resolution image synthesis, common generative mod-
els, including autoregressive models (Razavi et al., 2019;
Esser et al., 2021; Chang et al., 2022) and diffusion mod-
els (Rombach et al., 2022), are typically trained in a low-
resolution latent space by first downsampling the input im-
age using a tokenizer. The tokenizer is generally imple-
mented as a convolutional autoencoder consisting of an
encoder, E , and a decoder, G. Specifically, the encoder,
E , compresses an input image x ∈ RH×W×3 into a set
of latent codes (i.e., tokens), E(x) = z ∈ RH/f×W/f×nz ,
where f is the downsampling factor and nz is the latent
channel dimensions. The decoder, G, then reconstructs the
input from z, such that G(z) = x.

Training an autoencoder primarily involves several losses:
reconstruction loss Lrec, perceptual loss (LPIPS) LLPIPS, and
adversarial loss Ladv. The reconstruction loss minimizes
pixel differences (i.e., typically measured by the ℓ1 or ℓ2
distance) between x and G(z). The LPIPS loss (Zhang et al.,
2018) enforces high-level structural similarities between
inputs and reconstructions by minimizing differences in
their intermediate features extracted from a pre-trained VGG
network (Simonyan & Zisserman, 2015). The adversarial
loss (Esser et al., 2021) introduces a discriminator, D, which
encourages more photorealistic outputs by distinguishing
between real images, D(x), and reconstructions, D(G(z)).
The final training objective is a weighted combination of
these losses:

LVAE = Lrec + λLPIPS · LLPIPS + λadv · Ladv, (1)

where the λ values are weighting coefficients. In this paper,
we consider the autoencoder optimized by Eq. 1 as our main

competing baseline (Esser et al., 2021), as it has become
a standard tokenizer training scheme widely adopted in
state-of-the-art image and video generative models (Chang
et al., 2022; Rombach et al., 2022; Yu et al., 2022; 2023;
Kondratyuk et al., 2024; Esser et al., 2024).

Diffusion. Given a data distribution px and a noise distri-
bution pϵ, a diffusion process progressively corrupts clean
data x0 ∼ px by adding noise ϵ ∼ pϵ and then reverses
this corruption to recover the original data (Song & Ermon,
2019; Ho et al., 2020), represented as:

xt = αt · x0 + σt · ϵ, (2)

where t ∈ [0,T] and ϵ is drawn from a standard Gaus-
sian distribution, pϵ = N (0, I). The functions αt and
σt govern the trajectory between clean data and noise, af-
fecting both training and sampling. The basic parameter-
ization in Ho et al. (2020) defines σt =

√
1− α2

t with

αt =
(∏t

s=0(1− βs)
) 1

2

for discrete timesteps. The diffu-
sion coefficients βt are linearly interpolated values between
β0 and βT−1 as βt = β0+

t
T−1 (βT−1−β0), with start and

end values are set empirically.

The forward and reverse diffusion processes are described
by the following factorizations:

q(x∆t:T|x0) =

T∏
i=1

q(xi·∆t|x(i−1)·∆t)

and p(x0:T) = p(xT)

T∏
i=1

p(x(i−1)·∆t|xi·∆t),

(3)

where the forward process q(x∆t:T|x0) transitions clean
data x0 to noise xT = ϵ, while the reverse process p(x0:T)
recovers clean data from noise. ∆t denotes the time step
interval or step size.

During training, the model learns the score function
∇ log pt(x) ∝ − ϵ

σt
, which represents gradient pointing to-

ward the data distribution along the noise-to-data trajectory.
In practice, the model sΘ(xt, t) is optimized by minimizing
the score-matching objective:

Lscore = min
Θ

Et∼π(t),ϵ∼N (0,I)

[
wt∥σtsΘ(xt, t) + ϵ∥2

]
,

(4)
where π(t) defines the time-step sampling distribution and
wt is a time-dependent weight. These elements together
influence which time steps or noise levels are prioritized
during training. Conceptually, the diffusion model learns
the tangent of the trajectory at each point along the path.
During sampling, it progressively recovers clean data from
noise based on its predictions.

Rectified flow provides a specific parametrization of αt and
σt such that the trajectory between data and noise follows a
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“straight” path (Liu et al., 2023; Albergo & Vanden-Eijnden,
2023). This trajectory is represented as:

xt = (1− t) · x0 + t · ϵ, (5)

where t ∈ [0, 1]. In this formulation, the gradient along the
trajectory, ϵ− x0, is deterministic, often referred to as the
velocity. The model vΘ(xt, t) is parameterized to predict
velocity by minimizing:

min
Θ

Et∼π(t),ϵ∼N (0,I)

[
∥vΘ(xt, t)− (ϵ− x)∥2

]
. (6)

We note that this objective is equivalent to a score matching
form (Eq. 4), with the weight wt = ( 1

1−t )
2. This equiv-

alence highlights that alternative model parameterizations
reduce to a standard denoising objective, where the primary
difference lies in the time-dependent weighting functions
and the corresponding optimization trajectory (Kingma &
Gao, 2024).

During sampling, the model follows a simple probability
flow ODE:

dxt = vΘ(xt, t) · dt. (7)

Although a perfect straight path could theoretically be
solved in a single step, the independent coupling between
data and noise often results in curved trajectories, necessi-
tating multiple steps to generate high-quality samples (Liu
et al., 2023; Lee et al., 2024). In practice, we iteratively
apply the standard Euler solver (Euler, 1845) to sample data
from noise.

3. Method
We introduce ϵ-VAE, with an overview provided in Fig. 1.
The core idea is to replace single-step, deterministic de-
coding with an iterative, stochastic denoising process. By
reframing autoencoding as a conditional denoising problem,
we anticipate two key improvements: (1) more effective gen-
eration of latent representations, allowing the downstream
latent diffusion model to learn more efficiently, and (2) en-
hanced decoding quality due to the iterative and stochastic
nature of the diffusion process.

We systematically explore the design space of model ar-
chitecture, objectives, and diffusion training configurations,
including noise and time scheduling. While this work pri-
marily focuses on generating continuous latents for latent
diffusion models, the concept of iterative decoding could
also be extended to discrete tokens, which we leave for
future exploration.

3.1. Modeling

ϵ-VAE retains the encoder E while enhancing the decoder G
by incorporating a diffusion model, transforming the stan-
dard decoding process into an iterative denoising task.

Conditional denoising. Specifically, the input x ∼ px is
encoded by the encoder as z = E(x), and this encoding
serves as a condition to guide the subsequent denoising
process. This reformulates the reverse process in Eq. 3 into
a conditional form (Nichol & Dhariwal, 2021):

p(x0:T|z) = p(xT)

T∏
i=1

p(x(i−1)·∆t|xi·∆t, z), (8)

where the denoising process from the noise xT = ϵ to the
input x0 = x, is additionally conditioned on z over time.
Here, the decoder is no longer deterministic, as the process
starts from random noise. For a more detailed discussion on
this autoencoding formulation, we refer readers to Appx. A.

Architecture and conditioning. We adopt the standard U-
Net architecture from Dhariwal & Nichol (2021) for our dif-
fusion decoder G, while also exploring Transformer-based
models (Peebles & Xie, 2023). For conditional denois-
ing, we concatenate the conditioning signal with the input
channel-wise, following the approach of diffusion-based
super-resolution models (Ho et al., 2022; Saharia et al.,
2022b). Specifically, low-resolution latents are upsampled
using nearest-neighbor interpolation to match the resolution
of xt, then concatenated along the channel dimension. In
Appx. D, although we experimented with conditioning via
AdaGN (Nichol & Dhariwal, 2021), it did not yield signifi-
cant improvement and introduced additional overhead, so
we adopt channel concatenation.

3.2. Objectives

We adopt the standard autoencoding objective from Eq. 1 to
train ϵ-VAE, with a key modification: replacing the recon-
struction loss Lrec used for the standard decoder with the
score-matching loss Lscore for training the diffusion decoder.
Additionally, we introduce a strategy to adjust the percep-
tual LLPIPS and adversarial Ladv losses to better align with
the diffusion decoder training.

Velocity prediction. We adopt the rectified flow parame-
terization, utilizing a linear optimization trajectory between
data and noise, combined with velocity-matching objective
(Eq. 6). We inject the encoder output z into the objective by
replacing vΘ(xt, t) with G(xt, t,z).

Perceptual matching. The LPIPS loss (Zhang et al., 2018)
minimizes the perceptual distance between the reconstruc-
tions and real images using pre-trained models, typically
VGG network (Esser et al., 2021; Yu et al., 2023; 2022).
We apply this feature-matching objective to train ϵ-VAE.
However, unlike traditional autoencoders, ϵ-VAE predicts
velocity instead of directly reconstructing the image during
training, making it infeasible to compute the LPIPS loss
directly between the prediction and the target image. To
address this, we leverage the simple reversing step from
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Figure 1. An overview of ϵ-VAE. We frame visual decoding as an iterative denoising problem by replacing the autoencoder decoder with
a diffusion model, optimized using a combination of score, perception, and trajectory matching losses. During inference, images are
reconstructed (or generated) from encoded (or sampled) latents through an iterative denoising process. The number of sampling steps
N can be flexibly adjusted within small NFE regimes (from 1 to 3). We empirically confirm that ϵ-VAE significantly outperforms the
standard VAE schema, even with just a few steps.

Eq. 6 to estimate x0 from the prediction and xt as follows:

x̂t
0 = xt − t · G(xt, t,z), (9)

where x̂t
0 represents the reconstructed image estimated by

the model at time t. We then compute the LPIPS loss be-
tween x̂t

0 and the target real image x.

Denoising trajectory matching. The adversarial loss en-
courages photorealistic outputs by comparing the reconstruc-
tions to real images. We modify this to better align with
a diffusion decoder. Specifically, our approach adapts the
standard adversarial loss to enforce trajectory consistency
rather than solely on realism. In practice, we achieve this
by minimizing the following divergence, Dadv:

min
Θ

Et∼pt

[
Dadv

(
q(x0|xt)||pΘ(x̂t

0|xt)
)]

, (10)

where Dadv is a probability distance metric (Goodfellow
et al., 2014; Arjovsky et al., 2017), and we adopt the basic
non-saturating GAN (Goodfellow et al., 2014).

For adversarial training, we design a time-dependent dis-
criminator that takes time as input using AdaGN ap-
proach (Dhariwal & Nichol, 2021). To simulate the trajec-
tory, we concatenate x0 and xt along the channel dimension.
The generator parameterized by Θ, and the discriminator,
parameterized by Φ, are then optimized through a minimax
game as:

min
Θ

max
Φ

Ladv = Eq(x0|xt) [logDΦ(x0,xt, t)]

+ EpΘ(x̂t
0|xt)

[
log

(
1−DΦ(x̂

t
0,xt, t)

)]
, (11)

where fake trajectories pΘ(x̂t
0|xt) are contrasted with real

trajectories q(x0|xt). To further stabilize training, we ap-
ply the R1 gradient penalty to the discriminator param-
eters (Mescheder et al., 2018). In Appx. D, we explore
alternative matching approaches, including the standard
adversarial method of comparing individual reconstruc-
tions x̂t

0 with real images x0, matching the trajectory steps
xt → xt−∆t (Xiao et al., 2022; Wang et al., 2024a), and our
start-to-end trajectory matching xt → x0, with the latter
showing the best performance.

Final training objective combines Lscore, LLPIPS, and Ladv,
with empirically adjusted weights (see Appx. C.2).

Note that applying LPIPS and adversarial losses on the esti-
mated one-step sample could lead to potential objective bias.
However, we would like to emphasize that ϵ-VAE differs
significantly from traditional diffusion models in that its
diffusion decoder is conditioned on encoded latents z. This
conditioning provides a strong prior about the input image
to reconstruct, resulting in a more accurate estimated one-
step sample than in typical diffusion scenarios. Therefore,
we believe the potential for objective bias is considerably
reduced in ϵ-VAE. Fine-tuning the diffusion decoder with
frozen z like Sargent et al. (2025) could be a promising
avenue for further improvement, which we will explore in
our future work.

3.3. Noise and time scheduling

Noise scheduling. In diffusion models, noise scheduling
involves progressively adding noise to the data over time
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by defining specific functions for αt and σt in Eq. 2. This
process is crucial as it determines the signal-to-noise ra-
tio, λt =

α2
t

σ2
t

, which directly influences training dynamics.
Noise scheduling can also be adjusted by scaling the inter-
mediate states xt with a constant factor γ ∈ (0, 1], which
shifts the signal-to-noise ratio downward. This makes train-
ing more challenging over time while preserving the shape
of the trajectory (Chen, 2023).

In this work, we define αt and σt according to rectified
flow formulation, while also scaling xt by γ, with the value
chosen empirically. However, when γ ̸= 1, the variance of
xt changes, which can degrade performance (Karras et al.,
2022). To address this, we normalize the denoising input
xt by its variance after scaling, ensuring it preserves unit
variance over time (Chen, 2023).

Time scheduling. Another important aspect in diffusion
models is time scheduling for both training and sampling,
controlled by π(t) during training and ∆t during sampling,
as outlined in Eq. 3 and Eq. 4. A common choice for π(t)
is the uniform distribution U(0, T ), which applies equal
weight to each time step during training. Similarly, uniform
time steps ∆t = 1

T are typically used for sampling. How-
ever, to improve model performance on more challenging
time steps and focus on noisy regimes during sampling, the
time scheduling strategy should be adjusted accordingly.

In this work, we sample t from a logit-normal distribu-
tion (Atchison & Shen, 1980), which emphasizes interme-
diate timesteps (Esser et al., 2024). During sampling, we
apply a reversed logarithm mapping ρlog defined as:

ρlog(t;m,n) =
log(m)− log (t · (m− n) + n)

log(m)− log(n)
, (12)

where we set m = 1 and n = 100, resulting in denser
sampling steps early in the inference process.

4. Experiments
We evaluate the effectiveness of ϵ-VAE on image reconstruc-
tion and generation tasks using the ImageNet (Deng et al.,
2009). The VAE formulation by Esser et al. (2021) serves
as a strong baseline due to its widespread use in modern
image generative models (Rombach et al., 2022; Peebles &
Xie, 2023; Esser et al., 2024). We perform controlled exper-
iments to compare reconstruction and generation quality by
varying model scale, latent dimension, downsampling rates,
and input resolution.

Model configurations. We use the encoder and discrimina-
tor architectures from VQGAN (Esser et al., 2021) and
keep consistent across all models. The decoder design
follows BigGAN (Brock et al., 2019) for VAE and from
ADM (Dhariwal & Nichol, 2021) for ϵ-VAE. Additionally,
we experiment with the DiT architecture (Peebles & Xie,

2023) for ϵ-VAE. To evaluate model scaling, we test five
decoder variants: base (B), medium (M), large (L), extra-
large (XL), and huge (H), by adjusting width and depth
accordingly. Further model specifications are provided in
Appx. C.1.

We experiment with the following two encoder configura-
tions. ϵ-VAE-lite: a light-weight version with 6M param-
eters, a downsampling rate of 16, and 8 latent channels;
ϵ-VAE-SD: a standard version based on Stable Diffusion
with 34M parameters, a downsampling rate of 8, and 4 latent
channels. ϵ-VAE-lite is intentionally designed as a more
challenging setup and serves as the primary focus of analy-
sis in the paper. For this configuration, we further explore
downsampling rates of 4, 8, and 32, as well as latent di-
mensions of 4, 16, and 32 channels. Both VAE and ϵ-VAE
are trained to reconstruct 128 × 128 images under these
controlled conditions. Additionally, we validate our method
in the standard setup of ϵ-VAE-SD, where we compare it
against state-of-the-art VAEs.

Evaluation. We evaluate the autoencoder on both recon-
struction and generation quality using Fréchet Inception Dis-
tance (FID) (Heusel et al., 2017) as the primary metric, and
we also report PSNR and SSIM as secondary metrics. For
reconstruction quality (rFID), FID is computed at both train-
ing and higher resolutions to assess generalization across
resolutions. For generation quality (FID), we generate la-
tents from the trained autoencoders and use them to train the
DiT-XL/2 latent generative model (Peebles & Xie, 2023).
This latent model remains fixed across all generation ex-
periments, meaning improved autoencoder latents directly
enhance generation quality.

4.1. Reconstruction quality

Decoder architecture. We explore two major architectural
designs: the UNet-based architecture from ADM (Dhariwal
& Nichol, 2021) and the Transformer-based DiT (Peebles
& Xie, 2023). We compare various model sizes–ADM:{B,
M, L, XL, H} and DiT:{S, B, L, XL} with patch sizes of
{4, 8}. The results are summarized in Fig. 2 (left). ADM
consistently outperforms DiT across the board. While we
observe rFID improvements in DiT when increasing the
number of tokens by reducing patch size, this comes with
significant computational overhead. The overall result aligns
with the original design intentions: ADM for pixel-level
generation and DiT for latent-level generation. For the
following experiments, we use the ADM architecture for
our diffusion decoder.

Compression rate. Compression can be achieved by ad-
justing either the channel dimensions of the latents or the
downsampling factor of the encoder. In Fig. 2 (middle and
right), we compare VAE and ϵ-VAE across these two aspects.
The results show that ϵ-VAE consistently outperforms VAE
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Figure 2. Architecture and compression analysis. The ϵ-VAE decoder uses either a UNet-based ADM or Transformer-based DiT (left).
ϵ-VAE and VAE are evaluated under different compression rates by varying latent channel dimensions (middle) or encoder downsampling
factors (right). We follow the ϵ-VAE-lite configuration in these experiments.

Table 1. ImageNet reconstruction results (rFID) at different
resolutions using VAEs trained at 128× 128. † denotes training
at 128× 128 followed by fine-tuning at a higher resolution.

Resolution (ImageNet) 128 256 512 256†

SD-VAE (Rombach et al., 2022) 4.54 1.21 0.91 0.86
LiteVAE (Sadat et al., 2024) 4.40 0.97 - 0.73

ϵ-VAE-SD (B) 1.94 0.65 0.61 0.52
ϵ-VAE-SD (M) 1.58 0.55 0.53 0.47
ϵ-VAE-SD (L) 1.47 0.52 0.41 0.45
ϵ-VAE-SD (XL) 1.34 0.49 0.39 0.43
ϵ-VAE-SD (H) 1.00 0.44 0.35 0.38

in terms of rFID, particularly as the compression ratio in-
creases. Specifically, as shown on the middle graph, ϵ-VAE
achieves lower rFIDs than VAE across all channel dimen-
sions, with a notable gap at lower dimensions (4 and 8). On
the right graph, ϵ-VAE maintains lower rFIDs than VAE
even as the downsampling factor increases, with the gap
widening significantly at larger factors (16 and 32). Further-
more, ϵ-VAE delivers comparable or superior rFIDs even
when the compression ratio is doubled, demonstrating its
robustness and effectiveness in high-compression scenarios.

Resolution generalization. A notable feature of conven-
tional autoencoders is their capacity to generalize and recon-
struct images at higher resolutions during inference (Rom-
bach et al., 2022). To assess this, we conduct inference
on images with resolutions of 256 × 256 and 512 × 512,
using ϵ-VAE and VAE models trained at 128 × 128. As
shown in Tab. 1, ϵ-VAE effectively generalizes to higher res-
olutions, consistently preserving its performance advantage
over other VAEs. Furthermore, we find that fine-tuning mod-
els at the target (higher) resolution leads to improvement at
it, which is consistent with the observation made by Sadat
et al. (2024). We hence utilize this multi-stage training strat-
egy in the following experiments when the target resolution
is larger than 128× 128.

Comparisons to state-of-the-art VAEs. We provide im-
age reconstruction results under the same configuration as
VAEs in Stable Diffusion (SD-VAE): an encoder with 34M
parameters and a channel dimension of 4 for 256× 256 im-
age reconstruction. We evaluate rFID, PSNR and SSIM on
the full validation sets of ImageNet and COCO-2017 (Lin
et al., 2014), with the results summarized in Tab. 2. Our
finds reveal that ϵ-VAE outperforms state-of-the-art VAEs
when the decoder sizes are comparable, and its performance
can be further improved by scaling up the decoder. This
demonstrates the strong model scalability of our framework.

One-step ϵ-VAE. Note that the denoising process of ϵ-VAE
demonstrates promising results even with a single itera-
tion. To show this, we provide a direct comparison between
SD-VAE and our one-step ϵ-VAE models in Tab. 3. This
table presents image reconstruction quality on ImageNet
256× 256 with the 8× 8 downsampling factor. As shown,
both ϵ-VAE (B) and ϵ-VAE (M) outperform SD-VAE across
all metrics. These results confirm the effectiveness and
efficiency of our one-step models compared to SD-VAE.
Consequently, this allows ϵ-VAE to be adapted for scenarios
with latency-sensitive requirements, e.g., real-time visual-
ization during image generation, by reducing the decoding
step to a single pass.

4.2. Class-conditional image generation

We now evaluate the generative performance of ϵ-VAE when
combined with latent diffusion models (Rombach et al.,
2022). We perform standard class-conditional image gener-
ation tasks using the DiT-XL/2 model as our latent gener-
ative model (Peebles & Xie, 2023). Further details on the
training setup are provided in Appx. C.3. Tab. 4 presents
the image generation results of ϵ-VAE and other competing
VAEs at resolutions of 256 × 256. The results show that
ϵ-VAE consistently outperforms other VAEs across differ-
ent dowmsampling factors. In addition, we emphasize that
ϵ-VAE achieves favorable generation quality while using
only 25% of the token length typically required by SD-VAE.
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Table 2. Comparisons with state-of-the-art image autoencoders. All results are computed on 256× 256 ImageNet 50K validation set
and COCO-2017 5K validation set. ϵ-VAE-SD (M) achieves better reconstruction quality while having similar parameters (49M) in the
decoder with other VAEs. Further improvements are obtained after we scale up to ϵ-VAE-SD (H) which has 355M decoder parameters.

Downsample
factor Method Discrete

latent
Latent
dim.

ImageNet COCO
rFID↓ PSNR↑ SSIM↑ rFID↓ PSNR↑ SSIM↑

16× 16

VQGAN (Esser et al., 2021) ✓ 256 4.99 20.00 0.629 12.29 19.57 0.630
MaskGIT (Chang et al., 2022) ✓ 256 2.28 - - - - -
LlamaGen (Sun et al., 2024) ✓ 8 2.19 20.79 0.675 8.11 20.42 0.678
SD-VAE (Rombach et al., 2022) ✗ 4 2.93 20.57 0.662 8.89 19.95 0.670
ϵ-VAE-SD (M) ✗ 4 1.91 21.27 0.693 6.12 22.38 0.718
ϵ-VAE-SD (H) ✗ 4 1.35 22.60 0.711 4.18 24.26 0.830

8× 8

VQGAN (Esser et al., 2021) ✓ 4 1.19 23.38 0.762 5.89 23.08 0.771
ViT-VQGAN (Yu et al., 2022) ✓ 32 1.28 - - - - -
LlamaGen (Sun et al., 2024) ✓ 8 0.59 24.45 0.813 4.19 24.20 0.822
SD-VAE (Rombach et al., 2022) ✗ 4 0.74 25.68 0.820 4.45 25.41 0.831
SDXL-VAE (Podell et al., 2024) ✗ 4 0.68 26.04 0.834 4.07 25.76 0.845
LiteVAE (Sadat et al., 2024) ✗ 4 0.87 26.02 0.740 - - -
ϵ-VAE-SD (M) ✗ 4 0.47 27.65 0.841 3.98 25.88 0.850
ϵ-VAE-SD (H) ✗ 4 0.38 29.49 0.851 3.65 26.01 0.856

Table 3. Image reconstruction results of one-step ϵ-VAE and
SD-VAE on ImageNet 256 × 256. A downsampling factor of
8 × 8 is used for comparison. We include two variants of our
model in the results: ϵ-VAE-SD (B), which has a similar inference
speed to SD-VAE, and ϵ-VAE-SD (M), which matches SD-VAE in
the number of parameters.

Method rFID↓ PSNR↑ SSIM↑
SD-VAE (Rombach et al., 2022) 0.74 25.68 0.820
ϵ-VAE-SD (B) 0.57 25.91 0.826
ϵ-VAE-SD (M) 0.51 26.45 0.830

This token length reduction significantly accelerates latent
diffusion model generation, leading to 2.3× higher infer-
ence throughput while maintaining competitive generation
quality. These results confirm that the performance gains
from the reconstruction task successfully transfer to the gen-
eration task, further validating the effectiveness of ϵ-VAE.

More importantly, ϵ-VAE-SD achieves around 25% improve-
ment in generation quality over SD-VAE at the 32 × 32
downsampling factor, alongside a 3.2× inference speedup
than SD-VAE at the 16 × 16 downsampling factor with
comparable FID. We observed similar training speedups
for latent diffusion models utilizing ϵ-VAE at this higher
downsampling rate. These gains are more pronounced than
those observed when increasing the downsampling factor
from 8× 8 to 16× 16. These findings strongly suggest that
the benefits of ϵ-VAE and latent diffusion pipeline could be
amplified with higher downsampling factors.

An additional advantage of scaling the autoencoder over
the latent model lies in computational efficiency. Recent
trends show latent diffusion models increasingly adopt
Transformer architectures (Peebles & Xie, 2023), where

Table 4. Benchmarking class-conditional image generation on
ImageNet 256× 256. We use the DiT-XL/2 architecture (Esser
et al., 2024) for latent diffusion models, and we do not apply
classifier-free guidance (Ho & Salimans, 2022).

Downsample
factor Method Throughput

(image/ks) FID↓

32× 32
SD-VAE (Rombach et al., 2022) 3991 21.31
ϵ-VAE-SD (M) 3865 15.98
ϵ-VAE-SD (H) 3870 14.26

16× 16
SD-VAE (Rombach et al., 2022) 1220 14.59
ϵ-VAE-SD (M) 1192 10.68
ϵ-VAE-SD (H) 1180 9.72

8× 8

Asym-VAE (Zhu et al., 2023) 502 10.85
Omni-VAE (Wang et al., 2024b) 480 12.25
SD-VAE (Rombach et al., 2022) 522 11.63
ϵ-VAE-SD (M) 491 9.39
ϵ-VAE-SD (H) 477 8.85

2.3×

self-attention scales quadratically with input resolution. In
contrast, our convolution-based UNet decoder offers more
favorable linear scaling. As models grow, shifting complex-
ity to the autoencoder helps reduce the burden on the latent
model, leading to a more efficient overall system.

4.3. Ablation studies

We conduct a component-wise analysis to validate our key
design choices, focusing on three critical aspects: architec-
ture, objectives, and noise & time scheduling. We evaluate
the reconstruction quality (rFID) and sampling efficiency
(NFE). The results are summarized in Tab. 5.

Baseline. Our evaluation begins with a baseline model: an
autoencoder with a diffusion decoder, trained solely using
the score matching objective. This baseline follows the
vanilla diffusion setup from Ho et al. (2020), including their
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Table 5. Ablation study on key design choices for the ϵ-VAE diffusion decoder. A systematic evaluation of the proposed architecture
(⋆), objectives (†), and noise & time scheduling (§). Each row progressively modifies or builds upon the baseline decoder, showing
improvements in performance. The results are computed under the ϵ-VAE-lite configuration.

Ablation NFE↓ rFID↓
Baseline: DDPM-based diffusion decoder 1,000 28.22
† (a) Diffusion → Rectified flow parameterization 100 24.11
§ (b) Uniform → Logit-normal time step sampling during training 50 23.44
⋆ (c) DDPM UNet → ADM UNet 50 22.04
† (d) Perceptual matching on x̂t

0 and x0 10 11.76
† (e) Adversarial denoising trajectory matching on (x̂t

0,xt) and (x0,xt) 5 8.24
§ (f) Scale xt by γ = 0.6 5 7.08
§ (g) Uniform → Reversed logarithm time spacing during inference 3 6.24
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Figure 3. Impact of our major diffusion decoder designs. Improved training objectives, particularly perceptual matching loss and
adversarial denoising trajectory matching loss, significantly contribute to better rFID scores and NFE (left). Effective noise scheduling by
modulating the scaling factor γ further enhances rFID, with an optimum value of 0.6 in our experiments (middle). Lastly, adjusting time
step spacing during inference ensures stable sampling in low NFE regimes (right). We report results under the ϵ-VAE-lite configuration.

UNet architecture, parameterization, and training configura-
tions, while extending to a conditional form as described in
Eq. 8. Building on this baseline, we progressively introduce
updates and evaluate the impact of our proposed method.

Impact of proposals. In (a), transitioning from standard
diffusion to rectified flow (Liu et al., 2023) straightens the
optimization path, resulting in significant gains in rFID and
NFE. In (b), adopting a logit-normal time step distribution
optimizes rectified flow training (Esser et al., 2024), further
improving both rFID and NFE. In (c), updates to the UNet
architecture (Nichol & Dhariwal, 2021) contribute to en-
hanced rFID scores. In (d), LPIPS loss is applied to match
reconstructions x̂t

0 with real images x0. In (e), adversar-
ial trajectory matching loss aligns (x̂t

0,xt) with (x0,xt),
the target transition in rectified flow. Both objectives im-
prove model understanding of the underlying optimization
trajectory, significantly enhancing rFID scores and NFE.

Up to this point, with the full implementation of Eq. 1, we
can compare our proposal with the VAE (B) model, which
achieves an rFID score of 11.15. Our model, with a score of
8.24, already surpasses this baseline. We further improve
performance by optimizing noise and time scheduling within
our framework, as described next.

In (f), scaling xt reduces the signal-to-noise ratio (Chen,
2023), presenting challenges for more effective learning
during training. Fig. 3 (middle) demonstrates that a scal-
ing factor of 0.6 produces the best results. Finally, in (g),
reversed logarithmic time step spacing during inference al-
lows for denser evaluations in noisier regions. Fig. 3 (right)
demonstrates that this method provides more stable sam-
pling in the lower NFE regime compared to the original
uniform spacing.

In Fig. 3 (right), reconstruction quality degrades when the
number of denoising steps exceeds three. To enable large
step sizes for the reverse process during inference, we in-
troduce the denoising trajectory matching loss to implicitly
model the conditional distribution p(x0|xt), shifting the
denoising distributions from traditional Gaussian to non-
Gaussian multimodal forms (Xiao et al., 2022). However,
the assumptions underlying this approach are most effective
when the total number of denoising steps is small. This
reveals an optimal range of one to three inference steps.
The degradation beyond this range also suggests that uni-
form step spacing may no longer be ideal. Accordingly,
we empirically explored alternative sampling strategies and
found that a reversed logarithmic schedule yields improved
performance, as shown in the figure.
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Figure 4. Image reconstruction results under the SD-VAE configuration (Rombach et al., 2022) at the resolution of 512× 512. We
find that ϵ-VAE produces more accurate visual details than SD-VAE in the highlighted regions with text or human face. Best viewed when
zoomed-in and in color.

4.4. Visualization

In addition to the quantitative results, Fig. 4 shows high-
resolution image reconstruction samples produced by SD-
VAE (Rombach et al., 2022) and ϵ-VAE at the resolution of
512× 512. We observe that reconstructed images generated
by ϵ-VAE demonstrate a better visual quality than ones
of SD-VAE. In particular, ϵ-VAE maintains a good visual
quality for small text and human face. We provide more
visual comparisons in Appx. E and throughout discussions
on the major properties and advantages of ϵ-VAE compared
to traditional VAEs in Appx. A.

5. Conclusion
We present ϵ-VAE, an effective visual tokenizer that in-
troduces a diffusion decoder into standard autoencoders,
turning single-step decoding into a multi-step probabilis-
tic process. By exploring key design choices in modeling,

objectives, and diffusion training, we demonstrate signifi-
cant performance improvements. Our approach outperforms
traditional autoencoders in both reconstruction and genera-
tion quality, particularly in high-compression scenarios. We
hope our concept of iterative generation during decoding
inspires further advancements in visual autoencoding.
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tokenization with binary spherical quantization. arXiv
preprint arXiv:2406.07548, 2024.

Zhu, Z., Feng, X., Chen, D., Bao, J., Wang, L., Chen,
Y., Yuan, L., and Hua, G. Designing a better asym-
metric VQGAN for StableDiffusion. arXiv preprint
arXiv:2306.04632, 2023.

13



Epsilon-VAE: Denoising as Visual Decoding

A. Discussion
Distribution-aware compression. Traditional image
compression methods optimize the rate-distortion trade-
off (Shannon et al., 1959), prioritizing compactness over
input fidelity. Building on this, we also aim to capture
the broader input distribution during compression, generat-
ing compact representations suitable for latent generative
models. This approach introduces an additional dimension
to the trade-off, perception or distribution fidelity (Blau &
Michaeli, 2018), which aligns more closely with the rate-
distortion-perception framework (Blau & Michaeli, 2019).

Iterative and stochastic decoding. A key question within
the rate-distortion-perception trade-off is whether the it-
erative, stochastic nature of diffusion decoding offers ad-
vantages over traditional single-step, deterministic meth-
ods (Kingma, 2013). The strengths of diffusion (Ho et al.,
2020) lie in its iterative process, which progressively refines
the latent space for more accurate reconstructions, while
stochasticity allows for capturing complex variations within
the distribution. Although iterative methods may appear
less efficient, our formulation is optimized to achieve opti-
mal results in just three steps and also supports single-step
decoding, ensuring decoding efficiency remains practical
(see Fig. 3 (left)). While stochasticity might suggest the risk
of “hallucination” in reconstructions, the outputs remain
faithful to the underlying distribution by design, producing
perceptually plausible results. This advantage is particularly
evident under extreme compression scenarios (see Fig. 5),
with the degree of stochasticity adapting based on compres-
sion levels (see Fig. 6).

Multi-step vs. single-step decoding. While replacing
single-step decoding with an iterative process may seem
counter-intuitive due to increased computational cost, the
diffusion-based decoder addresses this concern in three key
ways. First, it offers scalable inference, where even a single-
step variant already outperforms a plain VAE decoder, and
additional steps further enhance quality (see Tab. 3). Second,
it provides controllable trade-offs between computation and
visual fidelity, allowing the number of steps to be adjusted at
inference time based on application needs. Third, as shown
in Tab. 4, it enables training under higher compression ra-
tios, which helps offset the added cost of iterative decoding
by reducing the size of latent representations.

Scalability. As discussed in Sec. 4.1, our diffusion-based
decoding method maintains the resolution generalizabil-
ity typically found in standard autoencoders. This feature
is highly practical: the autoencoder is trained on lower-
resolution images, while the subsequent latent generative
model is trained on latents derived from higher-resolution
inputs. However, we acknowledge that memory overhead
and throughput become concerns with our UNet-based dif-
fusion decoder, especially for high-resolution inputs. This

challenge becomes more pronounced as models, datasets, or
resolutions scale up. A promising future direction is patch-
based diffusion (Ding et al., 2024; Wang et al., 2024c),
which partitions the input into smaller, independently pro-
cessed patches. This approach has the potential to reduce
memory usage and enable faster parallel decoding.

B. Related work
Image tokenization. Image tokenization is crucial for effec-
tive generative modeling, transforming images into compact,
structured representations. A common approach employs
an autoencoder framework (Hinton & Salakhutdinov, 2006),
where the encoder compresses images into low-dimensional
latent representations, and the decoder reconstructs the origi-
nal input. These latent representations can be either discrete
commonly used in autoregressive models (Van den Oord
et al., 2016; Van Den Oord et al., 2017; Chen et al., 2020;
Chang et al., 2022; Yu et al., 2023; Kondratyuk et al., 2024),
or continuous, as found in diffusion models (Ho et al., 2020;
Dhariwal & Nichol, 2021; Rombach et al., 2022; Peebles
& Xie, 2023; Gupta et al., 2023; Brooks et al., 2024). The
foundational form of visual autoencoding today originates
from Van Den Oord et al. (2017). While advancements have
been made in modeling (Yu et al., 2022; 2024b; Chen et al.,
2024), objectives (Zhang et al., 2018; Karras et al., 2019;
Esser et al., 2021), and quantization methods (Yu et al.,
2024a; Zhao et al., 2024), the core encoding-and-decoding
scheme remains largely the same.

In this work, we propose a new perspective by replacing the
traditional decoder with a diffusion process. Specifically,
our new formulation retains the encoder but introduces a
conditional diffusion decoder. Within this framework, we
systematically study various design choices, resulting in a
significantly enhanced autoencoding setup.

Additionally, we refer to the recent work MAR (Li et al.,
2024), which leverages diffusion to model per-token dis-
tribution in autoregressive frameworks. In contrast, our
approach models the overall input distribution in autoen-
coders using diffusion. This difference leads to distinct
applications of diffusion during generation. For instance,
MAR generates samples autoregressively, decoding each
token iteratively using diffusion, token by token. In our
method, we first sample all tokens from the downstream
generative model and then decode them iteratively using
diffusion as a whole.

Image compression. Our work shares similarities with re-
cent image compression approaches that leverage diffusion
models. For example, Hoogeboom et al. (2023a); Birodkar
et al. (2024) use diffusion to refine autoencoder residuals,
enhancing high-frequency details. Yang & Mandt (2024)
employs a diffusion decoder conditioned on quantized dis-
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Ground Truth
Increasing downsample factor (VAE)

8x 16x 32x

Increasing downsample factor (∈-VAE)

8x 16x 32x

Figure 5. Reconstruction results with varying downsampling ratios. ϵ-VAE maintains both high fidelity and perceptual quality, even
under extreme downsampling conditions, whereas VAE fails to preserve semantic integrity. Best viewed when zoomed-in and in color.

crete codes and omits the GAN loss. However, these meth-
ods primarily focus on the traditional rate-distortion tradeoff,
balancing rate (compactness) and distortion (input fidelity)
(Shannon et al., 1959), with the goal of storing and transmit-
ting data efficiently without significant loss of information.

In this work, we emphasize perception (distribution fidelity)
alongside the rate-distortion tradeoff, ensuring that recon-
structions more closely align with the overall data distri-
bution (Heusel et al., 2017; Zhang et al., 2018; Blau &
Michaeli, 2019), thereby enhancing the decoded results
from the sampled latents of downstream generative models.
We achieve this by directly integrating the diffusion process
into the decoder, unlike Hoogeboom et al. (2023a); Birod-
kar et al. (2024). Moreover, unlike Yang & Mandt (2024),
we do not impose strict rate-distortion regularization in the
latent space and allow the GAN loss to synergize with our
approach.

Diffusion decoder. Several studies (Preechakul et al., 2022;
Shi et al., 2022; Pernias et al., 2024; Nguyen & Tran, 2024;
Sauer et al., 2024; Luo et al., 2023) have explored diffu-
sion decoders conditioned on compressed latents of the
input, which are relevant to our work. We outline the key
differences between these works and ϵ-VAE: First, prior
works have not fully leveraged the synergy between dif-
fusion decoders and standard VAE training objectives. In
this work, we enhance state-of-the-art VAE objectives by
replacing the reconstruction loss with a score matching loss
and adapting LPIPS and GAN losses to ensure compatibility
with diffusion decoders. These changes yield significant
improvements in autoencoding performance, as evidenced
by lower rFID scores and faster inference. Second, we are
the first to investigate various parameterizations (e.g., ep-
silon and velocity) and demonstrate that modern velocity
parameterization, coupled with optimized train and test-time
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Ground Truth Downsample factor 8x Downsample factor 16x Downsample factor 32x

Figure 6. ϵ-VAE reconstruction results with varying random seeds and downsampling ratios. At lower compression levels, the
reconstruction behaves more deterministically, whereas higher compression introduces stochasticity, enabling more flexible reconstruction
of plausible inputs. Best viewed when zoomed-in and in color.

noise scheduling, provides substantial benefits. These en-
hancements improve both reconstruction performance and
sampling efficiency. Third, previous diffusion-based de-
coders (Preechakul et al., 2022; Shi et al., 2022; Pernias
et al., 2024), which often rely on ad-hoc techniques like
distillation or consistency regularization to speed up infer-
ence (Nguyen & Tran, 2024; Sauer et al., 2024; Luo et al.,
2023), our approach achieves fast decoding (1 to 3 steps)
without such techniques. This is made possible by integrat-
ing our proposed objectives and parameterizations. Last but
not least, ϵ-VAE exhibits strong resolution generalization
capabilities, a key property of standard VAEs. In contrast,
models like DiffusionAE (Preechakul et al., 2022) and Di-
VAE (Shi et al., 2022) either lack this ability or are inher-
ently limited. For example, DiVAE’s bottleneck add/concat
design restricts its capacity to generalize across resolutions.

SWYCC (Birodkar et al., 2024) also explores joint learn-
ing of continuous encoders and decoders using a diffusion
model. However, SWYCC differs fundamentally from our
approach: it replaces the GAN loss with a diffusion-based
loss, while we focus on identifying optimal synergies be-
tween traditional autoencoding losses (including GAN loss)
and diffusion-based decoding. Our goal is to identify an
optimal strategy for combining these elements, rather than
simply substituting one for another.

Another closely related work, DiTo (Chen et al., 2025), also

presents a diffusion-based tokenizer which learns compact
visual representations for image generation. Its main in-
sight is that a single diffusion learning objective is capable
of training scalable image tokenizers. More than that, our
method demonstrates that traditional autoencoding losses
such as LPIPS and GAN losses are complimentary to the dif-
fusion target, leading to better reconstruction quality. This
design substantially differ our work from DiTo.

While following a different motivation, Lee et al. (2023)
essentially also proposes a VAE with a denoising decoder
but uses the encoding as the “initial noise” instead of as
conditioning for a standard diffusion model starting from
a standard Gaussian distribution. This idea could be poten-
tially used for speeding up the proposed approach, which
we will explore in the future.

Image generation. Recent advances in image generation
span a wide range of approaches, including VAEs (Kingma,
2013), GANs (Goodfellow et al., 2014), autoregressive mod-
els (Chen et al., 2020) and diffusion models (Song et al.,
2021; Ho et al., 2020). Among these, diffusion models
have emerged as the leading approach for generating high-
dimensional data such as images (Saharia et al., 2022a;
Baldridge et al., 2024; Esser et al., 2024) and videos (Brooks
et al., 2024; Gupta et al., 2023), where the gradual refine-
ment of global structure is crucial. The current focus in
diffusion-based generative models lies in advancing archi-

16



Epsilon-VAE: Denoising as Visual Decoding

Table 6. Hyper-parameters for decoder variants.

Model Channel dim. Depth multipliers # of blocks

Base (B) 64 {1, 1, 2, 2, 4} 2
Medium (M) 96 {1, 1, 2, 2, 4} 2
Large (L) 128 {1, 1, 2, 2, 4} 2
Extra-large (XL) 128 {1, 1, 2, 2, 4} 4
Huge (H) 256 {1, 1, 2, 2, 4} 2

tectures (Rombach et al., 2022; Peebles & Xie, 2023; Hooge-
boom et al., 2023b), parameterizations (Karras et al., 2022;
Kingma & Gao, 2024; Ma et al., 2024; Esser et al., 2024), or
better training dynamics (Nichol & Dhariwal, 2021; Chen,
2023; Chen et al., 2023). However, tokenization, an essen-
tial component in modern diffusion models, often receives
less attention.

In this work, we focus on providing compact continuous
latents without applying quantization during autoencoder
training (Rombach et al., 2022), as they have been shown to
be effective in state-of-the-art latent diffusion models (Rom-
bach et al., 2022; Saharia et al., 2022a; Peebles & Xie,
2023; Esser et al., 2024; Baldridge et al., 2024). We com-
pare our autoencoding performance against the baseline
approach (Esser et al., 2021) using the DiT framework (Pee-
bles & Xie, 2023) as the downstream generative model.

C. Experiment setups
In this section, we provide additional details on our experi-
ment configurations for reproducibility.

C.1. Model specifications

Tab. 6 summarizes the primary architecture details for each
decoder variant. The channel dimension is the number of
channels of the first U-Net layer, while the depth multipliers
are the multipliers for subsequent resolutions. The number
of residual blocks denotes the number of residual stacks
contained in each resolution.

C.2. Implementation details

During the training of discriminators, Esser et al. (2021)
introduced an adaptive weighting strategy for λadv. However,
we notice that this adaptive weighting does not introduce
any benefit which is consistent with the observation made
by Sadat et al. (2024). Thus, we set λadv = 0.5 in the
experiments for more stable model training across different
configurations.

The autoencoder loss follows Eq. 1, with weights set to
λLPIPS = 0.5 and λadv = 0.5. We use the Adam opti-
mizer (Kingma & Ba, 2015) with β1 = 0 and β2 = 0.999,
applying a linear learning rate warmup over the first 5,000

Table 7. Image reconstruction results on ImageNet 128× 128.

Configuration NFE↓ rFID↓
Baseline (c) in Tab. 5:
Inject conditioning by channel-wise concatenation 50 22.04
Inject conditioning by AdaGN 50 22.01

Baseline (e) in Tab. 5:
Matching the distribution of x̂t

0 and x0 - N/A
Matching the trajectory of xt → x0 5 8.24
Matching the trajectory of xt → xt−∆t 5 10.53

steps, followed by a constant rate of 0.0001 for a total of one
million steps. The batch size is 256, with data augmenta-
tions including random cropping and horizontal flipping. An
exponential moving average of model weights is maintained
with a decay rate of 0.999. All models are implemented
in JAX/Flax (Bradbury et al., 2018; Heek et al., 2024) and
trained on TPU-v5lite pods.

C.3. Latent diffusion models

We follow the setting in Peebles & Xie (2023) to train the
latent diffusion models for unconditional image generation
on the ImageNet dataset. The DiT-XL/2 architecture is used
for all experiments. The diffusion hyperparameters from
ADM (Dhariwal & Nichol, 2021) are kept. To be specific,
we use a tmax = 1000 linear variance schedule ranging
from 0.0001 to 0.02, and results are generated using 250
DDPM sampling steps. For simplicity and training stability,
we remove the variational lower bound loss term during
training, which leads to a slight drop in generation qualities.

All models are trained with Adam (Kingma & Ba, 2015)
with no weight decay. We use a constant learning rate
of 0.0001 and a batch size of 256. Horizontal flipping
and random cropping are used for data augmentation. We
maintain an exponential moving average of DiT weights
over training with a decay of 0.9999. We use identical
training hyperparameters across all experiments and train
models for one million steps in total. No classifier-free
guidance (Ho & Salimans, 2022) is employed in all the
experiments. Inference throughputs are computed on a Tesla
H100 GPU.

D. Additional experimental results
We note that all experiments conducted in this section are
under the ϵ-VAE-lite configuration.

Conditioning. In addition to injecting conditioning via
channel-wise concatenation, we explore providing condi-
tioning to the diffusion model by adaptive group normal-
ization (AdaGN) (Nichol & Dhariwal, 2021; Dhariwal &
Nichol, 2021). To achieve this, we resize the conditioning
(i.e., encoded latents) via bilinear sampling to the desired
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Table 8. Model scaling and resolution generalization analysis. Five model variants are trained and evaluated. ∆rFID represents the
absolute differences (or relative ratio) in rFID between the corresponding model size variants of VAE and ϵ-VAE. † denotes resolution
generalization experiments. To fairly evaluate the impact of ϵ-VAE under controlled model parameters, we highlight three groups of
model variants with comparable parameters, using different colors.

Model G params (M)
ImageNet 128× 128 ImageNet 256× 256 † ImageNet 512× 512 †

rFID↓ ∆rFID rFID↓ ∆rFID rFID↓ ∆rFID

VAE (B) 10.14 11.15 - 5.74 - 3.69 -
VAE (M) 22.79 9.26 - 4.63 - 2.69 -
VAE (L) 40.48 8.49 - 4.78 - 2.78 -
VAE (XL) 65.27 7.58 - 4.42 - 2.41 -
VAE (H) 161.81 7.12 - 4.29 - 2.37 -

ϵ-VAE (B) 20.63 6.24 4.91 (44.0%) 3.90 1.84 (32.0%) 2.06 1.63 (44.2%)
ϵ-VAE (M) 49.33 5.42 3.84 (41.5%) 2.79 1.84 (39.7%) 2.02 0.67 (24.9%)
ϵ-VAE (L) 88.98 4.71 3.78 (44.5%) 2.60 2.03 (43.8%) 1.92 0.86 (30.9%)
ϵ-VAE (XL) 140.63 4.18 3.40 (44.9%) 2.38 2.04 (46.2%) 1.82 0.59 (24.5%)
ϵ-VAE (H) 355.62 4.04 3.08 (43.3%) 2.31 1.98 (46.2%) 1.78 0.59 (24.9%)

Table 9. Unconditional image generation quality. The DiT-XL/2 is trained on latents provided by the trained autoencoders, VAE and
ϵ-VAE, with varying model sizes using ImageNet. We evaluate the generation quality at resolutions of 128× 128 and 256× 256 using
four standard metrics. Additionally, we report rFID to determine if the improvement trend observed in reconstruction task extends to the
generation task. We highlight three groups of model variants with comparable parameters.

Model
ImageNet 128× 128 ImageNet 256× 256

rFID↓ FID↓ IS↑ Prec.↑ Rec.↑ rFID↓ FID↓ IS↑ Prec.↑ Rec.↑
VAE (B) 11.15 36.8 17.9 0.48 0.53 5.74 46.6 23.4 0.45 0.56
VAE (M) 9.26 34.6 18.2 0.49 0.55 4.63 44.7 23.8 0.47 0.58
VAE (L) 8.49 33.9 18.4 0.50 0.56 4.78 44.3 24.7 0.47 0.59
VAE (XL) 7.58 31.7 19.3 0.51 0.57 4.42 43.1 24.9 0.47 0.59
VAE (H) 7.12 30.9 19.8 0.52 0.57 4.29 41.6 25.9 0.48 0.59

ϵ-VAE (B) 6.24 29.5 20.7 0.53 0.59 3.90 39.5 25.2 0.46 0.61
ϵ-VAE (M) 5.42 27.6 21.2 0.55 0.59 2.79 35.4 26.2 0.51 0.62
ϵ-VAE (L) 4.71 27.3 22.1 0.55 0.59 2.60 34.8 26.5 0.51 0.63
ϵ-VAE (XL) 4.18 25.3 22.7 0.55 0.59 2.38 34.0 27.4 0.53 0.63
ϵ-VAE (H) 4.04 24.9 23.0 0.56 0.60 2.31 33.2 27.5 0.54 0.64

resolution of each stage in the U-Net model, and incorpo-
rates it into each residual block after a group normalization
operation (Wu & He, 2018). This is similar to adaptive
instance norm (Karras et al., 2019) and FiLM (Perez et al.,
2018). We report the results in Tab. 7 (top), where we find
that channel-wise concatenation and AdaGN obtain simi-
lar reconstruction quality in terms of rFID. Because of the
additional computational cost required by AdaGN, we thus
apply channel-wise concatenation in our model by default.

Trajectory matching. The proposed denoising trajec-
tory matching objective matches the start-to-end trajec-
tory xt → x0 by default. One alternative choice is to
directly matching the distribution of x̂t

0 and x0 without
coupling on xt. However, we find this formulation leads
to unstable training and could not produce reasonable re-
sults. Here, we present the results when matching the trajec-
tory of xt → xt−∆t, which is commonly used in previous
work (Xiao et al., 2022; Wang et al., 2024a). Specifically,
for each timestep t during training, we randomly sample a

step ∆t from (0, t). Then, we construct the real trajectory
by computing xt−∆t via Eq. 5 and concatenating it with xt,
while the fake trajectory is obtained in a similar way but
using Eq. 9 instead. Tab. 7 (bottom) shows the comparison.
We observe that matching trajectory xt → x0 yields better
performance than matching trajectory xt → xt−∆t, con-
firming the effectiveness of the proposed objective which is
designed for the rectified flow formulation.

Comparisons with plain diffusion ADM. Under the same
training setup of Tab. 5, we directly trained a plain diffu-
sion model (ADM) for comparison, which resulted in rFID
score of 38.26. Its conditional form is already provided as a
baseline in Tab. 5, achieving 28.22. This demonstrates that
our conditional form p(xt−1|xt, z) offers a better approx-
imation of the true posterior q(xt−1|xt,x0) compared to
the standard form p(xt−1|xt). By further combining LPIPS
and GAN loss, we achieve rFID of 8.24, outperforming its
VAE counterpart, which achieves 11.15. With better training
configurations, our final rFID improves to 6.24. This pro-
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GT SD-VAE ε-VAE GT SD-VAE ε-VAE

Figure 7. Image reconstruction results under the SD-VAE configuration (Rombach et al., 2022) at the resolution of 256× 256.
ϵ-VAE produces significantly better visual details than SD-VAE when reconstructing local regions with complex textures or structures,
such as human faces and small texts. Best viewed when zoomed-in and in color.
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Table 10. Benchmarking class-conditional image generation on
ImageNet 256× 256. We use the DiT-XL/2 architecture (Esser
et al., 2024) for latent diffusion models and apply classifier-free
guidance (Ho & Salimans, 2022).

Downsample
factor Method FID↓

8× 8
SD-VAE (Rombach et al., 2022) 3.51
ϵ-VAE-SD (M) 2.83
ϵ-VAE-SD (H) 2.69

gression, from plain diffusion ADM to ϵ-VAE, underscores
the significance of our proposals and their impact.

Model scaling. We investigate the impact of model scaling
by comparing VAE and ϵ-VAE across five model variants,
all trained and evaluated at a resolution of 128 × 128, as
summarized in Tab. 8. The results demonstrate that ϵ-VAE
consistently achieves significantly better rFID scores than
VAE, with an average relative improvement of over 40%,
and even the smallest ϵ-VAE model outperforms VAE at
largest scale. While the U-Net-based decoder of ϵ-VAE has
about twice as many parameters as standard decoder of VAE,
grouping models by similar sizes, highlighted in different
colors, shows that performance gains are not simply due to
increased model parameters.

Tab. 9 presents the unconditional image generation results of
VAE and ϵ-VAE at resolutions of 128× 128 and 256× 256.
In addition to FID, we report Inception Score (IS) (Salimans
et al., 2016) and Precision/Recall (Kynkäänniemi et al.,
2019) as secondary metrics. The results show that ϵ-VAE
consistently outperforms VAE across all model scales. No-
tably, ϵ-VAE (B) surpasses VAE (H), consistent with our ear-
lier findings in Sec. 4.1. These results further demonstrate
the effectiveness of ϵ-VAE from the generation perspective.

Results with classifier-free guidance. We provide addi-
tional results with classifier-free guidance (Ho & Salimans,
2022) under the 8 × 8 downsample factor in Tab. 10. We
find that ϵ-VAE (M) performs relatively 20% better than SD-
VAE and further improvements are obtained after we scale
up our model to ϵ-VAE (H). These results are consistent
with the results without classifier-free guidance in Tab. 4,
confirming the effectiveness of our model.

E. Additional visual results
We provide additional visual comparisons between ϵ-VAE
and SD-VAE at the resolution of 256 × 256 (Fig. 7). Our
observations indicate that ϵ-VAE delivers significantly better
visual quality than SD-VAE, particularly when reconstruct-
ing local regions with complex textures or structures, such
as human faces and small text.
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