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Abstract

Fact-checking is crucial for combating misin-001
formation by investigating claims, reviewing002
evidence, and determining veracity. Although003
fact-check articles typically include standard-004
ized components like the claim, context, and005
final verdict (as outlined in the ClaimReview006
schema), they often lack detailed documenta-007
tion of supporting evidence and justification008
due to the extra workload required for compre-009
hensive annotation. This limitation not only010
reduces the reusability of fact-checks but also011
highlights the need for more scalable methods.012
To address this, we introduce PolitiReceipts, a013
novel resource constructed from over 17,000014
PolitiFact fact-checking articles published be-015
tween 2007 and January 2025. By leveraging a016
Large Language Model (LLM) with few-shot017
inference, our approach jointly extracts evi-018
dence spans, their decontextualized variations,019
and evidence-grounded justifications. A small020
human study confirms overwhelming agree-021
ment on all evaluated aspects of the extractions.022
Furthermore, our benchmarks for Automated023
Fact-Checking (AFC) with LLMs demonstrate024
that decontextualization significantly improves025
downstream task performance and that larger026
models consistently yield better results in sce-027
narios with optimal evidence as well as in end-028
to-end settings. Our findings highlight the po-029
tential of PolitiReceipts to serve as a robust030
foundation for future research in explainable031
and scalable automated fact-checking.032

1 Introduction033

In a connected and an increasingly polarized world,034

fact-checking remains a necessary tool against035

the continuous spread of misinformation. Fact-036

checking is a form of journalism that investigates037

check-worthy claims (Panchendrarajan and Zubi-038

aga, 2024), examines evidence, and draws logi-039

cal conclusions to arrive at a final verdict ruling040

towards the veracity of the claim (Graves, 2016;041

Figure 1: The left panel shows the claim and the re-
duced article, while the right panels present one of the
extracted evidences and the decontextualized variation
(upper) and generated justification (lower). The original
article does not have an explicit conclusion paragraph.

Jiang et al., 2020). The products of this resource- 042

intensive process are fact-checking articles, also re- 043

ferred to as fact-checks. Fact checks generally spec- 044

ify common components such as claim, context 045

information, and the final verdict, which have been 046

made standardized properties within the ClaimRe- 047

view1 schema. While many fact-checking orga- 048

nizations have integrated the annotation of these 049

properties, more detailed documentation of support- 050

ing evidence and concluding justification is omitted 051

due to the additional workload that comprehensive 052

annotation would impose on experts (Jiang et al., 053

2020). This limitation not only reduces the reusabil- 054

ity of high-quality fact checks, but also highlights 055

the need for more scalable methods. 056

Automatic fact-checking (AFC) approaches pro- 057

vide a computational perspective towards verifying 058

real-world claims. However, these approaches of- 059

ten struggle with handling inconsistent evidence 060

and benchmarking the performance and quality of 061

1https://schema.org/ClaimReview
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generated justifications due to a lack of references062

(Guo et al., 2022; Sahitaj et al., 2025). By auto-063

matically extracting structured information from064

fact-checking articles, we aim to bridge the gap be-065

tween traditional, manually curated resources and066

automated systems. This idea of leveraging exist-067

ing human-written fact-checking efforts has also068

been explored in claim matching, where a list of069

associated fact-checking articles is retrieved from070

a knowledge base (KB) for a presented novel claim071

(Panchendrarajan and Zubiaga, 2024). Extracting072

detailed components from fact-checking articles073

can enable better matching and more fine-grained074

investigations.075

Existing methods extract information from fact-076

checks using fixed-length chunks or punctuation-077

based cues, which breaks up continuous sequences078

that rely on contextual usage of references, result-079

ing in lost information (Khan et al., 2022; Zeng080

and Gao, 2024a). More sophisticated approaches081

from adjacent areas of application implement de-082

contextualization to formulate extracted atomic083

facts into self-contained statements (Gunjal and084

Durrett, 2024; Deng et al., 2024). We transfer this085

idea of extracting decontextualized facts for the ver-086

ification of generative content to the extraction of087

precise evidence spans and their decontextualized088

variations from fact-checks. Similarly, heuristic089

cues used for extracting justifications do not gener-090

alize well across candidate articles and introduce a091

selection bias by excluding articles that lack prede-092

fined markers (Zeng and Gao, 2024a). We extract093

justifications, even when a conclusion paragraph094

does not exist, to document the reasoning in terms095

of the extracted evidence. Figure 1 illustrates an096

example of the joint extraction of one of the exact097

evidence spans, its decontextualized variation, and098

the extracted justification.099

Our contributions are threefold. First, we as-100

semble a comprehensive dataset of over 17,000101

fact-checking articles published between 2007 and102

January 2025, organized within a detailed ontol-103

ogy and enriched with robust metadata. Sec-104

ond, we propose an automated extraction approach105

that leverages few-shot inference with LLMs to106

jointly extract exact and decontextualized evidence,107

justifications, and final verdicts. We name the108

enriched dataset—comprising our extracted, de-109

contextualized evidence pieces and the justifica-110

tions—‘PolitiReceipts.’. Third, we benchmark per-111

formance on PolitiReceipts with four state-of-the-112

art LLMs for AFC task, empirically evaluating their113

ability to generate useful justifications and accurate 114

verdicts. To capture realistic performance, we eval- 115

uate models under optimistic scenarios, assuming 116

optimal evidence with no false positives or nega- 117

tives, in an end-to-end retrieval setting, and under 118

more challenging conditions with no evidence at all 119

to indirectly measure the impact of models’ para- 120

metric knowledge. 121

2 Related Work 122

To facilitate AFC, a number of fact-checking 123

datasets were published; however, many of them 124

contain false claims that are synthetically gen- 125

erated by modifying real claims (by meaning- 126

altering), with the main source of evidence being 127

Wikipedia (Thorne et al., 2018; Schuster et al., 128

2021; Aly et al., 2021; Ma et al., 2024). These 129

datasets address challenges that require natural 130

entailment (comparing if a premise entails a hy- 131

pothesis), in which the sentences are usually short. 132

However, real-world claims are usually more com- 133

plex than claims from computational fact-checking 134

datasets. Verifying these claims requires having 135

strong context and evidence that are not obvious 136

or easily retrieved from the web. To address this, 137

some works have focused on collecting claims 138

from real-world fact-checking articles, such as 139

LIAR-PLUS (Alhindi et al., 2018), MultiFC (Au- 140

genstein et al., 2019), PubHealth (Kotonya and 141

Toni, 2020), FactEx (Althabiti et al., 2023). In 142

these datasets, the entire fact-checking article were 143

treated as evidence, and some also extracted jus- 144

tifications that appears in the end of the articles. 145

For example, Alhindi et al. (2018) extract justifica- 146

tions based on textual cues (e.g.: “Our ruling”) and 147

used them directly as evidence for AFC. Similarly, 148

Zeng and Gao (2024b) extracted justifications from 149

the fact-checking articles based on textual cues as 150

paragraph-level extraction, but used them as expla- 151

nations for the extracted reference evidences. 152

When evidence pieces are directly taken from 153

fact-checking articles, they usually are at risk 154

of leaking the final verdict label assigned to the 155

claim (Glockner et al., 2022). A few works have 156

explored the utilization of evidences from refer- 157

ences presented in the fact-checks (Khan et al., 158

2022; Zeng and Gao, 2024b). However, by ex- 159

tracting chunked evidences from external resources 160

and excluding the framing argument which is pre- 161

sented in the fact-checking article, we necessarily 162

lose contextual information between external refer- 163
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Figure 2: The rule-based extraction based on ‘Our ruling’ and ‘Our rating’ usually yield unrefined paragraphs
with auxiliary information, whereas our approach generates a concise, targeted explanation that is grounded in the
extracted evidence.

ences and presented verdict that may be necessary164

to differentiate different aspects of the evidence.165

One promising direction is to extract structured166

information from the fact-checking articles. Exist-167

ing approaches—such as BERT-based token-level168

sequence classification (Jiang et al., 2020)—often169

rely on paragraph-level chunking to manage arti-170

cles that exceed BERT’s 512-token limit. While ef-171

fective for extracting isolated elements like claims172

or verdicts, these methods struggle when evidence173

spans multiple sentences or even paragraphs, as174

chunking fails to capture broader contextual de-175

pendencies. In contrast, Dagdelen et al. (2024)176

explore structured information extraction in scien-177

tific texts by fine-tuning a quantized Llama2 70B178

model using parameter-efficient methods to jointly179

extract named entities and their relations from seg-180

ments of 512 to 1024 tokens. Since our focus is181

on document-wide joint extraction of evidences182

and dependent justifications, fine-tuning with such183

restricted context sizes is not a viable option.184

The most closely related work is PolitiHop (Os-185

trowski et al., 2021), in which the evidence were186

manually annotated by selecting sentences from187

PolitiFact fact-checking articles. However, as hu-188

man annotation takes time, the dataset only con-189

tains 500 claims. In stead of human annotation, our190

work uses an LLM for automatic extraction, which191

largely scales up dataset size, with our dataset con-192

taining 17,276 articles from year 2007 to 2025.193

3 PolitiReceipts Corpus Construction194

3.1 Data Collection195

For the purpose of creating a useful resource for196

the area of AFC, we construct a structured dataset197

of fact-checks from PolitiFact, a non-profit fact-198

checking organization that rigorously verifies the199

accuracy of political statements. PolitiFact adheres200

to a strict review process and emphasizes edito- 201

rial independence, with journalists selecting claims 202

to investigate based on relevance and verifiability. 203

PolitiFact uses a systematic methodology that in- 204

corporates reliable sources and expert interviews 205

to ensure the credibility of its fact-checks. Thus, 206

PolitiFact fact-checks are generally considered a 207

preferred source for check-worthy claims and ac- 208

companying fact-checking articles. 209

We systematically collect 17,276 fact-checks 210

from politifact.com between 2007 and January 211

2025. The collected fact-checks are structured into 212

claim reviews, with additional metadata such as 213

speaker information and sources, following a trans- 214

parent data collection pipeline. Further details on 215

data acquisition, ontology, and distribution are at- 216

tached in the Appendix A.1. The data will be made 217

available for the non-profit research community on 218

request. 219

3.2 Extraction Methodology 220

Our extraction methodology leverages few-shot in- 221

ference with LLMs to jointly extract decontextu- 222

alized evidences, justifications, and final verdicts 223

from unstructured fact-checking articles. This ap- 224

proach addresses the inherent challenges of pro- 225

cessing long-form, context-dependent texts and en- 226

sures that the core reasoning components of the 227

fact-checking process are effectively captured. To 228

guide the LLM in navigating the diverse landscape 229

of fact-checking articles written by 661 authors in 230

the presented PolitiReceipts corpus, we curate a set 231

of nine hand-annotated examples. The few-shot ex- 232

amples are carefully selected to cover a wide range 233

of extraction patterns across all six original labels. 234

Specifically, we focus on extracting exact spans of 235

evidences from single-sentence to connected multi- 236

sentence examples to remain flexible and overcome 237

the limitations of atomic fact extraction. Addition- 238
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Figure 3: Extracted and decontextualized evidence.

ally, we decontextualize the extracted exact evi-239

dence spans to ensure self-contained statements240

that can be used independently of the surround-241

ing context (Gunjal and Durrett, 2024; Zeng and242

Gao, 2024a). Figure 3 illustrates the advantages243

to the joint extraction and decontextualization of244

evidences. Not only, are references to the date and245

institution correctly resolved, but also the relevant246

information from a subsequent paragraph and evi-247

dence is correctly integrated.248

Zeng and Gao (2024c) apply cue-based extrac-249

tion of paragraphs justification based on "Our Rul-250

ing" and "Our Rating". This is specific to PolitiFact251

and not available in every case. For the collected252

previously 17,276 articles, we only identify 10,648253

with this cue. Thus, this approach is not viable. Fig-254

ure 2 illustrates the difference in quality between255

cue-based extracted and our generated justification256

from PolitiReceipts. We formulate the justification257

extraction based on (1) the information that can be258

often found towards the end of an article, if avail-259

able, and (2) explicitly resolve references towards260

the utilized evidences to enable the generation of261

evidence-grounded justification of the final verdict262

ruling.263

The extraction task is formulated as a structured264

joint information extraction problem, where the265

model is required to simultaneously generate:266

• Exact Evidence Spans: Continuous text seg-267

ments from the article that collectively repre-268

sent unified, contextually anchored arguments269

pertinent to the claim.270

• Decontextualized Evidences: Refined ver-271

sions of the extracted evidences that are para-272

phrased to be self-contained, resolving con-273

texual references from the original text.274

• Justification: The reasoning linking the evi-275

dence to the final verdict, capturing the con-276

clusions drawn by the fact-checking expert.277

• Verdict: The final fact-checking label, in- 278

cluded both as a component of the extraction 279

output and as a consistency check against the 280

annotated metadata. 281

The prompt with the detailed instruction is avail- 282

able in Appendix 8. By performing joint extraction, 283

the approach aims to minimize error propagation 284

and prevent information leakage, issues that have 285

been noted in earlier systems relying on cue-based 286

or isolated extraction methods (Jiang et al., 2020; 287

Dagdelen et al., 2024). 288

A key aspect of our methodology is the transfor- 289

mation of raw evidences into self-contained factual 290

statements. Adhering to the principles of decon- 291

textualization and minimality (Gunjal and Durrett, 292

2024), we ensure that the extracted evidence pieces 293

are both concise and comprehensive, containing 294

only the minimal necessary context to stand alone. 295

Preliminary experiments indicated that aggregating 296

non-connected sequences did not improve down- 297

stream performance, thereby reinforcing our focus 298

on continuous, decontextualized text spans. 299

We implement the above extraction approach as 300

a structured generation task using an LLM config- 301

ured with a necessary 32k token context length, 302

using the vLLM2 and outlines3 framework. We 303

use 3.3 70B Llama as it achieves comparable per- 304

formance to the 3.1 405B model, making it one of 305

the state-of-the-art open source LLMs at the size 306

of 70B. The prompt design integrates the hand- 307

annotated few-shot examples with the full article 308

text, allowing the model to draw upon extended 309

context while adhering to the extraction schema. 310

This integration not only facilitates the extraction 311

of coherent evidences and justifications but also 312

enables the simultaneous prediction of the ver- 313

dict—thus providing a built-in mechanism for con- 314

sistency verification. 315

We assessed our extraction pipeline by first com- 316

paring the generated verdicts with the collected 317

metadata. For 81 articles, the extracted labels did 318

not match the collected labels. A closer look re- 319

vealed that these articles were dated back to the 320

founding year and were relatively short, often lack- 321

ing a clear verdict. In these cases, neither our 322

expert annotators nor the model could accurately 323

determine the correct verdict given the article, so 324

we excluded them. For 36 articles with claims 325

labeled as “panths-on-fire”, the model refused to 326

2https://github.com/vllm-project/vllm
3https://github.com/dottxt-ai/outlines
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extract evidences with given the instructions, but327

correctly extracted the justification. We exclude328

these edge cases from the corpus. In the remaining329

cases with a volume of less than 1%, parsing is-330

sues with correctly extracted content were resolved331

by re-running the extraction. The extraction pro-332

cess left us with 17,135 articles from the original333

17,276 that were collected. The final corpus has334

a total count of 106,036 evidences, with a median335

count of 6, and a standard deviation of 3.07.336

4 Corpus Evaluation337

In this section, we evaluate the quality and utility338

of our extracted evidences and justifications. To339

verify that our evidences are correctly extracted340

in the source articles, we compute the Levenshtein341

distance between the extracted text spans and candi-342

date sequences from the fact-checking article using343

fuzzy sub-sequence search. Using a fixed limit344

of five edit operations, we find a 94,85% success345

rate in identifying the sequences in the article. We346

attribute the remaining cases largely due to format-347

ting issues. As a majority of sequences can be348

matched without issues, we are confident in con-349

tinuing with the evaluation of the quality of the350

extracted components.351

4.1 Human Evaluation352

While automated metrics offer useful insights, hu-353

man evaluation is useful towards assessing the util-354

ity of our extracted components. Our human evalu-355

ation focuses primarily on precision rather than re-356

call, we want to ensure that the extracted evidence357

spans and justifications are correct and grounded in358

the original articles, rather than exhaustively cap-359

turing all possible evidence that may be found in360

the article. For this study, a stratified random sam-361

ple of 50 cases (selected by year and label) was362

chosen from the dataset, and each case was inde-363

pendently evaluated by three expert annotators to364

ensure reliable measurements.365

• Evidence Label Leakage Q0: Do the ex-366

tracted text spans or their decontextualized367

versions leak the label of the article?368

• Evidence Meaning Preservation Q1: Is the369

decontextualized evidence faithful towards the370

extracted evidence (meaning is retained)?371

• Justification Consistency Q2: Does the ex-372

tracted justification follow the reasoning pre-373

sented in the article?374

• Justification Coverage Q3: Is the justifica- 375

tion fully grounded in the extracted evidences? 376

(1-5 Likert scale) 377

• Justification Utility Q4: Is the justification 378

sufficient to justify the assigned verdict? 379

Q0 is simply answered as a binary question, 380

while aspects Q1 to Q4 are rated on a 1− 5 Likert 381

scale. 382

We evaluate each of the above aspects Q1 to 383

Q4 using Themis (Hu et al., 2024), a reference- 384

free metric that enables the assessment of flexible 385

evaluation criteria. We compare the automated 386

scores from Themis against our human evaluation 387

results for each aspect, except for label leakage, 388

to validate our extraction quality and the overall 389

utility of the extracted components. 390

4.2 Results 391

No label leakage was detected in our stratified sam- 392

ple. However, inter-annotator agreement for the re- 393

maining aspects, as summarized in Table 1, yielded 394

low reliability scores. Krippendorff’s alpha is com- 395

puted based on the annotations of the three experts. 396

Cohen’s Kappa is cpmputed based on the major- 397

ity vote of the expert annotators against automated 398

Themis evaluations. Although the calculated Krip- 399

pendorff’s alpha and Cohen’s Kappa values ap- 400

pear low, this may be misleading due to the highly 401

skewed distribution of ratings. Because Krippen- 402

dorff’s alpha measures the observed disagreement 403

relative to the expected disagreement in a skewed 404

distribution, it becomes difficult to interpret the 405

actual reliability of the annotations. 406

Metric Q1 Q2 Q3 Q4

Krippendorff’s Alpha 0.215 0.059 -0.050 0.029
Cohen’s Kappa 0.106 0.030 0.024 0.004

Table 1: Inter-Annotator Agreement Metrics.

To gain a deeper understanding of the quality 407

ratings, we further examined consensus levels. Ta- 408

ble 2 presents the counts for which all three anno- 409

tators and at least two annotators assigned a rating 410

of 5. These results indicate that a substantial pro- 411

portion of evaluations received the highest rating. 412

Each annotator scored the aspects with a mean 413

of above 4.5, a mode of 5 and a standard devia- 414

tion below 1.0 below. The overall quality ratings 415

are on average very high and clustered at the top 416
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Question 3/3 Concesus 5 2/3 Concesus 5

Q1 241/322 299/322
Q2 42/50 49/50
Q3 35/50 49/50
Q4 28/50 47/50

Table 2: Consensus ratings of 5 for each question: the
second column shows the counts where all three anno-
tators agreed (3 Consensus 5), and the third column
shows the counts where at least two annotators agreed
(2 Consensus 5).

of the scale, underscoring the effectiveness of our417

extraction process.418

5 Benchmarking AFC on PolitiReceipts419

5.1 Task Description420

Using PolitiReceipts, we are interested in study-421

ing the utility of state-of-the-art LLMs on AFC for422

realistic claims. The central objective is twofold:423

given a check-worthy real-world claim, our goal is424

to (i) correctly predict its veracity and (ii) generate425

a human-aligned justification that explains the rea-426

soning behind the verdict. Both verdict prediction427

and justification generation require a set of relevant428

evidences that, together, provide a sufficient basis429

for verifying the claim.430

5.2 Evidence Retrieval431

To simulate a full end-to-end scenario, we incor-432

porate an evidence retrieval step. Each model is433

evaluated on both the raw extracted evidences and434

their decontextualized counterparts to investigate435

the impact of the decontextualization. Our exper-436

imental design aims to establish upper and lower437

performance bounds by examining:438

• Optimal Evidence: The ideal scenario in439

which the model receives all the relevant evi-440

dence as directly extracted from the article.441

• No Evidence: A lower-bound scenario where442

the model must rely exclusively on its para-443

metric knowledge.444

• Retrieved Evidence: A realistic end-to-end445

condition in which evidence is automatically446

retrieved from the KB of extracted evidences447

For the retrieval, we utilize the claim as query.448

Both, claims and evidences are embedded using449

bge-small-en-v1.54 All embeddings are normal- 450

ized prior to indexing. We use Qdrant as the vector 451

database, with cosine similarity as the retrieval met- 452

ric. Our search algorithm is HNSW, and we limit 453

the maximum number of retrieved evidences to 10. 454

5.3 Verdict Prediction 455

To mirror a realistic fact-checking scenario, we 456

reformulate the original six verdict labels into two 457

distinct schemes: a five-class setup and a binary 458

(two-class) setup. In the five-class scheme, the 459

"pants-on-fire" label is merged into the broader 460

"false" category, while preserving the remaining 461

classes. In the binary scheme, labels are aggregated 462

into two broad categories (mostly-false and mostly- 463

true), thus simplifying the task. 464

5.4 Justification Generation 465

For each case, the model is required to produce a 466

justification that connects the provided evidence to 467

a final verdict prediction. To ensure uniformity in 468

output, we require that the generated justification 469

meet the following criteria: 470

• Clarity: The explanation should be concise, 471

coherent, and complete. 472

• Relevance: The explanation must directly re- 473

late to the claim and the evidences provided. 474

• Consistency: The justification should be con- 475

sistent with the presented information. 476

• Utility: The explanation should help users 477

evaluate the claim’s veracity. 478

6 Experiments 479

6.1 Setup 480

We implement the AFC task as a structured genera- 481

tion approach using the vLLM and outlines where 482

justification and verdict are required properties of 483

an output structure. We evaluate several LLM ar- 484

chitectures ranging between 7B to 72B parameters. 485

For each model, we establish the performance for 486

the ideal case, the no evidence scenario, and the 487

end-to-end case with retrieved evidence. The per- 488

formance is evaluated on both the original extracted 489

text spans (E) and their decontextualized versions 490

(D). 491

4https://huggingface.co/BAAI/bge-base-en-v1.5
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Method nDCG@3 nDCG@5 nDCG@10 F1

E 0.71 0.68 0.67 0.57
E (w. Context) 0.89 0.86 0.85 0.76
D 0.75 0.72 0.71 0.61
D (w. Context) 0.90 0.88 0.87 0.78

Table 3: Retrieval Evaluation

6.2 Evaluation Metrics492

Our evaluation framework integrates the following493

reference-based and reference-free measures:494

BLEURT BLEURT (BT) evaluates as a regres-495

sion task, based on BERT and fine-tuned to predict496

human judgment ratings from source to reference.497

Assigns values from 0 to 1 (Sellam et al., 2020).498

BARTScore BARTScore (BS) evaluates as a text499

generation task, based on BART (Lewis et al.,500

2019) and computes log-likelihood of source being501

generated, given reference (Yuan et al., 2021).502

TIGERScore TIGERScore (TS) is a reference-503

free metric, based on Llama2 and fine-tuned on504

human evaluation reports to generate error penalty505

scores for the generated source in the range of506

[−5,−0.5] per error and report a cumulative score507

(Jiang et al., 2024).508

7 Benchmarking AFC Results509

7.1 Evidence Retrieval510

We evaluated our evidence retrieval performance511

using two key metrics: normalized Discounted Cu-512

mulative Gain (nDCG) at ranks 3, 5, and 10, as513

well as the F1 score. In our analysis, we compared514

retrieval performance when using the claim with-515

out any additional contextual information versus516

using the claim with full context. This comparison517

helps us assess the impact of contextual cues on518

retrieval quality.519

Table 3 demonstrates that decontextualized ev-520

idence (D) consistently yields better retrieval per-521

formance compared to the extracted evidence (E).522

Moreover, we observe that retrieval based on the523

claim and its context, also ensures higher retrieval524

performance. As k increases, more evidences with525

no or lower relevance are included, which reduces526

the overall nDCG scores in all settings.527

7.2 Verdict Prediction528

The results of our benchmarking experiments for529

the Qwen2.5 7B and 72B, and Llama3 8B and 70B530

models are documented in Tables 4 and Table 5 531

for the five- and two-class label schemes, respec- 532

tively. Additional results for the DeepSeek-R1- 533

Distill-Llama 8B and 70B models are provided in 534

Tables 8 and 7 in the Appendix. Larger models 535

generally achieve better scores than smaller models 536

across all metrics, highlighting the impact of model 537

capacity. Overall, models perform best when pro- 538

vided with optimal evidence, with generally higher 539

scores across metrics compared to the no-evidence 540

condition. Decontextualized (D) evidence tends to 541

yield slightly better performance to the extracted 542

(E) evidence across models and metrics. The gap 543

between optimal evidence and retrieved evidence 544

is noticeable, indicating that during retrieval, er- 545

rors were introduced as expected. Thus reducing 546

the verdict prediction performance as well as the 547

justification quality. 548

7.3 Justification Generation 549

Across all models, larger models consistently 550

achieved better scores. Similarly, justifications gen- 551

erated with decontextualized evidence (D) outper- 552

formed those based on the raw extracted evidence 553

(E) in all metrics. BLEURT showed higher scores 554

for larger models and, specifically, when using op- 555

timal decontextualized evidences, indicating better 556

alignment with human evaluations. BARTScore 557

measurements suggest that the justifications were 558

more likely to be generated from optimal decon- 559

textualized evidences. TIGERScore also reflected 560

these trends, as it penalized fewer errors in the 561

justifications produced by larger models with de- 562

contextualized evidence. The retrieval component 563

reduced performance in each setting, indicating 564

that providing evidence that is not relevant to the 565

problem, reduces the quality of the justification. 566

These findings emphasize that both model capac- 567

ity and the type of evidence, significantly impact 568

the quality of generated justifications in end-to-end 569

AFC. 570

8 Discussion 571

We demonstrate the utility of extracted evidence 572

and justifications for evaluating the utility of AFC 573

with LLMs. We collected over 17,000 PolitiFact 574

fact-checks as PolitiReceipts, providing a scalable 575

resource with extracted evidence, decontextual- 576

ized variations, and justifications. This resource 577

addresses the challenge of the manual, resource- 578

intensive documentation of fact-checks. Our hu- 579
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Five Class
Model BT BS F1 TS

Qwen2.5-7B
Optimal Evidence (D) 0.30 -2.36 42.70 -1.52
Retrieved Evidence (D) 0.26 -2.48 40.42 -1.63
Optimal Evidence (E) 0.27 -2.44 41.84 -1.54
Retrieved Evidence (E) 0.23 -2.54 39.05 -1.74
No Evidence 0.09 -2.52 32.72 -3.20

Qwen2.5-72B
Optimal Evidence (D) 0.33 -2.20 51.38 -0.91
Retrieved Evidence (D) 0.30 -2.28 48.53 -0.96
Optimal Evidence (E) 0.31 -2.24 51.08 -0.95
Retrieved Evidence (E) 0.27 -2.32 48.59 -1.02
No Evidence 0.13 -2.34 38.08 -2.75

Llama-3.1-8B
Optimal Evidence (D) 0.25 -2.35 41.52 -1.91
Retrieved Evidence (D) 0.22 -2.47 38.41 -2.16
Optimal Evidence (E) 0.22 -2.41 40.41 -2.01
Retrieved Evidence (E) 0.20 -2.52 37.87 -2.33
No Evidence 0.02 -2.82 28.78 -3.43

Llama-3.3-70B
Optimal Evidence (D) 0.33 -2.12 52.66 -1.03
Retrieved Evidence (D) 0.29 -2.20 49.23 -1.13
Optimal Evidence (E) 0.31 -2.16 52.73 -1.06
Retrieved Evidence (E) 0.27 -2.24 49.34 -1.16
No Evidence 0.12 -2.42 39.93 -2.36

Table 4: Results of the AFC task with 5 labels, report-
ing BLEURT (BT), BARTScore (BS), F1 score, and
TIGERScore (TS) (§6.2).

man evaluation study further shows high agree-580

ment on the quality of these extractions, reinforc-581

ing the utility of our approach. In our AFC bench-582

marks, decontextualized evidence, consistently out-583

performed raw evidence extractions. Larger mod-584

els yielded better performance in verdict prediction585

and justification generation, across all metrics. We586

observed a drop in performance, when using au-587

tomatically retrieved evidence, which highlights588

challenges in the discarding information that is not589

useful. Overall, our findings support the value of590

the implemented extraction approach and suggest591

that refining evidence into self-contained, context-592

independent units improves end-to-end AFC sys-593

tems.594

9 Future Work595

Future work should explore several avenues to fur-596

ther enhance our AFC system. First, expanding597

the dataset to include fact-checks from multiple598

sources could help validate the generality of our599

approach. Additionally, future studies should incor-600

porate larger, more diverse human evaluation sam-601

ples to provide a more comprehensive assessment602

Two Class
Model BT BS F1 TS

Qwen2.5-7B
Optimal Evidence (D) 0.30 -2.36 76.21 -1.32
Retrieved Evidence (D) 0.26 -2.48 74.42 -1.46
Optimal Evidence (E) 0.27 -2.44 75.27 -1.38
Retrieved Evidence (E) 0.23 -2.54 72.84 -1.60
No Evidence 0.10 -2.52 66.77 -2.75

Qwen2.5-72B
Optimal Evidence (D) 0.33 -2.19 82.48 -0.93
Retrieved Evidence (D) 0.33 -2.32 80.94 -1.00
Optimal Evidence (E) 0.31 -2.24 82.70 -0.95
Retrieved Evidence (E) 0.28 -2.32 80.42 -1.02
No Evidence 0.14 -2.35 71.74 -2.29

Llama-3.1-8B
Optimal Evidence (D) 0.25 -2.35 73.09 -1.93
Retrieved Evidence (D) 0.22 -2.46 71.73 -2.16
Optimal Evidence (E) 0.22 -2.41 72.43 -2.04
Retrieved Evidence (E) 0.20 -2.51 70.70 -2.25
No Evidence 0.02 -2.83 66.14 -3.51

Llama-3.3-70B
Optimal Evidence (D) 0.33 -2.12 82.04 -1.02
Retrieved Evidence (D) 0.30 -2.19 80.68 -1.12
Optimal Evidence (E) 0.31 -2.16 81.82 -1.06
Retrieved Evidence (E) 0.27 -2.23 80.13 -1.16
No Evidence 0.12 -2.42 72.87 -2.13

Table 5: Results of the AFC task with 2 labels.

of both precision and recall in evidence extraction. 603

Investigating alternative task formulations—such 604

as predict-then-explain or analyze-predict-explain 605

could also yield insights into the optimal structur- 606

ing of the AFC task. Moreover, improving the 607

retrieval component to better handle noise and dif- 608

ferent types of evidence is an interesting direction. 609

Finally, addressing challenges related to the extrac- 610

tion from fact-checks with complex layouts (e.g., 611

tables, verbatim interviews) and integrating an ini- 612

tial entity and abbreviation resolution step could 613

further improve the robustness of evidence extrac- 614

tion and subsequent justification generation. 615

Limitations 616

Despite promising results, our study has several 617

limitations. First, our human evaluation is based on 618

a relatively small, stratified sample, which may not 619

fully capture the variability in extraction quality 620

across the entire dataset. Although automated met- 621

rics and consensus analyses suggest high-quality 622

ratings, the low reliability scores (as detailed in 623

Table 1 and Table 2) indicate that we have not se- 624

lected the best metric for evaluating agreement in 625

our setting. Second, our experiments rely solely 626

on the PolitiReceipts dataset, which, while exten- 627
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sive, represents only one source of fact-checking628

content. This slightly limits the generalizability629

of our findings. Third, the extraction process can630

be sensitive to document formatting; for instance,631

articles containing table-style layouts or conversa-632

tional formats can challenge the extraction pipeline,633

leading to unexpected extractions. Additionally, is-634

sues with structured generation (such as JSON for-635

matting errors when handling quotation marks) and636

difficulties in verifying complex claims—where un-637

derlying messages are not directly reflected in the638

text further emphasize areas for improvement. Ad-639

dressing these limitations will be useful for future640

iterations of the proposed methodology.641

Ethical Considerations642

Our research primarily relies on data from Politi-643

Fact.com, which may inherently carry biases in its644

data and fact-checking annotations, as well as in645

the factual judgements. These biases are out of646

our control and might influence the predictions of647

our models. Such biases could potentially inten-648

sify if the models are applied on a large scale. We649

strongly advise caution when considering the im-650

plementation of our methods in real-world applica-651

tions. In addition, while our data could benefit the652

general public and using LLMs for rationale gen-653

eration could significantly expedite the automated654

fact-checking process, there is a risk of misuse by655

harmful entities. We encourage researchers to exer-656

cise caution. Our study utilizes datasets solely in657

the English language, and it is unclear whether our658

approach would be equally effective with datasets659

in other languages.660
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A Appendix 815

A.1 Data Collection 816

All fact-checks within the period of up to January 817

2025 were collected in an automated process. All 818

fact-checks are written in English. These fact- 819

checks then served as the basis for retrieving ad- 820

ditional information, such as descriptions of the 821

speakers involved, drawn from dedicated pages. 822

This included biographical information and rele- 823

vant affiliations. Responses were enriched with 824

additional metadata and versioned. Throughout 825

this process, raw data was never altered. Instead, 826

new artifacts were created at each stage to ensure 827

that the pipeline could be reapplied to the original 828

data if necessary. This principle allowed an itera- 829

tive development of the pipeline, with structured 830

data being extracted progressively, while avoiding 831

unnecessary complexity that could introduce er- 832

rors. 833

Internal links found within articles and their 834

sources were processed separately, as they fol- 835

lowed different path structures for historical rea- 836

sons. Since, redirects were online for these links, 837

it was possible to normalize their URLs. This nor- 838

malization may help to simplify the application of 839

graph-based methods for future research. A particu- 840

lar challenge was posed by the articles themselves. 841
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As with the links, the markup has evolved over842

time, while changes were not applied to existing843

articles. Initially, there was an effort to break down844

the articles into finer components. However, distin-845

guishing between document elements types (e.g.,846

paragraphs, headlines) proved impossible without847

more complex methods. The multimodal distribu-848

tion of element counts relative to their length, as849

shown in Figure 4, illustrates this well. Therefore,850

a more detailed decomposition of layout elements851

was avoided in favor of keeping their actual distri-852

bution.853

0 100 200 300 400 500 600
0

5k

10k

Figure 4: Distribution of document element lengths.

To preserve the spatial arrangement and thus the854

visual layout that readers see—while converting855

the articles into plain text and avoiding significant856

distortion during this transformation—inscriptis857

from Weichselbraun was used and customized ac-858

cordingly. The articles, once processed, were then859

filtered. fact-checks that dealt with multimodal860

claims or claims by non-professional speakers (e.g.,861

social media claims) were excluded, as they were862

not the focus of this work. This step is a substan-863

tial restriction of the corpus, limiting it to certain864

research questions.865

2010 2015 2020 2025

10

20

30

pants-fire false barely-true half-true mostly-true true

Figure 5: Annual rolling average of verdicts per month
on professional claims.

Next, the dataset was cleaned. This involved866

removing those articles that lacked essential infor-867

mation or had formatting issues leaving them un-868

readable. The cleaning step was statistically tested869

for significance on the marginal distributions of ver-870

dict label and year of publication. The chi-square871

goodness-of-fit test was performed to compare the872

observed label percentages across different years873

with the expected percentages. The result with874

χ2 = 0.05, p = 1.0 suggests that the distributions875

do not differ significantly. 876

2010 2015 2020
0
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20

30

40

pants-fire false barely-true half-true mostly-true true

Figure 6: Removed reviews by publication year and
verdict.

After the cleaning, the dataset was serialized in 877

RDF 1.1 Turtle5 format, using schema.org6 as the 878

foundation for the ontology. This structure enables 879

enhanced query capabilities and ensures interoper- 880

ability with other linked data sources, making the 881

dataset more accessible. 882

Figure 7: Ontology of the dataset.

The total counts of the key entities are summa- 883

rized in Table 6, providing a breakdown of the 884

dataset. The final dataset created has been made 885

publicly available on Hugging Face7. 886

Entity Count
Author 661
Link 113, 571
Review 17, 276
Speaker 4796
Source 188, 918

Table 6: Breakdown of entities in the dataset.

For the extraction, we employ the largest LLM 887

we can host on the available hardware with a 32k 888

context length in a few-shot inference scenario. 889

Specifically, we select Llama3.3 70B for inference 890

5https://www.w3.org/TR/turtle
6https://schema.org/ClaimReview
7https://doi.org/10.82392/hf/123456789
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on 8 H100 GPUs using structured generation with891

the vLLM framework. For the few-shot setting,892

we annotate 9 articles, aiming to incorporate as893

many diverse examples as possible within the con-894

text length so that the model is exposed to varied895

extraction patterns when tasked to extract informa-896

tion from a presented article for a given real-world897

claim.898

Guidelines for Human Annotation899

Preparation: Before beginning the annotation,900

carefully read the provided fact-checking article901

along with its corresponding extracted evidence, de-902

contextualized evidence, and justification. Ensure903

that you are familiar with all the annotation criteria904

and understand the overall objective of verifying905

the quality and utility of the extractions. Annotate906

each case independently.907

Annotation Criteria:908

• Evidence Label Leakage (Q0):909

– Answer Yes or No to whether the ex-910

tracted content reveals the final verdict.911

• Evidence Meaning Preservation (Q1):912

– Rate (1-5) whether the decontextualized913

evidence retains the original meaning.914

• Justification Consistency (Q2):915

– Rate (1-5) whether the justification fol-916

lows the reasoning in the article.917

• Justification Coverage (Q3):918

– Rate (1-5) whether the justification is919

fully grounded in the provided evi-920

dences.921

• Justification Utility (Q4):922

– Rate (1-5) whether the justification suffi-923

ciently supports the final verdict.924

A.2 Prompts925

A.3 Additional Results926

B927

Five Class
Model BT BS F1 TS

DeepSeek-R1-Distill-Llama-8B
Optimal Evidence (D) 0.16 -2.52 71.60 -2.27
Retrieved Evidence (D) 0.15 -2.62 70.58 -2.46
Optimal Evidence (E) 0.15 -2.56 70.79 -2.38
Retrieved Evidence (E) 0.14 -2.64 68.99 -2.48
No Evidence 0.06 -2.70 64.59 -4.10

DeepSeek-R1-Distill-Llama-70B
Optimal Evidence (D) 0.21 -2.33 79.20 -1.21
Retrieved Evidence (D) 0.21 -2.41 77.71 -1.23
Optimal Evidence (E) 0.21 -2.36 78.89 -1.24
Retrieved Evidence (E) 0.21 -2.43 76.71 -1.31
No Evidence 0.07 -2.51 69.22 -2.92

Table 7: Results of the AFC task with 2 labels for
DeepSeek-R1-Distill-Llama models.

Two Class
Model BT BS F1 TS

DeepSeek-R1-Distill-Llama-8B
Optimal Evidence (D) 0.16 -2.52 71.60 -2.03
Retrieved Evidence (D) 0.15 -2.62 70.58 -2.17
Optimal Evidence (E) 0.15 -2.56 70.79 -2.12
Retrieved Evidence (E) 0.14 -2.64 68.99 -2.26
No Evidence 0.06 -2.70 64.59 -3.68

DeepSeek-R1-Distill-Llama-70B
Optimal Evidence (D) 0.21 -2.33 79.20 -1.15
Retrieved Evidence (D) 0.21 -2.41 77.71 -1.23
Optimal Evidence (E) 0.21 -2.36 78.89 -1.17
Retrieved Evidence (E) 0.21 -2.43 76.71 -1.22
No Evidence 0.07 -2.51 69.22 -2.47

Table 8: Results of the AFC task with 2 labels for
DeepSeek-R1-Distill-Llama models.
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Extraction Prompt

SYSTEM:
You are an advanced annotation support system specializing in automated fact-checking.
Your task is to analyze a fact-checking article that adresses a specific claim and produce a structured JSON extraction.

# Input:
1. Context: [SOURCE] stated on [DATE] in [MEDIUM] the claim [CLAIM].
2. Article: The full text of the fact-checking article that addresses [CLAIM].

# Instructions:
1. **Extract Evidence:**
- Objective: Identify and extract all evidence snippet from the article that are presented by the author to verify the claim.
- **Do not** include the claim itself, the final verdict ruling, or any opinion-based statements as evidence.
- Each evidence snippet must be captured exactly as it appears in the article.

2. **Decontextualize Evidence:**
- Objective: For each extracted evidence snippet, create a version that is fully understandable on its own,
without requiring additional context from the article.

- Clearly identify all entities mentioned in the snippet (e.g., people, institutions, organizations, locations, dates)
by providing their full names and explicit references.

- Replace any abbreviations, acronyms, or pronouns with their complete forms to eliminate ambiguity.
- Rewrite the evidence so that it is self-contained and understandable independently of the original article’s context.

3. **Extract Justification:**
- Locate the section of the article, typically found towards the end, where the author explains the reasoning behind
their conclusion.

- Extract the text that provides a detailed explanation of the claim's accuracy based on the evidence.

4. **Extract Ruling:**
- Identify the final verdict ruling provided by the article's author regarding the claim.
- Ensure the verdict matches one of the predefined categories.

# Output:
Respond in **valid JSON** with the structure:
{

"$defs": {
"Evidence": {

"properties": {
"extracted_text_span": {...},
"decontextualized_text": {...}

},
},
"Justification": {

"properties": {
"text": {...}

},
},
"Verdict": {

"enum": ${LABELS},
}

},
"properties": {

"evidences": List["Evidence"],
"justification": {"text": str},
"verdict": Enum: str

},
"required": [

"evidences",
"justification",
"verdict"

],
}

USER:
${CONTEXT}
${ARTICLE}

ASSISTANT:

Figure 8: Prompt for the extraction of the evidences, justification, and the verdict from PolitiFact fact-checking
articles.
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Fact-Checking Prompt

SYSTEM:
You are a intelligent decision support system for the task of automated fact-checking.
Your task is to analyze a claim made by a public figure based on the presented evidence and produce a structured JSON.

# Input:
1. Context: [SOURCE] stated on [DATE] in [MEDIUM] the claim [CLAIM].
2. Evidence: The evidence retrieved for the verification of [CLAIM].

# Instructions:

1. **Analyze** the [CLAIM] step-by-step. Highlight key arguments, inconsistencies, or gaps in the available evidence.

2. **Classify** the veracity of [CLAIM] based on the on the analysis. Assign a verdict from below labeling scheme:

${LABELS}

3. **Justify the veracity of [CLAIM] briefly with a natural language explanation.
Focus on analyzing the claim based on the presented evidence if available. If evidence is not available, analyze the
claim based on your available knowledge. Adhere to the following criteria:

**Clarity**: The explanation should be concise, coherent and complete.
**Consistency**: The explanation should be consistent with the presented information.
**Relevance**: The explanation must be relevant to the claim and the context provided.
**Utility**: The explanation should be useful in evaluating the prediction of the claim's veracity."

# Output Format:
Respond in **valid JSON** with the structure:
{

"$defs": {
"Justification": {

"properties": {
"text": {...}

},
},
"Reasoning": {

"properties": {
"text": {...}

},
},
"Verdict": {

"enum": ${LABELS},
}

},
"properties": {

"reasoning": {"text": str},
"verdict": Enum: str,
"justification": {"text": str},

},
"required": [

"reasoning",
"verdict",
"justification"

],
}

USER:
${CONTEXT}
${EVIDENCE}

ASSISTANT:

Figure 9: Prompt for the fact-checking task.
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THEMIS Evaluation Prompt

SYSTEM:
###Instruction###
Please act as an impartial and helpful evaluator for natural language generation (NLG), and the audience is an expert in the field.
Your task is to evaluate the quality of Automated Fact-Checking strictly based on the given evaluation criterion.
Begin the evaluation by providing your analysis concisely and accurately, and then on the next line, start with
"Rating:" followed by your rating on a Likert scale from 1 to 5 (higher means better).
You MUST keep to the strict boundaries of the evaluation criterion and focus solely on the issues and errors involved;
otherwise, you will be penalized.
Make sure you read and understand these instructions, as well as the following evaluation criterion and example content, carefully.

###Evaluation Criterion###
{Aspect}

### Output Format ###:
Respond in **valid JSON** with the structure:
{

"$defs": {
"Analysis": {

"properties": {
"text": {...}

},
},
"Rating": int

},
"properties": {

"Analysis": {"text": str},
"Rating": int,

},
"required": [

"Analysis",
"Rating",

],
}

USER:
###Input###
{Aspect-Input:}

###Outpu###
{Aspect-Output:}

###Your Evaluation###
ASSISTANT:

Figure 10: Prompt for the reference-free evaluation with THEMIS targeting as specific aspect of the corpus
evaluation.
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TIGERSCORE Evaluation Prompt

SYSTEM:
###Instruction###
Please act as an impartial and helpful evaluator for natural language generation (NLG), and the audience is an expert in the field.
Your task is to evaluate the quality of Automated Fact-Checking strictly based on the given evaluation criterion.
Begin the evaluation by providing your analysis concisely and accurately, and then on the next line, start with
"Rating:" followed by your rating on a Likert scale from 1 to 5 (higher means better).
You MUST keep to the strict boundaries of the evaluation criterion and focus solely on the issues and errors involved;
otherwise, you will be penalized.
Make sure you read and understand these instructions, as well as the following evaluation criterion and example content, carefully.

###Evaluation Criterion###
Evaluate the claim's veracity, the coherence of the reasoning, and the adequacy of the explanation provided.
The analysis should consider whether the reasoning is logical and supported by the evidence.

### Output Format ###:
Respond in **valid JSON** with the structure:
{

"$defs": {
"Analysis": {

"properties": {
"text": {...}

},
},
"Rating": int

},
"properties": {

"Analysis": {"text": str},
"Rating": int,

},
"required": [

"Analysis",
"Rating",

],
}

USER:
###Example###
Claim & Evidence:
Claim: ${CONTEXT}
Evidence: ${EVIDENCE}
True Label: ${ACTUAL_VERDICT}

Model Output:
Reasoning: ${REASONING}
Predicted Label: ${PREDICTED_VERDICT}
Explanation: ${JUSTIFICATION}

###Your Evaluation###
ASSISTANT:

Figure 11: Prompt for the reference-free evaluation with TIGERSCORE as a general quality metric for natural
language generation.
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