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Abstract
Neural differential equations offer a powerful approach for data-driven simulation.
However, many applications in science and engineering possess known constraints
that should be obeyed by the learned model. We introduce projected neural dif-
ferential equations (PNDEs), a new method for constraining neural differential
equations based on projection of the learned vector field to the tangent space of the
constraint manifold. In tests on two challenging examples from power grid model-
ing, PNDEs outperform existing methods while requiring fewer hyperparameters.
Our approach demonstrates significant potential for enhancing the modeling of
constrained dynamical systems, particularly in complex domains like power grid
dynamics, where accuracy and reliability are essential.

1 Introduction and Related Work
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Figure 1: Schematic of projected neural differen-
tial equations (PNDEs). The vector field of the
unconstrained NDE (red arrow) is projected to the
tangent space TuM of the constraint manifold M.
For initial conditions u0 ∈ M, solutions (orange)
of the projected vector field (green arrow) remain
on the manifold and thereby satisfy the constraints.

Numerical simulation of dynamical systems
plays a pivotal role in science and engineer-
ing. Across fields, simulations extend the
reach of scientific inquiry far beyond the lim-
itations of direct observation and experimen-
tation. Deep learning, enabled by the emer-
gence of efficient model architectures and spe-
cialized accelerator hardware, has further ad-
vanced the use of simulations for scientific in-
quiry [20, 23, 1, 34, 18, 31].

In power grid modeling, simulations allow grid
operators and researchers to examine the sta-
bility of the complex electrical networks that
underpin modern life. However, the transition
to renewable energy sources presents unprece-
dented challenges. As wind and solar genera-
tion increasingly contribute to the energy mix,
grid operators must contend with distributed and
highly variable production, alongside the loss of
system inertia that was previously provided by conventional generators [6, 32]. Meanwhile, existing
methods for modeling grid dynamics are computationally infeasible at the scale and accuracy re-
quired for realistically modeling future scenarios dominated by renewable energy sources [29]. This
challenge is further exacerbated by legal mandates requiring grid operators to perform large-scale
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probabilistic simulations [13]. By leveraging large amounts of operational data to learn and predict
grid dynamics, machine learning can enable grid operators to efficiently forecast system states,
mitigate faults, and maintain stability in future power grids. As with all machine learning, however,
considering appropriate inductive biases and constraints will be essential for the robustness of this
approach.

Neural ordinary differential equations (NODEs) offer a promising approach for data-driven modeling
of dynamical systems, combining the expressiveness of neural networks with the interpretability of
differential equations [9]. Building upon NODEs, universal differential equations (UDEs) offer a
hybrid framework that integrates neural networks with differentiable physical models [38]. We refer
to these approaches collectively as neural differential equations (NDEs). NDEs have demonstrated
success across various scientific disciplines, including weather and climate modeling [21], robotics
[41], epidemiology [12] and bioengineering [33].

Despite excellent performance within the training data, NDEs often generalize poorly, for example, to
new initial conditions or future times. Inductive biases play a crucial role in avoiding such issues. In
scientific machine learning, inductive biases can take the form of physical constraints, conservation
laws, or other domain-specific knowledge that enhances model performance and interpretability
[39, 2, 28, 15, 11, 14]. For power grids, in particular, the dynamics are typically modeled with hard
constraints on the power consumed at certain nodes. In this paper, we study two challenging and
impactful power grid examples, requiring significantly higher dimensions and using more constraints
than previous, comparable works.

A large number of related works have studied neural ODEs on Riemannian manifolds, primarily in
the context of continuous normalizing flows on non-Euclidean geometries [27, 4, 30, 40, 42, 3]. In
contrast to the work presented here, they typically deal with prototypical Riemannian manifolds,
such as spheres and tori, and are not easily adapted to the more general manifolds studied in this
paper. White et al. [44], whose work is most closely related to ours in terms of purpose and method,
incorporate hard constraints in NDE models by stabilizing the differential equation’s vector field,
such that the learned dynamics are “nudged” to remain on the constraint manifold.

Contribution In this paper, we develop an alternative method called projected neural differential
equations (PNDEs). Our method is based on projection of the NDE’s vector field to the tangent
space of the constraint manifold, which is defined by arbitrary algebraic constraints on the state
of the system (see Figure 1). We demonstrate empirically on two elaborate examples from power
grid modeling that our approach satisfies the constraints more accurately, while also requiring fewer
hyperparameters and permitting larger timesteps of the numerical solver.

2 Methods
Neural Differential Equations A first order neural differential equation is given by

u̇ = fθ(u(t), t) u(0) = u0, (1)
where u : R → Rn, u̇ = du/dt, the vector field fθ : Rn ×R → Rn is at least partially parameterized
by a neural network with parameters θ ∈ Rd, and u0 ∈ Rn is an initial condition.

Given observations (ti, u(ti))Ni=1, the parameters θ can be optimized using stochastic gradient descent
by integrating a trajectory û(t) = ODESolve(u0, fθ, t) and taking gradients of the loss L(u, û) with
respect to θ. For ease of notation, but without loss of generality, we will drop the time-dependence in
Equation (1) and consider only autonomous systems from now on.

Constraints Assume we have m < n explicit algebraic constraints on solutions u(t) of Equation (1),
defined as the zero-set of the function g(u) =

[
g1(u), . . . , gm(u)

]
, where g : Rn → Rm and each gi

is an independent constraint. In other words, we want to constrain the state u(t) of our system to the
set

M = {u ∈ Rn ; g(u) = 0}. (2)
As long as the Jacobian Dg(u) exists and has full rank for all u ∈ M, then M is an embedded
submanifold of Rn with dimension n−m and local defining function g(u) = 0. In this case, our goal
of satisfying the constraints is equivalent to constraining solutions of Equation (1) to the embedded
submanifold M. From now on, we will assume this is true and refer to M as the constraint manifold.

Stabilized Neural Differential Equations White et al. [44] constrain NDE solutions using stabilized
neural differential equations (SNDEs), given by

u̇ = fθ(u)− γF (u)g(u), (3)
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where γ ≥ 0 is a scalar hyperparameter and F : Rn → Rn×m is the stabilization matrix. Under mild
conditions on γ and F , it can be shown that Equation (3) admits all solutions of Equation (1) while
rendering the constraint manifold provably asymptotically stable. In other words, Equation (3) is able
to learn the correct ground truth dynamics while guaranteeing that the constraints are satisfied.

Projected Neural Differential Equations Given the constraints g(u) = 0, we can derive (see
Appendix A) a projection operator of the form

Proju(v) = v −Dg(u)∗
[(
Dg(u)∗

)†
[v]

]
, (4)

where Dg(u) is the Jacobian of g(u) and the dagger denotes the Moore-Penrose pseudoinverse.
Projecting the NDE in Equation (1) using the projection operator defined in Equation (4) gives the
following Projected Neural Differential Equation (PNDE),

u̇ = Proju(fθ(u)) ∈ TuM, (5)

which is a differential equation on the constraint manifold M.
Proposition 1. Solutions to the PNDE 5 with u0 ∈ M satisfy g(u(t)) = 0 for all t ≥ 0.

Proof. We note that

dg(u(t))

dt
= Dg(u)[u̇] = Dg(u) [Proju(fθ(u))] = 0 (6)

since Proju(fθ(u)) ∈ TuM = kerDg(u). As a result, g(u(t)) remains constant in time and satisfies
g(u(t)) = g(u(0)) = 0 for all t ≥ 0 since u0 ∈ M.

3 Data
IEEE Test Systems The IEEE test systems are standardized power system models widely used in
electrical engineering research and education [10]. Representing key features of power grids such as
topologies and operating conditions, these models enable researchers to benchmark algorithms and
offer a common framework for analyzing power flow, stability, and reliability in electrical networks.
In this paper, we will study the dynamics of two test systems in particular: the IEEE 14-Bus system
and the IEEE Reliability Test System 1996 (hereafter RTS-96) [16].

We adapt the IEEE test cases to represent future grid dynamics by replacing conventional generators
with renewable energy sources. Our renewables-based grids therefore consist of three types of
buses: renewable energy sources, loads (that is, consumers), and slack buses (a constant voltage bus
representing, for example, a large power plant or a connection to another grid). Buses, which form
the nodes in a graph, are connected via transmission lines, which form the edges. The state of each
bus in the grid is determined by a complex voltage, from which currents can be calculated using the
line admittances, which are well understood and assumed to be known.

Renewable energy sources are connected to the grid using inverters, which we model using the normal
form [22]. Loads are modeled using PQ-buses, meaning that the complex power at the PQ-bus m is
set to a fixed, constant value given by Pm + iQm = vm · i∗m, where Pm and Qm are the active and
reactive power, respectively, vm is the complex voltage, and im is the complex current [8]. These
fixed power values will be the constraints in our data-driven simulators. For full details of how we
constructed the dataset, as well as the training setup and hyperparameters, see Appendix B.

4 Results
We evaluate the trained models by solving each model with the initial conditions from the test set.
Averaging over all test trajectories, we then measure how well each model predicts (1) the voltages of
the entire system, and (2) the power at the PQ-buses (which should be constant). For the stabilized
models, we report results for a range of values of the stabilization hyperparameter γ. Table 1 shows
the mean-squared error for both systems, calculated over all test trajectories. Figure 2 shows the
average relative error as a function of time, defined as E(t) = ∥u(t)− û(t)∥2/∥u(t)∥2, where u(t) is
the ground truth and û(t) is the prediction, along with the average L2-norm ∥g(u)∥2 of the constraint.

Unconstrained NDEs incur large errors in the PQ-bus power. For SNDEs, increasing the stabilization
hyperparameter γ enforces the constraints more accurately, but larger values lead to stiffness and,
ultimately, prohibitively expensive simulations. Meanwhile, PNDEs enforce the constraints exactly –
close to machine precision and several orders of magnitude more accurately than the best SNDEs –
without stiffness.
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IEEE 14-Bus IEEE RTS-96

Model V (×10−5) PQ Power fθ Evals V (×10−4) PQ Power fθ Evals

NDE 1.8±1.8 (3.0±2.0)×10−3 171 2.1±0.8 (0.9±1.1)×10−1 405

SNDE (γ=0.1) 1.7±1.8 (1.5±1.3)×10−3 171 2.0±0.8 (5.0±6.0)×10−2 405
SNDE (γ=1) 1.6±1.8 (2.0±3.0)×10−4 177 2.0±0.8 (0.5±1.1)×10−2 405

SNDE (γ=10) 1.6±1.8 (0.5±1.3)×10−5 297 1.9±0.8 (1.7±7.0)×10−4 411
SNDE (γ=100) 1.6±1.8 (0.5±1.6)×10−7 1929 1.9±0.8 (2.0±8.0)×10−6 1815

PNDE 1.6±1.8 (3.5±1.6)×10−11 171 1.9±0.8 (1.9±1.5)×10−10 405

Table 1: MSE of the predicted voltage V (all buses) and power constraint (PQ-buses only), along
with the number of function evaluations required by the adaptive ODE solver. For both systems,
the constrained models predict the voltages at least as well as the NDE. Unsurprisingly, the NDE
incurs large errors in the PQ-bus power. SNDEs enforce the constraints more accurately for larger
values of γ, but the largest values lead to stiffness, requiring many more function evaluations. PNDEs
efficiently enforce the constraints near machine precision.
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Figure 2: Test statistics for the IEEE 14-Bus System (top) and IEEE RTS-96 System (bottom).
Panels (a) and (d) show a representative voltage for a single trajectory. All models accurately capture
the shape of this voltage for the 14-bus system, but appear to struggle with the high frequency
components of the RTS-96 system. Panels (b) and (e) show the average relative error of the voltages
at all buses, calculated over the entire test set. Constrained models outperform unconstrained models,
with the gap growing over time. Panels (c) and (f) show the average error in the power at the PQ-buses
(that is, ∥g(u)∥2), with the PNDE outperforming the best SNDEs by several orders of magnitude.

5 Conclusion
We have introduced projected neural differential equations (PNDEs), a new method for enforcing
arbitrary algebraic constraints in neural differential equation models. In experiments on two challeng-
ing examples from power grid modeling, PNDEs enforce the constraints orders of magnitude more
accurately than existing methods and require fewer hyperparameters. Many promising directions
remain for future research. For example, graph neural networks are also compatible with our method
and a natural fit for modeling grid dynamics, thereby enabling critical out-of-distribution tests such
as changing grid topologies.
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A Derivation of the Projection Operator

A.1 Background

We first review some differential geometry definitions that are relevant to the proposed approach
and refer the reader to [24, 25, 5] for a more detailed treatment. The set of tangent vectors to
a manifold M at a point u ∈ M is a vector space called the tangent space to M at u and is
denoted by TuM. The disjoint union of all the tangent spaces to M forms the tangent bundle
TM = {(u, v) | u ∈ M, v ∈ TuM} of M. A vector field on a manifold M is a continuous
map X : M → TM with the property that X(u) ∈ TuM for all u ∈ M. The integral curve at u
of a vector field X on M is the smooth curve γ on M such that γ(0) = u and γ′(t) = X(γ(t)) for
all t in the interval of interest. The integral curve γ is simply the solution of a first-order ODE with
right-hand side Xγ(t) for t in the interval of interest, so theorems for the existence, uniqueness, and
smoothness of ODE solutions translate directly to integral curves of vector fields on manifolds.

A.2 Problem Setting

Neural Differential Equations. Assume we have an ambient n-dimensional Euclidean phase
space E , and consider the neural differential equation

u̇ = fθ(u(t), t) u(0) = u0, (7)
where u : R → E , u0 ∈ E is an initial condition, u̇ = du/dt, and fθ is parameterized by a neural
network with parameters θ ∈ Rd.

Given observations {ti, u(ti)}Ni=1, the parameters θ can be optimized using stochastic gradient descent
by integrating a trajectory û(t) = ODESolve(u0, fθ, t) and taking gradients of the loss L(u, û) with
respect to θ. Gradients of the ODESolve operation can be obtained using adjoint sensitivity analysis
(sometimes called optimize-then-discretize) or via direct automatic differentiation of the solver
operations (discretize-then-optimize) [9, 19].

Since any non-autonomous system can be equivalently represented as an autonomous system by
adding time as an additional coordinate, for ease of notation we will drop the time-dependence in
Equation (7) and consider only autonomous systems from now on, without loss of generality.

Constraints. Suppose that the state u(t) of the system must be constrained to the set

M = {u ∈ E ; g(u) = 0}, where g : E → Rm, g : u 7→
(
g1(u), . . . , gm(u)

)
, (8)

given m < n independent explicit algebraic constraints gi(u) = 0. Assuming that the Jacobian Dg(u)
exists and has full rank for all u ∈ M, the Regular Level Set Theorem [25, #5.14] implies that M is
a smooth (n−m)-dimensional embedded submanifold of Rn. To satisfy the constraints g(u) = 0,
we seek solutions of Equation (7) that are constrained to the embedded submanifold M, which we
refer to as the constraint manifold. In other words, we seek integral curves on M.

A.3 Proposed Approach

Proposed Approach. We want to learn fθ : M → TM as a smooth vector field on the embedded
submanifold M with local defining function g. We realize this by first parameterizing a smooth
extension f̄θ : E → E of fθ in Euclidean space using a neural network, and then projecting f̄θ(u)
using a suitable projection operator Proju : E → TuM to obtain the desired tangent vector,

fθ(u) = Proju
(
f̄θ(u)

)
∈ TuM. (9)

Since M is a smooth embedded submanifold of E , the restriction fθ = f̄θ|M is also smooth. Note
that the projection acts fibrewise (i.e. acting "point-by-point"); for each u ∈ M, it projects the
vector f̄θ(u) at u onto TuM, as opposed to projecting directly the full vector field f̄θ onto TM.

Construction of the projection operator. We now derive a suitable projection operator, follow-
ing the approach of Boumal [5]. Given an inner product ⟨·, ·⟩ and induced norm ∥·∥ on E , the
differential Dg(u) and its adjoint Dg(u)∗ define linear maps

Dg(u)[v] =
(
⟨∇g1(u), v⟩, . . . , ⟨∇gm(u), v⟩

)
, Dg(u)∗[α] =

m∑
i=1

αi∇gi(u). (10)
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Denoting the orthogonal projection from E to TuM by Proju : E → TuM, we can uniquely
decompose any vector v ∈ E into its components parallel and perpendicular to TuM,

v = Proju(v) + Dg(u)∗[α]. (11)

The coefficients α are obtained as the solution of the least-squares problem

α = argmin
α∈Rm

∥v −Dg(u)∗[α]∥2 =
(
Dg(u)∗

)†
[v], (12)

where (·)† denotes the Moore-Penrose pseudoinverse. Substituting Equation (12) into Equation (11),
we obtain a formula for the orthogonal projection from E to TuM,

Proju(v) = v −Dg(u)∗
[(
Dg(u)∗

)†
[v]

]
. (13)

B Data and Training Details

Complex Numbers Given complex voltages and complex constraints, we treat the real and imag-
inary parts independently. Hence, for the IEEE 14-Bus system, with 14 buses in total and nine
PQ-buses, we have n = 28 voltages and m = 18 constraints. Similarly, for the IEEE RTS-96 system,
with 74 buses in total and 40 PQ-buses, we have n = 128 voltages and m = 80 constraints.

Initial Conditions Given a power grid at its operation point – a stable equilibrium with all variables
at their desired steady-state values – we obtain perturbed initial conditions using the ambient forcing
method of Büttner et al. [7], which ensures that the perturbed state satisfies the PQ-bus constraints.
The transient behavior of the grid following the perturbation produces rich and complex dynamics
that we aim to emulate using NDEs.

Generating the Data The grid models, which are differential-algebraic equations (DAEs), are
implemented in the Julia package PowerDynamics.jl [35]. Given a random initial condition, we then
generate a ground truth trajectory by solving the DAE for 10 seconds using a 4th order L-stable
Rosenbrock method [17], implemented in the Julia package DifferentialEquations.jl [37] as Rodas4.
We save the result every 0.1 seconds, yielding 101 observations per initial condition. We use 70
initial conditions for training, 30 for validation, and a further 100 for testing. For training and
validation, each trajectory is split into contiguous chunks consisting of four observations, which are
then randomized and combined along the batch dimension. Test statistics are calculated using the full
trajectory, meaning that the test set is not split into chunks.

Training All models are trained for 10,000 epochs on NVIDIA H100 GPUs using the AdamW
optimizer [26] with a constant learning rate of 10−3, weight decay of 10−4, and a batch size of 1024.
All hyperparameters are optimized via grid search. Both systems are modeled using a multilayer
perceptron with 3 hidden layers and ReLU activation functions. The hidden layers contain 512 and
1024 neurons for the IEEE 14-Bus and IEEE RTS-96 systems, respectively. During both training and
evaluation, all models are solved using the 5(4) explicit Runge-Kutta algorithm of Tsitouras [43],
implemented in DifferentialEquations.jl [37] as Tsit5, with absolute and relative tolerances of 10−4.
Gradients of ODE solutions are obtained using the adjoint sensitivity method [36, 9], implemented in
SciMLSensitivity.jl as BacksolveAdjoint [38].
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