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Abstract

As large language models (LLMs) advance, ef-
ficient knowledge evaluation becomes crucial
to verifying their capabilities. Traditional meth-
ods, relying on benchmarks, face limitations
such as high resource costs and information
loss. We propose the Large-scale Reference-
based Efficient Knowledge Evaluation for
Large Language Model (RECKON), which di-
rectly uses reference data to evaluate models.
RECKON organizes unstructured data into man-
ageable units and generates targeted questions
for each cluster, improving evaluation accuracy
and efficiency. Experimental results show that
RECKON reduces resource consumption by
56.5% compared to traditional methods while
achieving over 97% accuracy across various do-
mains, including world knowledge, code, legal,
and biomedical datasets.

1 Introduction

As large language models (LLMs) continue to ad-
vance rapidly, knowledge evaluation has become
an essential component for verifying their capabil-
ities and driving continuous improvements. The
fundamental objective of evaluation is to assess
and ensure the LLM’s alignment with reference
data. Thorough and accurate knowledge evalua-
tion plays a critical role in ensuring reliable model
performance across different fields, especially in
crucial areas such as healthcare, education, and law,
where strong evaluation methods are necessary to
reduce risks from errors or outdated information.
With the rapid growth of LLM applications, the
requirements for knowledge evaluation have be-
come increasingly extensive. Modern evaluation
approaches must meet growing demands, including
wider coverage of different fields, more complex
analytical tasks, and the handling of much larger
datasets. These requirements pose significant chal-
lenges to traditional evaluation methods.
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method.

Traditional knowledge evaluation methodolo-
gies primarily rely on benchmarks, encompass-
ing various assessment formats such as multiple-
choice questions (Gu et al., 2024), fill-in-the-blanks
exercises (Hendrycks et al., 2020), and marking
tasks (Dimitrov et al., 2024). These benchmarks
fundamentally serve as condensed or refined rep-
resentations of reference data, carefully designed
to facilitate manageable and systematic evaluation
processes. Despite widespread adoption across the
field, these benchmark-based approaches exhibit
several inherent limitations. First, the creation and
verification of comprehensive benchmarks demand
substantial resources, necessitating significant man-
ual and computational expenses. Second, the pro-
cess of distilling complex, multifaceted informa-
tion into standardized questions inevitably results
in information loss, potentially introducing sys-
tematic biases and compromising the validity of
knowledge assessment. Finally, individual bench-
marks face considerable challenges in fully captur-
ing the intricate complexity and expansive diversity
of knowledge domains, thereby constraining their
adaptability and broader applicability.

As illustrated in Fig.1, directly leveraging rich
and dynamic reference data is an alternative ap-
proach, which presents distinct advantages over
traditional benchmark-based methods. This direct



reference approach not only preserves the nuanced
complexity of the original information but also en-
ables more comprehensive and authentic evalua-
tion scenarios. Furthermore, it facilitates dynamic
updating of evaluation criteria as new knowledge
emerges, ensuring continued relevance and accu-
racy. The approach also demonstrates superior scal-
ability across different knowledge domains and
evaluation contexts, offering enhanced flexibility
in evaluation. However, this direct reference-based
evaluation introduces its own set of significant chal-
lenges: First, reference datasets typically exist in
large-scale, unstructured formats, presenting sub-
stantial difficulties in effective organization and uti-
lization during evaluation processes. Second, the
absence of predefined questions or standardized
answer formats complicates the establishment of
consistent and equitable alignment between model
outputs and reference data.

To address these challenges, we propose a
Reference-based Efficient Knowledge Evaluation
framework, called RECKON, which directly and
efficiently evaluates LLMs using reference data.
In response to the difficulty of organizing and uti-
lizing large and unstructured reference datasets,
RECKON decomposes the reference data into dis-
crete, manageable knowledge units. These units
are then grouped into thematic clusters, forming
an organized knowledge structure that streamlines
the evaluation process. To solve the problem of
ensuring consistent and fair alignment without pre-
defined questions or fixed answers, RECKON gen-
erates targeted questions for each knowledge clus-
ter. The evaluation focuses on assessing whether
the model’s responses adequately cover all relevant
knowledge units, ensuring comprehensiveness and
accuracy.

Experimental results highlight the superiority
of RECKON as a comprehensive, efficient, and
adaptable framework for knowledge evaluation.
Across various common-sense and anti-common-
sense tasks, RECKON effectively adapts references
to reduce the inherent biases of LLMs. Notably,
RECKON reduced resource consumption by 56.5%
compared to “full reference input evaluation™ with-
out compromising evaluation accuracy. Addition-
ally, RECKON demonstrated exceptional adapt-
ability across diverse domains, including world
knowledge, code, legal, and biomedical datasets,
achieving an accuracy exceeding 97%.

2 Related work

Open-ended question answering benchmarks for
models include MMLU (Hendrycks et al., 2020), C-
eval (Huang et al., 2024), Xiezhi (Gu et al., 2024),
etc. These benchmarks contain a series of ques-
tions that are described in natural language and
require the model to give an open-ended answer.
However, these benchmarks rely on a large number
of manual annotations and cannot be updated with
the latest knowledge. Currently, some methods
propose using LLMs to automatically build updat-
able benchmarks, such as LM-as-an-Examiner (Bai
et al., 2024) and TreeEval (Li et al., 2024). In these
methods, when no benchmark is available, LLMs
generate questions based on their own knowledge.
However, the knowledge in LLM cannot be inher-
ently complete, and the language model is biased,
which will lead to incomplete questions and devia-
tion of questions to a certain extent.

Traditional open evaluation metrics are based on
n-grams to measure semantic similarity between
texts, including BLEU (Papineni et al., 2002),
ROUGE (Lin, 2004), METEOR (Banerjee and
Lavie, 2005), etc. These methods enable the auto-
mated evaluation of natural language texts. How-
ever, these methods lack expressive power and
cannot semantically distinguish key information,
such as negative words. To address these problems,
BERTScore (Zhang et al., 2019), GPTScore (Fu
et al., 2023), and other methods use language mod-
els to derive similarities between candidate answers
and reference answers. In the latest evaluation
work on LLM, LLM-as-Judge (a paradigm that
uses LLM to evaluate open results) (Zheng et al.,
2024; Chan et al., 2023) is proposed. This method
is recognized for its strong interpretability and scal-
ability, making it widely adopted. These methods
still rely on either artificially constructed reference
answers or the LLM’s own knowledge, leaving the
issue of knowledge limitations unresolved.

RECKON distinguishes itself from traditional
benchmarks by using a dynamic, reference-based
approach rather than static question-answer pairs.
This design makes it more adaptable, scalable,
and effective at evaluating nuanced knowledge
across diverse domains. Unlike traditional bench-
marks, which are limited in coverage, flexibility,
and efficiency, RECKON leverages rich reference
data to align with evolving knowledge. Moreover,
RECKON distinguishes itself from other LLM-
related evaluation methods, such as LLM-as-Judge,



by grounding evaluations in external references
rather than relying on the model’s subjective judg-
ment. This ensures a more objective, transparent,
and consistent evaluation process, effectively mit-
igating biases and variability inherent in LL.M-as-
Judge approaches.

3 RECKON Framework

As shown in Fig.2, RECKON consists of five main
components, and the description of these compo-
nents is as follows:

Step 1 Preparing Knowledge Unit Candidates:
The RECKON framework begins by preparing
knowledge units that will be utilized throughout
the evaluation process. These units are sourced pri-
marily from two places: External references, such
as curated datasets, textbooks, or knowledge bases
relevant to the target domain. And Previously eval-
uated knowledge units, units from earlier rounds
of assessment that were flagged as uncovered or
incomplete by the evaluated model.

Step 2 Clustering: After compiling the knowl-
edge units, clustering step involves organizing them
into meaningful clusters to streamline the eval-
uation process. Clustering effectively organizes
knowledge units into coherent groups to facili-
tate the evaluation process. This organization is
achieved by analyzing the semantic relationships
between different knowledge units. Each knowl-
edge unit, which may consist of facts, concepts, and
information relevant to the related field, is trans-
formed into an embedding representation. These
units are then classified based on the proximity of
their embeddings in semantic space, effectively cre-
ating subsets of knowledge that are thematically
related.

Step 3 Question Generation: In this step,
RECKON employs a LLM to generate targeted
questions for each cluster of knowledge units. This
step utilizes the capabilities of the language model
to pose questions. The questions are designed to
align with the central theme of the cluster, ensuring
they are contextually appropriate and address the
core knowledge units. These questions are tailored
to test not only surface-level understanding but also
deeper insights, relationships, and nuances within
the knowledge units. During the evaluation, if the
language model’s responses reveal gaps, ambigu-
ities, or misconceptions, RECKON dynamically
adjusts the questions to probe these areas further.
This iterative refinement ensures a comprehensive

assessment of the evaluated model’s knowledge
and reasoning capabilities.

Step 4 Get Response: Once the questions are
generated, they are presented to get responses from
the evaluated targets. The responses obtained dur-
ing this phase serve as the primary input for anal-
ysis. RECKON evaluates the accuracy, complete-
ness, and relevance of the responses in relation to
the knowledge units. If a response fails to address
a question, RECKON adequately will continue to
prompt the model to generate questions to cover
the relevant knowledge units. This ensures that
every relevant knowledge unit within the cluster is
thoroughly examined.

Step 5 Judging: This step involves instructing
the evaluation LLM to assess the extent to which
the evaluated model’s responses cover the specified
knowledge units. In this phase, RECKON labels
the covered knowledge units as either correct or in-
correct. For knowledge units that remain uncovered
by the evaluated model’s response, RECKON iden-
tifies and retains them for reorganization and re-
evaluation. The process starts again from the initial
step in subsequent assessment rounds.

Further technical details, including the prompts,
models, inputs, and outputs used at each step, can
be found in Appendix A.1.

4 Experiment Setup
4.1 Dataset and models

Our experiments encompassed diverse textual cor-
pora spanning multiple domains:

» Wikitext from Wiki (Vrandeci¢ and Krotzsch,
2014), comprising meticulously curated arti-
cles encompassing comprehensive knowledge.
The diversity and comprehensiveness of Wiki-
text make it an excellent benchmark for as-
sessing the breadth and depth of a model’s
general knowledge capabilities.

* Code from CodeGPT (Xiaoxuan et al.,
2023), containing programming-oriented as-
signments. It is specifically used to evaluate
the models’ ability to understand and generate
code or solve programming challenges.

* Legal.term from Legalbench (Guha et al.,
2024), incorporating juridical definitions em-
phasizing legislative interpretation. It is a re-
source for testing a model’s performance in
legal reasoning, terminology comprehension,
and domain-specific text generation.
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Figure 2: RECKON consists of five main components that form a cycle of assessment.

* Med.rand and Med.sim from Pub-
MedQA (Jin et al., 2019). Med.rand includes
randomized selections from the PubMedQA
dataset to evaluate general biomedical knowl-
edge. Med.sim is a similarity-based subset
specifically designed to test the models’
ability to identify nuanced relationships
between biomedical entities.

* Uncommon from Feverous (Aly et al., 2021),
encompassing descriptions that deliberately
deviate from established factual paradigms. It
assesses a model’s ability to handle the con-
tradiction between an evaluation model and
the external reference.

Details of these datasets is presented in Tab.1.

The models under evaluation include the
widely used GPT4-turbo (GPT4), GPT3.5-turbo
(GPT3.5), and LLaMA2-chat-13b (LLaMA?2).
Additionally, we incorporated the PMC-LLaMA-
13b(PMC), fine-tuned on the LLLaMA?2 architecture,
specifically tailored for the biomedical field, to as-
sess its performance within the related domain.

4.2 Baseline

In our evaluation, we compare RECKON against
several baseline methods: BLEU, a probabilis-
tic measure based on n-gram matching by com-
paring the overlap of n-grams between two sen-
tences. GPT Score, an embedding-based indica-
tor utilizing pre-trained language model embed-
dings to compare the semantic similarity between
generated and reference texts. LLM-as-Judge

Dataset \ Source #Words #Para.
Code CodeGPT! 2,371k 5,511
Legalterm | Legalbench’ 233k 695
Wikitext Wiki® 11,834k 4,396
Uncommon | Feverous® 49k 2,000
Med.rand PubMedQA’ 877k 2,000
Med.sim PubMedQA 351k 2,000

Table 1: Detail statistic information of the datasets en-
compassed in the experiments.

w/o reference(Jw/oR), adopting the LLM-as-judge
paradigm and relying on the evaluator (LLM) to
judge response correctness. LLM-as-Judge w/ ref-
erence(Jw/R), assessing response correctness by
aligning the answer provided by the model and the
related textual context in the datasets one-by-one,
which is superior to RECKON with more detail.
To establish a ground truth for comparison, we
conducted Human evaluations as detailed in Ap-
pendix A.3. Three expert annotators assessed
model responses across all datasets with access
to the original reference texts. Each response was
labeled as either correct or incorrect, based on its
alignment with the reference text and overall qual-
ity. The human evaluations served as the gold stan-
dard for our study, allowing us to measure the accu-
racy and reliability of RECKON and other baseline
methods. The average human scores and inter-

"https://github.com/zxx000728/CodeGPT/

2https ://hazyresearch.stanford.edu/legalbench/
3https: //huggingface.co/datasets/wikitext
*https://github.com/Raldir/FEVEROUS

5https ://pubmedga.github.io
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annotator agreement are presented in A.3.

5 Performance of RECKON

Tab.2 displays the performance of all baselines mea-
sured by their correlation with human annotations.
Tab.4 displays the resource consumption of two
strong baselines, Jw/R and RECKON. The conclu-
sions from the results are as follows:

LLM-based methods exhibit significantly higher
evaluation accuracy compared to both n-gram-
based and embedding-based approaches. The
correlation with human baselines has notably im-
proved, ranging from approximately 0.3 for BLEU
to 0.6 for GPT Score and approaching nearly 1
for Jw/R, Jw/oR, and RECKON. This substan-
tial enhancement underscores the superior efficacy
of LLM-based techniques in assessing model re-
sponses in alignment with human expectations.
The inferior performance of n-gram-based and
embedding-based methods can be attributed to their
limited understanding of the text’s intrinsic mean-
ing. In contrast, LLMs offer robust capabilities in
comprehending textual context, thereby enhancing
the effectiveness of Jw/oR methodologies.

External references enhance evaluation accu-
racy and stability by countering internal model
biases. Firstly, references improve the accuracy
of evaluation. Both the Jw/R and RECKON base-
lines demonstrate a higher correlation, utilizing
textual references to augment the LLM’s precision
in assessing answer correctness. External refer-
ences effectively counteract the potential influence
of erroneous internal model knowledge, as previ-
ously investigated in the literature (Xie et al., 2023).
Secondly, adopting external references leads to su-
perior stability and robustness against LLM alone.
Notably, the Jw/R and RECKON methods exhibit
significantly lower variances of 1.9e-5 and 2.5e-
4, respectively. In contrast, the Jw/oR baseline
demonstrates a higher variance of 0.04, indicating
greater susceptibility to internal model biases.

RECKON reduces the cost of evaluation and
maintains competitive correlation with Jw/R.
Tab.4 demonstrates the efficiency advantage of
RECKON. In contrast to Jw/R, which necessi-
tates more frequent API calls and processes greater
data volumes, thereby escalating operational ex-
penses, RECKON optimizes these aspects by con-
centrating on crucial tokens during the Judgment

| GPT4 GPT3.5 LLaMA2
N-Gram Based
BLEU | 28.1 384 94
Embedding Based
GPTScore | 60.6 62.3 41.0
LLM-as-Judge Based
Jw/R 99.8 98.9 99.2
Jw/oR 88.9 98.4 86.1
RECKON 97.6 99.5 96.3

Table 2: Correlations between different methods and hu-
man baseline, where the bold font indicates the highest
correlation.

Question: What was the Silent Holy Stones’ director award in
2005?
Answer: Directed by Pema Tseden, won the Golden Rooster
Award for Best Directorial Debut in 2005, marking a significant
step for Tibetan cinema.
Judgement: Incorrect

Reference Text: The Silent Holy Stones was nominated in the
Best Director category in the 2005 Beijing College Student
Film Festival.

Table 3: Performance of GPT-4 on Uncommon Dataset
by RECKON.

and Question generation phases. This strategy re-
duces unnecessary overhead and lowers API call
rates, enabling cost savings and effective evalua-
tion. A deeper analysis in A.4 shows that method’s
cost is related to model capacity, with higher-
capacity models incurring lower expenses com-
pared to Jw/R.

6 Deep Analysis on RECKON

6.1 Evaluation Results

As shown in Tab.5, LLMs demonstrate supe-
rior performance across diverse knowledge do-
mains, with GPT-4 consistently achieving the
highest accuracy scores among all tested mod-
els. GPT-4 achieves remarkable accuracy rates
of 95.4% on Code, 94.6% on Legal.term, and
97.9% on Med.sim datasets. These outstand-
ing results underscore its versatility in handling
both general and specialized tasks, particularly in
biomedical domains. When compared to GPT-3.5,
which achieves 90.8% on Legal.term and 54.5% on
Wiki, the performance gap clearly illustrates the
advantages of larger-scale models in knowledge-
intensive tasks.

As shown in Tab.5, domain-specific fine-tuning
yields substantial improvements in model perfor-
mance within targeted fields. This is evidenced
by PMC-LLaMA’s performance in the biomedical



| Eval. Target | #Query-API | #Token | #Judge-API | #Token | #Money

Jw/R GPT3.5 1,423
RECKON GPT3.5 256
RECKON GPT4 244
RECKON LLaMA 269

650,098 1,423 | 482,779 38.14
26,880 1,622 | 616,760 2.44
21,692 1,593 | 556,257 2.39
69,271 1,850 | 660,350 3.27

Table 4: Metrics of resource consumption measured during the Wiki evaluation phase. Eval. Target signifies the
language model subjected to assessment. #Query-API and #Judge-API enumerate the aggregate API invocations
throughout the question formulation and assessment phases, respectively. #Token encompasses the collective token
consumption across all operations. #Money encapsulates the overall monetary expenditure incurred through API
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Figure 3: The counts of 6 types of questions of RECKON used for different models.
Model | GPT4 | GPT3.5 | LLaMA2 | PMC Model Accuracy
Code 95.4 929 83.1 - | GPT4 GPT3.5 LLaMA2
Legal.term | 946 | 90.8 812 B RECKON | 317 328 24.7
Wiki 82.6 54.5 42.9 - JwioR 844 873 67.5
Med.rand | 953 | 821 73.2 78.5 wo : : :
Med.sim 97.9 82.3 72.5 75.7

Table 5: The performance of the model on each dataset,
expressed as accuracy, where the bold font indicates the
highest accuracy.

| Code Legalterm Wiki Med.rand
Jw/oR 97.2 95.5 72.6 90.9
RECKON | 954 90.9 54.5 82.1

Table 6: Evaluation result of RECKON and raw LLM-
as-a-Judge.

domain, where it achieves accuracy scores of 78.5%
and 75.7% on Med.rand and Med.sim, respec-
tively. While these scores don’t surpass GPT-4’s
performance, they represent a significant improve-
ment over general-purpose models like LLaMA?2,
which only achieves 73.2% and 72.5% on the same
datasets.

Correlation Between Human Annotation
\ GPT4 GPT3.5 LLaMA2
RECKON \ 90.57 92.45 96.22

Table 7: Evaluation performance on UnCommon.

6.2 Evaluation Performance with Reference
Data

As shown in Tab.6, models exhibit a bias toward
providing ‘correct’ judgments when evaluating
without external references. While Jw/oR as-
signs consistently higher scores to GPT-3.5 com-
pared to RECKON, manual verification reveals that
RECKON actually achieves higher evaluation ac-
curacy. This discrepancy suggests that Jw/oR’s
inflated results stem from its tendency to classify
wrong answers as correct incorrectly.

As shown in Tab.3, reference-based evaluation
through RECKON ensures objective assessment
by strictly adhering to provided reference ma-
terials, even when they conflict with real-world



Comparison of RECKON and LLM-as-Judge

Question: When was Marino railway station in Adelaide opened?
Answer: Marino Railway Station was opened on October 19, 1885.

Text: Marino railway station is
on the Seaford railway line , in
the southern Adelaide suburb of

Jw/oR Judgement: Correctx
Reason: The candidate’s answer correctly identifies the location of Marino Railway
Station and its opening date.
Question: What is the common trait of Marino railway station in Adelaide, ..., and
what years were they opened?
Answer: Marino Railway Station is located in Adelaide, Australia. It was opened on
RECKON October 19, 1885, and it is still operational. It serves the Seaford and Tonsley lines of

Adelaide’s metropolitan train network.
Judgement: Incorrecty’

Reason: The candidate incorrectly states that Marino Railway Station was opened on
October 19, 1885, while the reference text indicates it opened in 1915.

Marino , South Australia Once
the terminus of the line that now
runs south to Seaford . Marino
railway station opened in 1915
when the line was built from
Adelaide to Marino.

Performance of GPT3.5-Turbo

Question: In legal terms, what does the term ‘damage’ specifically refer to?
Answer: In legal terms, the term ‘damage’ refers to the harm or injury caused to a

JwiR person, property, or reputation as a result of the wrongful act of another. .. Text: The word ‘damage’ tradi-
Judgement: Incorrect tionally describes a harm to prop-
Ql}estion: In area of law, ..., and what is the distinction between ‘damage’ and ggérhfggﬁ’ gg;?ﬁetgy&?:mgieo?{
‘injury”? L . . (usually referred to as ’peprsona]
RECKON Answer: The distinction between ‘damage’ and ‘injury’ is that damage refers to harm injury”).
caused to property, while injury refers to the victim by certain injury.
Judgement: Correct
Question: In legal terminology, what kind of object does ‘damage’ apply to ?
Human Answer: ‘Damage’ usually applies to damage to objects. This includes loss or damage

to property, land, equipment, etc. ..
Judgement: Correct

Table 8: Comparison of RECKON and Jw/oR at the top of the table, and performance of GPT3.5-Turbo of different

baselines at the bottom of the table.

knowledge. This is exemplified in the case where
GPT-4’s response about a film “winning the Golden
Rooster Award for Best Directorial Debut in 2005”
was marked incorrect due to contradicting refer-
ence information, despite being factually accurate.
In contrast, using Jw/oR, GPT-4 achieved high ac-
curacy on the Uncommon dataset by relying on its
internal knowledge. Manual verification confirms
RECKON’s strict adherence to reference materi-
als in over 90% of cases, regardless of potential
conflicts with the model’s internal knowledge base.

6.3 Evaluation Performance Knowledge
Clustering and Concept Characteristics

As shown in Figure 4a, knowledge clusters
with high intra-cluster similarity and low inter-
cluster overlap optimize RECKON’s evaluation
accuracy. The analysis reveals 13 distinct clus-
ters characterized by high intra-cluster semantic
similarity and large inter-cluster distances in the
feature space. Between rounds 30 (Figure 4a) and
40 (Figure 4b), domain-specific clusters such as
“Various films”, “TV shows”, “operas”, and “re-
lated media productions and Various STEM topics”
achieve complete evaluation coverage. In contrast,
heterogeneous clusters containing mixed domains,

like “Various historical, biographical, electoral,
media, educational and legal topics”, exhibit high
feature dispersion in the embedding space, leading
to reduced evaluation precision.

As shown in Fig.5, the hierarchical clustering
strategy in RECKON optimizes evaluation effi-
ciency through systematic knowledge unit dis-
tribution. The frequency analysis demonstrates an
inverse relationship between knowledge unit sam-
pling frequency and the occurrence of ‘ignored’
units. This pattern validates that RECKON’s cluster-
ing algorithm effectively prevents redundant sam-
pling of high-frequency knowledge units while
maintaining comprehensive coverage across the
knowledge space.

As shown in Fig.5, LLMs’ performance ex-
hibits systematic degradation when processing
knowledge units with high information density.
This is evidenced by the increased frequency of
‘ignored’ knowledge units containing extensive in-
formation, such as “List of medical drama tele-
vision programs worldwide”. The performance
degradation is particularly notable in sparse clus-
ters, suggesting that LLMs’ processing efficiency
decreases as the information density of the input
content increases.
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Figure 4: The embedding map of the remaining knowledge units to be evaluated on the Wiki dataset in the process
of evaluating GPT3.5-turbo at round k (k is different of the two sub-figures), where the representation of knowledge
units of the same color is clustered in the same class, and their class names are displayed.

7 List of medical drama

GPT4-turbo television programs worldwide:

GPT3.5-turbo list of di 1d TV

LLaMA2-chat A ist of medical drama
series around the world by
country.

o

w

2011-12 Liga Indonesia Premier
Division second round Group B:
Four teams played between 26
June and 1 July 2012. PSIM
Yogyakarta, PS Sumbawa Barat,
Persebaya Surabaya and PS
Barito Putera.

Times(log)
S

w

~

1 German Media Control Topl00
Singles Chart: List of 1972
number-ones of German Media

0 .
0.1 0.2 0.3 0.4 05 0.6()/07 0.8 0.9 1.0 Control Topl00 SJ.ngles Chart.

Frequen

Figure 5: The frequency of knowledge units in multiple
iterations of RECKON. The X-axis is the frequency of
knowledge units, and the vertical axis is the number of
knowledge units of a certain frequency.

6.4 Evaluation Performance of Different
Types of Questions

As shown in Fig.3, LLMs consistently ex-
hibit lower performance on identity-based and
location-based queries. The data reveals a system-
atic underperformance across all models when han-
dling ‘who’ questions, likely due to the complexi-
ties of processing person-specific information and
historical contexts. Similar performance deficits
are observed with ‘where’ questions, suggesting
challenges in managing geographical details and
location-based information. This pattern indicates
fundamental limitations in models’ ability to pro-
cess and accurately represent identity and location-
specific knowledge.

As shown in Tab.8, RECKON enhances model
performance by leveraging contextual informa-
tion to activate inherent reasoning capabilities.
While GPT-4-turbo and LLaMa?2-chat show supe-
rior performance with Jw/R on factual recall ques-

tions ("who’ and ‘where’), RECKON achieves com-
parable or better results with models like GPT-3.5-
turbo by incorporating rich contextual information.
For instance, RECKON improves GPT-3.5-turbo’s
understanding of ‘damage’ concepts by providing
relevant contextual cues, whereas Jw/R struggles
without such supporting information.

6.5 Case Study

As shown in Tab.2, RECKON demonstrates supe-
rior evaluation accuracy compared to Jw/oR
through its reference-based assessment ap-
proach. This is exemplified by the case of the
Marino Railway Station opening time query, where
Jw/oR incorrectly marks an answer as ‘Correct’
based on the model’s internal knowledge, while
RECKON accurately identifies it as ‘Incorrect’ by
comparing it against the Wiki reference. This case
highlights RECKON’s ability to provide reliable
evaluations through reference-based verification
rather than depending solely on model knowledge.

7 Conclusion

In this paper, we introduce RECKON, a novel
method for evaluating large language models
across diverse domains. Leveraging LLMs’ abil-
ity to understand and respond to complex queries,
RECKON addresses the limitations of traditional
evaluation methods. Our experiments on various
datasets show that RECKON achieves high consis-
tency with human evaluation, which highlights its
effectiveness in assessing model responses. This
approach not only offers a scalable and efficient
means to evaluate LLMs but also advances the field
of model evaluation in knowledge-intensive tasks.



Limitation

While the proposed RECKON offers significant
advancements in evaluating text generated by
language models, it is not without limitations.
RECKON’s effectiveness heavily depends on the
quality and relevance of the external reference ma-
terials used. If these references are incomplete or
outdated, the framework’s evaluations may be com-
promised. The challenge of integrating large vol-
umes of reference data remains, as even with syn-
thesized knowledge units, the risk of overlooking
critical details or context persists. The sensitivity
of LLMs to prompt variations can also result in in-
consistent evaluation outcomes when dealing with
diverse or ambiguously phrased questions. This
variability in model responses may affect the re-
liability of the evaluation results, particularly in
scenarios where nuanced understanding is crucial.

Ethical Concerns

The RECKON introduces several ethical concerns.
The external reference data used may include sen-
sitive or controversial content, which could lead
to the perpetuation of biases or misinformation.
Additionally, handling proprietary or personal in-
formation raises privacy and intellectual property
concerns.

To address these issues, we implement strict pro-
tocols to vet reference data for sensitivity and rele-
vance. We ensure transparency in our data curation
process and prioritize ethical standards to safeguard
privacy and prevent misuse, balancing the benefits
of comprehensive evaluation with responsible data
handling.
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A Appendix

A.1 Detials of RECKON

A.1.1 Prompt

In Fig.6, Fig.7, and Fig.8, we illustrate three dis-
tinct prompts, each designed to complete different
tasks within RECKON. Fig.6 represents a question
generation prompt in step 3 of Question Genera-
tion. Fig.7 represents a question-answering prompt
in step 4 of Get Response. Fig.8 represents a re-
sponse judgment prompt in step 5 of Judging.

Each of them includes an instruction, an output
format, a notation, and inputs.

A.1.2 Details
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The models, inputs, and outputs of each step are
shown in Tab.??.

A.2 Dataset

Med.rand consists of randomly chosen questions
from PubMedQA. Med.sim, on the other hand, is a
selection from PubMedQA based on the similarity
to the paragraph: “A medical history of arterial
hypertension was associated with lower MMSE
scores and a higher prevalence of dementia and
cognitive decline at baseline. However, intact cog-
nition through the observation period was linked to
higher baseline SBP.” The similarity is determined
by comparing the embeddings of this paragraph
with those of all other paragraphs in PubMedQA.

A.3 Human Baseline

A.3.1 Human Baseline Description

Annotator Selection We selected three annota-
tors with expertise in the relevant fields to ensure
the quality of the questions and annotations. All
annotators had prior experience in data annotation
and a good understanding of the subject matter.

Question Formulation The annotators were in-
structed to manually formulate questions based on
the original text provided in the datasets. They
were asked to create questions that would test the
comprehension and response-generation capabili-
ties of the models.

Annotation Process The annotators annotated
the model responses while having access to the
original text. This approach allowed them to assess
the accuracy of the model’s answers in the context
of the given information.

A.3.2 Annotation Scoring

Scoring Criteria Annotations were scored on
a binary scale: 0 for incorrect answers and 1 for
correct answers. An answer was considered correct
if it accurately addressed the question based on the
information provided in the original text.

Scores The average scores for each dataset and
model are presented in Tab.9:

Inter-Annotator Agreement To ensure the reli-
ability of the annotations, we calculated the inter-
annotator agreement using the Fleiss’ kappa co-
efficient. The kappa value was found to be 0.72,
indicating substantial agreement among the anno-
tators.


https://github.com/zxx000728/CodeGPT
https://github.com/zxx000728/CodeGPT
https://github.com/zxx000728/CodeGPT

Model Score 1 Score2 Score3 Score4 Score 5
GPT-4 0.9566 0.9479 0.8269 0.9190 0.9230
GPT-3.5 0.9245 0.9056 0.5094 0.7735 0.8113
Llama2 0.8219 0.8062 0.4002 0.6295 0.6352
MedLlama | 0.6367 0.6241 - - -

Table 9: Human scores for different models

You are now an interviewer and you need to evaluate the candidate's abilities. Your current task is to come up with a
question to test the candidate's understanding of [DOMAIN].

You need to first find out the knowledge units the that can be asked together in the same question, and than generate the
question.

Your question should cover as many k ledge units as possible based on the center. The answer to the question must be
found in the knowledge unit.

e Output Format

The output should be formatted as
{

"target": "a string list, the list of knowledge units from the knowledge units list that can be asked together"

NOTE:

1. Do not leak the answer of any knowledge unit.

2. The content of question must come from the original knowledge units and you cannot make up the facts yourself.
3. The knowledge units in target list must come from the knowledge units list.

4. The q i hould be limited in 50 words."

The knowledge units list is: [Knowledge Units]
The center point is: [Center]

Figure 6: Prompt for question generation.

You are now an candidate, and you need to answer a question asked by the interviewer to prove your knowledge in [DOMAIN].

‘Please answer these questions to prove your understanding of the specific content, and use these questions to expand on some
other content in the area to demonstrate the breadth of your understanding. If you cannot answer the original question, you can
provide other insights about this question.

i Output Format
E The output should be formatted as a string in one line.

i NOTE: The answer should be limited in 200 words.

—
H

| Now please the ion:  [Q ion] i

Figure 7: Prompt for question answering.
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You are now an interviewer and you need to evaluate the candidate's understanding of the domain: [DOMAIN].

Your current task is to judge whether the answer from the candidate is correct or related according to the reference text.

There are 3 types:

”Unrelated” means "The candidate’s answer is pletely irrel t to the q ion and the reference text, and does not

provide any relevant information.”

”Correct” means "The candidate”. s answer partially or completely aligns with the reference text. The candidate's answer may
tain some omi 1S, ir or even some details, facts or dimensions that are not mentioned in the reference

text, but overall demonstrates the cand|date s understandmg of the knowledge and their ability to accurately apply and

explain rel pts, facts, or princip

”Incorrect” means "The candidate admits that he/she does not know the or "The i 's answer contradicts, is
pletely incorrect pared to the reference text. It may contain factual errors, misunderstandings, or incorrect

inferences that are inconsistent with the reference text. Pay attention that never make the mistake of thinking that facts you

don’t know are incorrect! "

The candidate's answer may provide some details, facts or dimensions that are not mentioned in the reference text: You can

just assume these details or facts are correct. Because the reference cannot not provide exact factual support to prove that

these details or facts are indeed incorrect. However, if all dimensions or details provided by candidate are not mentioned in

\the reference text, the output type should be "unrelated”. Y

- Output Format

The output should be formatted as
{

"type": "unrelated, incorrect or correct"”,
"reason": "the reason why you give the type, if the type is incorrect, please point out the exact error from
candidate\'s answer and the exact correct answer from the reference text.”

}

NOTE:

1. Please output according to the output format in one line.
2. The reason should be limited in 100 words.

The from the didate is: [Answer]
The reference text is: [Text]
Figure 8: Prompt for response judgment.
A.4 Other Factors in RECKON cost between models. Specifically, GPT4-turbo has

a significant reduction in the number of knowledge
The more knowledge units reduce in each chat-  units in each round, which decreases the repetition
ting round, the better the LLM’s ability to an-  of questions and judgments, thereby reducing the
swer relevant knowledge questions. Fig.9 shows  cost of API calls.
the performance of LLM across multiple iterations
of RECKON. The slope of these curves, denoted
as the difference between the count of knowledge
units in the (n + 1)th round and the nth round,
represents the amount of knowledge units that are
reduced in each round. More powerful models like
GPT4-turbo tend to answer more questions in each
chatting round, especially at the outset and partic-
ularly on challenging datasets. While LLaMA?2-
Chat consistently exhibits slower speeds compared
to GPT4-turbo and GPT3.5-turbo, which indicates
the low capacity of LLaMA2-Chat for question
answering compared to the other models.

In RECKON, Models with stronger capacity
incur fewer token costs during the evaluation
process in our method. Costs of GPT4-turbo and
LLaMAZ2-chat in Tab.4 reflect that the cost of eval-
uating GPT4 on RECKON is 26% lower than that
of LLaMA. This cost advantage shows in the stage
of both Question Generstion and Response Judge-
ment. As shown in Fig.9, the amount of knowledge
units that are reduced in each round is different be-
tween models, and this also causes the difference in
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Comp Legal.term Wikitext Med.rand

" 4000 2000 GPT4-turbo
2 600 1500 GPT3.5-turbo
g 4000 3000 LLaMA2-chat
5 100 2000 1000
2000 200
3 1000 500
o

0 0 0 0

0 10 20 30 40 0 5 10 15 0 10 20 30 40 0 5 10 15 20 25
Round Round Round Round

Figure 9: The number of unjudged knowledge points remaining after each iteration of different models on different
data sets. The iteration ends when the representation on RECKON converges.
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Table 10: The models, inputs, and outputs of each step in RECKON

Step Model ‘ Input Example ‘ Output Example
"text'': "lastaired =’ > Sa Sandaling
Kailangan Mo Ako * * (lit.’ * The
Moment You Need Me’ ’ )is a
Philippine drama series aired on
ABS-CBN in 1998-2001 . It starred
some of the Philippines * renowned
veteran actors and actresses combined
with promising young artists under the
direction of the reputable Filipino TV "type'': "Factual Knowledge",
Preparing and movie director , Olivia M. Lamasan . "keyword'': "Sa Sandaling Kailangan
Knowl- gpt3.5- This shows the intricacies of love , Mo Ako",
edge Unit turbo- friendship , betrayal and forgiveness. # ""description'": "A Philippine drama
Candi- 0125 Cast # *Marvin Agustin as Ruben series aired on ABS-CBN from
dates *Kristine Hermosa as Agnes *Piolo 1998-2001, directed by Olivia M.
Pascual as Raffy *Giselle Toengi as Lamasan."
Stella *John Lloyd Cruz as Daniel
*Kaye Abad as Eloisa *Dante Rivero
*Hilda Koronel *Ronaldo Valdez *Tessie
Tomas *Tracy Vergel *William Lorenzo
# See also # *List of programs broadcast
by ABS-CBN *List of programs aired by
ABS-CBN *List of telenovelas of
ABS-CBN"
"center'': "Web Services: Open
standards for cross-platform
communication between applications”,
"knowledge_units'': ["Web services:
Client and server apps communicate with
""knowledge_units'': ["bundle to pass HTTP protocol for interoperability.",
data: Passing required data to subfolders "SOAP and REST: SOAP for data
using bundle.", "Types of storage in transmission, REST for handling media
Android: Shared Preferences, Internal components.”", "REST and Routing in
storage, External storage, SQLite Rails: REST represents representational
database, Network connection", "Service: state transfer, uses HTTP methods to
. gptd- A background component for running represent actions", "API and Web
Clustering turbo- . . . .
0409 music or processing network Services differences: APIs may not

transactions", "Fragment: A part of an
Activity to display multiple screens.",
"Sleep mode for CPU: CPU is in a sleep
state and not accepting commands except
for wireless and alarms.", ...(and 729
more)]

require network access, while Web
Services always do", "SOAP:
XML-based protocol to exchange
information between computers.",
"REST API: A set of functionalities to
perform requests and responses over
HTTP.", "REST features: REST is
stateless, uses GET method to access
resources, and differs from web
services.", ...(and 64 more)]

...(more centers and knowledge_units)
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Question
Genera-
tion

gpt4-
turbo-

0409

"center'': "Exception handling in
various programming languages",
"knowledge_units'': ["Exception
handling: Mechanism used to handle
runtime errors and maintain normal flow
of program.", "Exception Handling:
Process of catching and handling
exceptions in a program”, "Exception
Handling in Java: How catch block
changes variable value and how
exception handling works", "Exception
handling in Django: Using exception
classes in Django to handle anomalous
events", "Exception Handling:
Begin-end block with rescue clause
specify exception type to handle.",
"Exception handling: A mechanism that
handles exceptional situations and
prevents abnormal program
termination.", "Quit command: A
command to close the connection.",
"rmdir command: Removes the directory
specified by the filename.", "Python
exception handling: Using try-except
blocks to handle errors, with available
clauses try-except-finally and
try-except-else.", "Exception handling:
A mechanism to deal with runtime errors,
maintaining the normal program flow.",
"Exception handling in Java: Handling
and propagation of exceptions in Java
programs", "System class: Access
system resources, standard input and
output.", "gunzip command: a command
used to decompress gzip files",
"Exception handling in Django: Django
uses its own exception classes and
supports all core Python exceptions.",
"Exception Handling: Using begin-end
and rescue clause to handle exceptions”,
"Debugging: The process of finding and
fixing errors in code.", ""type’ and
’typeAndWait” command: Enter
keyboard key or select value, wait for
page reload", ...(and 10 more)]

""question'': "In the context of various
programming languages, explain how
exception handling works in Java,
including how a catch block can change
a variable’s value, the use of try-except
blocks in Python with their clauses, and
how Django utilizes its own exception
classes to handle errors. Additionally,
contrast these mechanisms with the
general process of catching and
managing exceptions to maintain the
normal flow of a program. Then tell me
what else you know about these.",
"center": "Exception handling in various
programming languages"

15



Get
Response

model
to be
evalu-
ated

""question'': "In Java object-oriented
programming, how does the concept of
inheritance differ from implementing an
interface, and can you explain the use of
the “javap’ command in relation to these
concepts? Also, can you describe the
role of JavaBeans in encapsulating state
and behavior within an object, the
differences between singleton and
prototype bean scopes in Spring, and
how thread creation can be achieved?
Please include an explanation of how a
thread can be interrupted and the
implications of calling ’join()’ on a
thread, along with the considerations for
thread-safety when dealing with
singleton patterns. Then tell me what
else you know about these."

"answer'': "In Java, inheritance is a
mechanism where one class acquires the
properties (methods and fields) of
another class. The child class extends the
parent class, and it can use all the public
and protected methods and fields of the
parent. On the other hand, implementing
an interface provides a way for a class to
become more formal about the behavior
it promises to provide. It specifies a set
of methods that the class must
implement. Unlike inheritance, a class
can implement multiple interfaces, but it
can only extend one class. The ’javap’
command in Java is used to print
information about the classes and
interfaces in a given Java binary file. It
displays the package, protected, and
public fields and methods of the classes
available in the specified file. JavaBeans
are reusable software components that
adhere to specific naming conventions
for properties, methods, and events.
They provide a way to encapsulate state
and behavior within an object. Singleton
and prototype bean scopes are used in
Spring to control the lifecycle of objects.
Singleton beans are created only once
per container, while prototype beans are
created every time they are requested.
Thread creation in Java can be achieved
by either extending the Thread class or
implementing the Runnable interface.
Interrupting a thread is done by calling
the interrupt() method of the thread
object. Calling join() on a thread waits
for it to complete before moving on to
the next task. Thread-safety
considerations are important when
dealing with singleton patterns because
multiple threads may access the same
instance concurrently. In addition to
these topics, I have knowledge of other
Java concepts such as generics,
collections, exception handling, JDBC,
JPA, Hibernate, Servlets, JSP, RESTful
web services, Spring Framework, and
more."
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Judging

""knowledge_unit'': "Java Bean: A
reusable software component that
encapsulates many objects into one
object for easy maintenance.",
"answer'': "In Java, inheritance is a
mechanism where one class acquires the
properties (methods and fields) of
another class. The child class extends the
parent class, and it can use all the public
and protected methods and fields of the
parent. On the other hand, implementing

""knowledge_unit related content'':
"JavaBeans are reusable software
components that adhere to specific
naming conventions for properties,
methods, and events. They provide a way

t3.5- . . . o
ﬁf)rbo an interface provides a way for a class to to encapsulate state and behavior within
0125 become more formal about the behavior an object. Singleton and prototype bean

it promises to provide. It specifies a set scopes are used in Spring to control the
of methods that the class must lifecycle of objects. Singleton beans are
implement. Unlike inheritance, a class created only once per container, while
can implement multiple interfaces, but it prototype beans are created every time
can only extend one class. The ’javap’ they are requested."
command in Java is used to print
information about the classes and
interfaces in a given Java binary file. It
displays the package, protected, and
public fields and methods of the classes
available in the specified file. ...(more)"
""knowledge_unit related content'':
"JavaBeans are reusable software
components that adhere to specific
naming conventions for properties,
methods, and events. They provide a way " "o "
. o type'': "Incorrect",
to encapsulate state and behavior within " "o o . .
. . reason'': "The candidate incorrectly
an object. Singleton and prototype bean . .
gpté- . . associates singleton and prototype bean
scopes are used in Spring to control the . . .
turbo- . . . scopes with Spring, while the reference
lifecycle of objects. Singleton beans are . . . .
0409 text specifically mentions their use with

created only once per container, while
prototype beans are created every time
they are requested.",

"text": "Singleton scope should be used
together with EJB stateless session bean,
and prototype scope should be used
together with EJB stateful session bean."

EJB (Enterprise JavaBeans) stateless and
stateful session beans, not Spring."
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