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ABSTRACT

Effective retrieval of code snippets from natural language queries is essential for
code reuse and developer productivity. However, current benchmarks are limited:
they predominantly focus on Python, lack support for industry-focused languages
like C/C++, miss structured categorization, and are susceptible to models that
exploit superficial lexical features instead of code semantics. To address these
limitations, we introduce CLARC (C/C++ LAnguage Retrieval with Anonymized
Code), a benchmark of 1,245 C/C++ query-code pairs that is fully compilable,
configurable, and extensible. CLARC systematically categorizes snippets into
three groups based on dependency complexity, allowing for a nuanced evalua-
tion of retrieval performance under varying levels of code complexity. CLARC
also provides configurable settings, including anonymized identifiers and low-
level representations, to evaluate model robustness across different levels of code
context and abstraction. Evaluation of six state-of-the-art code search methods
shows dramatic performance drops under identifier anonymization, exposing ex-
isting models’ persistent reliance on superficial cues. Their poor performance
on low-level languages such as Assembly and WebAssembly further reveals lim-
ited effectiveness beyond high-level programming languages. We also introduce
an automated pipeline for scalable benchmark generation, validated through hy-
pothesis tests, enabling the efficient creation of high-quality code search datasets
that can be reused by other dataset builders. Our dataset is publicly available at
https://huggingface.co/datasets/ClarcTeam/CLARC.

1 INTRODUCTION

As the computer science community expands rapidly, its reliance on automated systems for code
analysis also grows. Efficiently understanding, categorizing, and retrieving code is becoming in-
dispensable due to the increasing size and complexity of public codebases (Shekhar, 2024). Code
search aims to retrieve the code snippet that best aligns with a natural language query, thus fostering
code reuse and improving developers’ efficiency (Di Grazia and Pradel, 2023; Sun et al., 2024). The
current code search models achieve this by projecting the query and code snippet into the same vector
space, followed by similarity metrics to rank the candidate snippets.

Although recent auto-regressive Large Language Models (LLMs) and Code Language Models
(CLMs) show strong reasoning capabilities for tasks such as code completion and vulnerability
detection (Jiang et al., 2024; Rozière et al., 2024; Hui et al., 2024; Chen et al., 2021), their direct
application to large-scale code search is challenging. Searching extensive repositories with thousands
or millions of candidates (Potvin and Levenberg, 2016; Benram, 2024; Howell et al., 2023) demands
methods for compact feature storage and efficient reranking (Di Grazia and Pradel, 2023; Liu et al.,
2021). Consequently, embedding-based retrieval models, which map code snippets to the dense
vector space for efficient storage and similarity calculation, are more practical. Furthermore, effective
code retrieval can also improve LLM’s performance in generation tasks through Retrieval-Augmented
Generation (RAG) (Chen et al., 2024a; Wang et al., 2025; Zhao et al., 2024).

Various benchmarks and datasets have been developed to evaluate their efficacy (Husain et al., 2020;
Khan et al., 2024; Huang et al., 2021; Lu et al., 2021; Liu et al., 2024a; Li et al., 2025; 2024; Yao
et al., 2018; Heyman and Cutsem, 2020; Yin et al., 2018). However, existing code search benchmarks
suffer from limitations that undermine their practical utility. First, most current datasets (Huang et al.,
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2021; Husain et al., 2020; Li et al., 2025; Lu et al., 2021; Li et al., 2024; Yao et al., 2018; Heyman and
Cutsem, 2020; Yin et al., 2018) prioritize research-favored languages like Python, while systematically
neglecting text-to-code tasks of industrially prevalent languages such as C/C++ (Twist et al., 2025) or
failing to collect samples from real-world projects (Khan et al., 2024). This imbalance restricts the
application of research findings to real-world software development scenarios. Second, many code
snippets in current benchmarks lack compilability, often due to missing include/import statements
or necessary helper functions/classes (Cao et al., 2025). This contrasts with the professional human
developer practice, where inspecting helper functions and dependencies is crucial for validating
a piece of code against query requirements. Furthermore, existing benchmarks, even those that
contain C/C++ text-to-code tasks (Liu et al., 2024a; Khan et al., 2024), fail to evaluate the impact of
superficial textual features (such as variable and function names) on models (Chen et al., 2024b; Qu
et al., 2024). Consequently, it is unclear whether high benchmark scores are based on genuine code
comprehension or superficial pattern recognition of textual features.

To address the identified limitations of current code-search benchmarks, we introduce CLARC
(C/C++ LAnguage Retrieval with Anonymized Code), a comprehensive benchmark comprising
1,245 query-code snippet pairs in C/C++. These code snippets, sourced from popular GitHub
repositories, are all compilable within a standardized environment. The snippets are then categorized
based on their dependency, allowing for a nuanced evaluation of how models handle varying levels
of code complexity and contextual information. Moreover, CLARC provides distinct settings that
anonymize code identifiers or use snippets compiled into low-level languages such as Assembly or
WebAssembly (Wasm). These settings are specifically designed to analyze how textual identifiers
impact retrieval accuracy and to assess a model’s adaptability in understanding and retrieving code
across different levels of abstraction, including low-level languages.

On CLARC, we evaluated six diverse code search methods, including two black-box systems, a
lightweight encoder model, a robustness-focused model fine-tuned with augmented data, and a model
adapted from large-scale CLMs. In experiments, we find that the retrieval metrics drop on all models
under the settings when original identifiers are replaced by less meaningful names. This suggests
that the state-of-the-art code search models still rely on superficial features within the code snippets
rather than code semantics. We also observe that models perform poorly when code is compiled to
Assembly or WebAssembly, indicating their limited capability on low-level language representations.

Besides the evaluation results, to enable scalable benchmark generation and minimize the influence
of knowledge contamination, we also propose an innovative pipeline for the automated generation of
code search benchmarks. The pipeline systematically extracts code snippets from various sources and
then utilizes LLMs to generate corresponding natural language descriptions, which serve as queries.
The quality of LLM-generated queries is ensured through statistical validation. Our automated
approach facilitates the scalable and cost-effective expansion of benchmark datasets, paving the way
for more extensive and varied evaluations of code search models.

In summary, our main contributions of this work are:

• introducing CLARC, a C/C++ benchmark of 1,245 fully compilable query-snippet pairs
with various settings, to rigorously evaluate retrieval performance and model robustness
across varying levels of complexity, context, and abstraction;

• providing empirical evidence that current code search models’ overreliance on non-
functional features and the large performance disparity between high and low-level program-
ming languages; and

• designing an automated pipeline for scalable benchmark generation, validated through
rigorous hypothesis testing, enabling efficient creation of diverse, high-quality evaluation
resources that can be reused by other dataset builders.

2 RELATED WORKS

Code Search Models. Code retrieval has become a critical component of software engineering
in terms of efficient development and code quality improvement (Li et al., 2025). Like general
dense retrieval models (Karpukhin et al., 2020; Izacard et al., 2022; Wang et al., 2024a; Li et al.,
2023; Xiao et al., 2024; Bai et al., 2024; Wang et al., 2024b), modern code search models encode
the code and queries as embeddings and calculate their similarities. Popular code models, such as
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CodeBERT (Feng et al., 2020), UniXcoder (Guo et al., 2022), and CodeT5+ (Wang et al., 2023b),
have demonstrated significant utility in code search tasks. Subsequently, recent studies have improved
the quality of code embedding for retrieval in several directions (Liu et al., 2024b; Gao et al., 2025;
Gurioli et al., 2025; Zhang et al., 2024; Nomic Team, 2025; Voyage AI, 2024; OpenAI, 2024).
CodeXEmbed (Liu et al., 2024b) proposes a generalizable training approach for code embedding
that converts multiple code-related tasks into retrieval tasks. OASIS (Gao et al., 2025) leverages
order-based similarity labels to capture semantic nuances. Nomic-emb-code (Nomic Team, 2025)
utilizes the CoRNStack dataset (Suresh et al., 2025) and a curriculum-based hard negative mining
strategy to boost the model’s performance. Closed-source code search models, such as voyage-code-
3 (Voyage AI, 2024) and Open-AI-text-embedding (OpenAI, 2024), also show outstanding results on
code retrieval tasks.

Code Search Benchmarks. Numerous benchmarks have been developed to evaluate code search
models (Husain et al., 2020; Khan et al., 2024; Huang et al., 2021; Lu et al., 2021; Liu et al., 2024a;
Li et al., 2025; 2024; Yao et al., 2018; Heyman and Cutsem, 2020; Yin et al., 2018). CodeSearchNet
challenge (Husain et al., 2020) established an extensive multilingual dataset for semantic code search,
while XCodeEval (Khan et al., 2024) built a large executable multilingual benchmark. CoSQA (Huang
et al., 2021) and CodeXGLUE (Lu et al., 2021) incorporated real-world user queries, RepoQA (Liu
et al., 2024a) focused on understanding long-context code, and COIR (Li et al., 2025) introduced
more diverse retrieval tasks and domains. However, these benchmarks have limitations regarding
the C/C++ code search. Some neglect C/C++ samples for text-to-code retrieval (Huang et al., 2021;
Husain et al., 2020; Li et al., 2025; Lu et al., 2021; Li et al., 2024; Yao et al., 2018; Heyman
and Cutsem, 2020; Yin et al., 2018), and others, like XCodeEval (Khan et al., 2024), do not use
samples from real-world projects. Furthermore, several benchmarks with C/C++ datasets, such as
XCodeEval (Khan et al., 2024) and RepoQA (Liu et al., 2024a), fail to address the influence of
superficial textual features. In contrast, CLARC constructs a compilable and extendable C/C++
code search benchmark from real-world GitHub repositories and more deeply evaluates code search
models through code anonymization, filling a gap in existing studies.

LLMs for Benchmarks With the rapid advancement of LLMs and their remarkable capabilities,
researchers have increasingly utilized these models to help build benchmarks. LLMs help constructing
critical evaluation components, including natural language instructions (Zhu et al., 2024), code
solutions (Ahmad et al., 2025), and test cases (Schäfer et al., 2024; Alshahwan et al., 2024). They
are also applied to support the description generation (Dilgren et al., 2025) and annotation (Sghaier
et al., 2025; Liu et al., 2024a; Li et al., 2024; Wang et al., 2023a) of existing datasets. In CLARC, we
similarly harness LLMs’ ability in code summarization to generate queries for code candidates with
hypothesis testing as the validation mechanism, significantly reducing the manual effort required in
the benchmark construction process and enhancing the scalability.

3 DATASET

This section details the construction of CLARC. First, C/C++ functions and their corresponding call
graphs are extracted from popular GitHub repositories. These functions are then categorized into
groups based on their dependencies (Sections 3.1 and 3.2). We then generate detailed descriptions
for each function using LLMs (Section 3.3). These descriptions serve as the queries within the dataset,
and their quality is validated through hypothesis tests (Section 3.4). Finally, we introduce different
settings beyond the standard task, facilitating comprehensive evaluations on code search models’
robustness (Section 3.5).

3.1 DATASET SUMMARY

Table 1 presents the statistics for CLARC. Functions within CLARC were classified into three
distinct categories based on their dependencies: Group 1 consists of functions that solely depend on
whitelisted standard library functions and types; Group 2 contains functions that rely on standard
library functions, but utilize custom-defined variable types; and Group 3 encompasses all functions
that involve other helper functions. Figure 1 illustrates brief example functions from each group. The
full examples with their corresponding queries can be found in Appendix H.
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Table 1: Statistics of Datasets in CLARC Benchmark. LOC stands for lines of code; CC stands for
the Cyclomatic Complexity; Src stands for the original code; Asm stands for the Assembly Code,
and Wasm stands for the WebAssembly code in .wat format. All Code Statistics reported in the
table are the average values in the corresponding category.

Code Statistics

Category # of Pairs
# of Tokens

in Query # of Tokens LOC CC

Src Asm Wasm Src Asm Wasm Src

Group 1 526 88.3 119.2 753.7 665.5 12.8 80.7 96.2 2.9
Group 2 469 84.7 137.7 831.3 947.1 13.3 84.4 134.4 2.8
Group 3 250 77.4 706.9 2272.6 967.8 71.5 212.3 138.3 5.4

Total 1245 84.8 244.2 1092.7 811.4 24.8 108.9 116.1 3.4

bool IsDigit(const char d) {
return (’0’ <= d)&&(d <= ’9’);

}

(a) Group 1

int is_set_opt_anc_info
(OptAnc* to, int anc) {

if ((to->left&anc)!=0)
return 1;

return ((to->right&anc)!=0?1:0);
}

(b) Group 2

typedef unsigned char* string;
int scmp(string s1, string s2 ) {

// Helper function
}
void simplesort(string a[], int n, int b) {

int i, j; string tmp;
for (i = 1; i < n; i++)

for (j = i; j > 0 && scmp(a[j-1]+b,
↪→a[j]+b) > 0; j--) {

tmp = a[j];
a[j] = a[j-1];
a[j-1] = tmp;

}
}

(c) Group 3

Figure 1: Example Functions of CLARC

To investigate the influence of helper functions on the Code Search Task, we designed two distinct
variants: Group 3 Short and Group 3 Long. In the Group 3 Short variant, the main function and its
associated helper functions are treated as separate relevant functions for retrieval. In contrast, the
Group 3 Long variant merges the main function and its helper functions into a single contiguous
code snippet, allowing us to evaluate retrieval performance when the main logic and its immediate
functional dependencies are presented as a unified whole.

3.2 DATA COLLECTION

We constructed the CLARC dataset by crawling 45 popular C/C++ repositories on GitHub.1 First, we
established a compilation environment by creating a whitelist of all standard libraries used across
these repositories. We then extracted each function along with its dependencies, including its call
graph and necessary definitions. To ensure the quality of code snippets in CLARC, we only retained
the functions that successfully compiled within this predefined environment. Finally, these filtered
functions were categorized into three groups based on their dependencies, as detailed in Section 3.1.

3.3 QUERY FORMATION

A significant challenge in developing natural language to programming language code search bench-
marks is obtaining high-quality code descriptions to serve as queries. To address this, our approach
utilized LLM (gpt-4o and grok-4) to automatically generate descriptions for extracted C/C++
functions. The prompts for description generation are provided in Appendix G. The quality of these
LLM-generated descriptions was subsequently validated through the hypothesis tests detailed in
Section 3.4.

To enhance the LLM’s comprehension of functions in Group 2 and Group 3, we incorporated
the functional dependencies, including the definitions of the custom-defined variables and helper

1Licensing information is provided in Appendix B
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Table 2: Hypothesis Testing Results. The LLM-generated descriptions for functions in all 3 groups
are comparable or superior in quality to those written by human annotators.

LLM
Score

LLM
95% CI

Human
Score

Human
95% CI p-value (%) Avg.

Krippendorff’s α
Group 1 86.0 (80.5, 91.0) 60.0 (52.5, 67.0) 99.99 68.41
Group 2 76.5 (72.5, 80.5) 72.0 (67.5, 76.5) 76.32 74.77
Group 3 75.5 (72.0, 79.5) 71.5 (67.0, 76.0) 84.92 65.51

functions, into the prompts. Additionally, three manually authored function-description pairs were
provided for all three groups as few-shot examples to guide the desired format and style of the
generated queries. As CLARC aims to assess the ability of code search models on code semantics,
we explicitly instructed the LLM to avoid including identifier names and generate descriptions based
on the code’s purpose.

3.4 HYPOTHESIS TESTING

To statistically compare the quality of function descriptions generated by an LLM against those from
human experts, we adapted the hypothesis testing procedure from Wang et al. (2023a). First, both
the LLM and a group of expert software engineers (5+ years of experience) created descriptions for
125 sampled functions in each category. These descriptions were then evaluated by three Computer
Science PhD students. To measure inter-annotator agreement, a shared set of 50 functions was rated
by all three students, while the remaining 75 functions were divided equally among them, with each
student rating a unique set of 25. This design resulted in a total workload of 75 evaluations per student.
Finally, we applied bootstrapping to the complete set of scores to compare the quality distributions
and calculate a p-value. This entire hypothesis test was conducted independently for three distinct
function groups to account for varying task complexity.

Double-blind scoring was a crucial step in the hypothesis test. The annotators first checked for errors.
If both descriptions for a function were correct, they then judged their relative quality. Incorrect
descriptions scored -1. A correct description versus an incorrect one scored +1. Two correct and
equally good descriptions each received +0.5. Otherwise, if one description was better, it scored +1
and the other +0.5.

We conducted a statistical comparison between the scores of human and LLM generated descriptions
using a bootstrap analysis, with the results presented in Table 2. We measured inter-annotator
agreement using Krippendorff’s α to establish the reliability of the human annotation. The average α
values indicated a consistent and reliable level of agreement among the three annotators.

Our analysis tested the null hypothesis that the quality of LLM-generated descriptions is greater
than or equal to that of human-generated descriptions. The p-value was defined as the proportion of
bootstrap iterations where the total LLM score equaled or surpassed the total human score. For all
experimental groups, the p-values were insufficient to reject the null hypothesis. Moreover, the 95%
confidence intervals for the LLM scores were comparable to, or higher than, those for the human
scores. Collectively, these results indicate that the LLM-generated descriptions achieve the quality on
par with human-generated descriptions, validating their use as queries in our task. This validation
serves as a strong foundation for our automated pipeline, ensuring that benchmark construction or
extension can scale without requiring human expert annotation.

3.5 DIFFERENT SETTINGS

Beyond the standard code search task, CLARC was also designed to evaluate models’ ability to com-
prehend code functionality based on its semantics, rather than relying solely on non-functional lexical
features (e.g., function, variable, class names). To facilitate this evaluation under different conditions,
we introduce several different settings of CLARC. The settings were detailed in Appendix D.2.

• Neutralized: Identifiers in the code snippets were replaced with generic, neutral placeholders
like func_a, var_b, MACRO_c, or class_d, to reduce non-functional information while
preserving the structural role of each identifier.

5
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• Randomized: Identifiers in the code snippets were replaced with random names to eliminate all
lexical information in the identifiers.

• Assembly: The C/C++ code is compiled to x86 assembly using the g++ compiler. Most identifiers
were eliminated when compiled to assembly, while for function names, we removed the symbols
by post-processing the assembly using objcopy -strip-all.

• WebAssembly (Wasm): We used Emscripten (Emscripten Team, 2024) for compilation in We-
bAssembly with default settings, ensuring no identifiers are preserved in the Wasm version.

4 EXPERIMENT SETUP

Models A small number of embedding models support C/C++, Assembly, and Wasm, due to the
focus on Python in existing code search research. We evaluated the following models on CLARC
across its standard, neutralized, and randomized settings, unless noted otherwise. The details of the
models can be found in Appendix E.

• BM25 (Trotman et al., 2014) A classical TF-IDF based retrieval algorithm using term frequency,
inverse document frequency, and length normalization. It relies on lexical features (e.g., identifier
names) and serves as our baseline, and is evaluated only on the standard setting.

• CodeT5+(110M) (Wang et al., 2023b) An encoder-decoder Transformer trained on code and text.
Its encoder half is used to generate the embeddings for code search.

• OASIS(1.5B) (Gao et al., 2025) A code embedding model using an Order-Augmented Strategy with
generated hard negatives and order-based similarity labels to learn finer code semantic distinctions.

• Nomic-emb-code(7B) (Nomic Team, 2025) A large code embedding model trained on CoRN-
Stack (Suresh et al., 2025) using curriculum-based hard negative mining.

• OpenAI-text-embedding-large (OpenAI, 2024) A large, closed-source, general-purpose text
embedding model. Despite not being code-specific, its broad training enables effective semantic
representation of code. This model is evaluated on all settings.

• Voyage-code-3 (Voyage AI, 2024) A closed-source embedding model optimized for code retrieval,
trained on a diverse corpus including extensive code data. It claims state-of-the-art performance on
code benchmarks. This model is evaluated on all settings.

Metrics We evaluated model performance using standard information retrieval metrics: NDCG
(Normalized Discounted Cumulative Gain) to assess the quality of ranked lists, MRR (Mean Recip-
rocal Rank) to measure how quickly the first relevant item is found, MAP (Mean Average Precision)
to gauge overall ranking quality across queries, and Recall@k (R@k) to determine the proportion of
relevant items retrieved within the top k results.

5 EVALUATION

This section evaluates the code search models’ performance across three settings: standard (Sec-
tion 5.1), neutralized/randomized (Section 5.2), and low-level languages (Section 5.3). A comparison
between the standard and neutralized/randomized settings reveals a dramatic performance drop when
identifier names are anonymized, indicating that current models rely heavily on lexical information
rather than pure code semantics. Furthermore, the poor performance of general-purpose embedding
models like OpenAI-text-embedding-large and Voyage-code-3 on low-level languages underscores
the need for specialized solutions for retrieval tasks involving Assembly or Wasm.

5.1 STANDARD SETTING

Table 3 shows model performance on the CLARC standard setting. The limitations of simple text
similarity (BM25) and older models like CodeT5+ (early 2023) become clear when compared to
newer releases. Models such as OpenAI-text-embedding-large (early 2024), Voyage-code-3 (late
2024), and Nomic-emb-code and OASIS (2025), demonstrate substantially higher effectiveness. The
dominance of the latest models underscores the rapid evolution of code search technology.

Beyond general performance differences, Table 3 also reveals how model performance varies in
different CLARC categories. First, the latest models–Nomic-emb-code, OASIS, OpenAI-text-
embedding-large, and Voyage-code-3–achieve higher retrieval scores in Group 2 over Group 1,
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Table 3: Evaluation Results on the Standard Setting. Bold entries stand for the maximum values
for the metrics in the category. OpenAI stands for OpenAI-text-embedding-large. Voyage stands for
Voyage-code-3.

Model NDCG MRR MAP R@1 R@5 R@10 R@20
Group 1

BM25 10.50 8.20 9.33 4.75 12.55 18.06 23.00
CodeT5+ 64.54 58.84 59.57 47.34 74.14 82.51 89.54
Nomic 88.61 86.23 86.41 80.04 94.11 95.82 96.96
OASIS 89.08 86.54 86.71 79.85 94.11 96.77 98.48
OpenAI 83.57 80.16 80.45 71.67 91.06 93.92 96.01
Voyage 88.99 86.93 87.18 80.99 94.11 95.06 97.53

Group 2
BM25 17.83 14.64 16.42 9.81 20.47 28.36 40.72
CodeT5+ 52.97 46.67 47.80 35.82 60.77 73.35 83.16
Nomic 93.61 91.61 91.63 86.14 98.72 99.57 99.57
OASIS 91.11 88.30 88.33 81.02 98.29 99.57 100.00
OpenAI 85.87 81.66 81.73 71.86 95.52 98.72 99.57
Voyage 94.06 92.10 92.11 85.93 99.57 99.79 100.00

Group 3 Short
BM25 10.50 11.52 7.94 2.35 7.98 11.51 15.45
CodeT5+ 43.55 47.82 31.24 14.68 32.44 44.83 53.93
Nomic 65.39 80.58 48.81 25.33 49.99 57.22 65.78
OASIS 63.15 73.70 47.35 25.22 48.58 56.87 62.43
OpenAI 62.97 74.54 47.50 25.80 48.33 54.87 62.65
Voyage 66.66 80.53 50.93 27.28 51.01 57.04 64.67

Group 3 Long
BM25 19.09 15.82 17.47 10.40 23.60 29.60 40.40
CodeT5+ 21.12 17.78 19.97 12.80 26.00 32.00 50.40
Nomic 69.46 64.93 65.66 55.20 77.20 83.60 90.00
OASIS 68.59 63.53 64.04 53.20 78.40 84.40 87.20
OpenAI 83.80 78.76 78.83 66.40 94.00 99.20 100.00
Voyage 89.13 85.43 85.43 74.40 98.80 100.0 100.00

suggesting these recent models can effectively utilize custom-defined types for the retrieval task.
Additionally, with the exception of CodeT5+, all other models perform better on most retrieval
metrics in Group 3 Long than in Group 3 Short. This implies that the richer contextual information
from helper functions in longer code snippets generally enhances code search performance for these
models. On the other hand, CodeT5+ displays a contrasting pattern, indicating that CodeT5+ is less
effective when dealing with these more complex code features.

5.2 NEUTRALIZED AND RANDOMIZED SETTINGS

Table 4 presents the results of the model evaluation in the neutralized and randomized settings of
CLARC. A comparison with the standard setting (Table 3) reveals a universal decline in performance
across all models, especially for the randomized setting. The extent of this degradation varies:
CodeT5+ experiences the most significant drop, followed by OpenAI. In contrast, Nomic-emb-
code, OASIS, and Voyage-code-3 have smaller performance decreases. This disparity suggests that
CodeT5+ and OpenAI are more vulnerable, whereas the other three models demonstrate relatively
stronger robustness. Nevertheless, the performance drop observed in code search models reveals their
dependence on lexical information in the identifiers.

In particular, the model performance degrades more severely in the randomized setting. We hypothe-
size that the higher performance metrics observed in the neutralized setting are attributable to the
residual lexical cues within the identifier, such as their classification as variables or functions. In
contrast, performance in the randomized setting reflects the models’ comprehension of code semantics
without these cues. Among the open-box models, OASIS has the smallest performance reduction,
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Table 4: Evaluation Results on the Neutralized and Randomized Settings. Neu stands for Neutralized
and Ran stands for Randomized. Bold entries stand for the maximum values for the metrics in the
category. The evaluation results on the Randomized Setting are the average after ten trials, and results
with standard errors could be found in Appendix F.

Model NDCG MRR MAP R@1 R@5
Neu Ran Neu Ran Neu Ran Neu Ran Neu Ran

Group 1
CodeT5+ 46.44 34.96 40.18 29.52 41.48 31.03 29.66 20.57 53.42 41.52
Nomic 87.46 77.05 84.03 72.78 84.15 73.26 76.43 63.35 93.54 85.21
OASIS 87.13 82.33 83.66 78.74 83.78 79.02 76.62 70.11 91.44 89.62
OpenAI 74.82 66.60 70.13 60.75 70.62 61.40 59.89 48.90 84.22 76.41
Voyage 87.56 83.85 84.22 80.68 84.33 81.00 76.05 72.66 94.87 90.53

Group 2
CodeT5+ 19.15 14.42 15.67 11.27 17.63 12.79 10.66 6.50 22.60 16.91
Nomic 73.37 55.27 67.65 48.23 68.14 49.24 54.80 34.75 84.65 66.74
OASIS 74.79 67.20 68.91 60.19 69.30 60.77 56.50 46.63 85.29 78.29
OpenAI 44.20 32.45 37.14 27.55 38.53 29.11 24.95 19.21 52.88 38.51
Voyage 81.09 75.22 77.18 69.43 77.52 69.82 68.23 56.84 88.27 85.97

Group 3 Short
CodeT5+ 6.52 5.73 5.37 5.59 4.56 4.28 1.33 1.40 4.82 4.13
Nomic 24.40 19.13 27.24 21.21 17.24 13.44 10.23 7.55 18.83 14.36
OASIS 27.14 25.71 29.08 29.14 19.18 17.48 11.68 10.24 21.28 19.96
OpenAI 19.46 15.95 21.37 18.42 13.69 10.38 8.30 5.63 14.55 11.58
Voyage 27.65 30.54 31.40 35.28 18.91 20.72 11.14 12.85 20.94 23.00

Group 3 Long
CodeT5+ 7.28 7.11 5.21 5.18 7.15 6.87 1.60 2.40 10.00 8.52
Nomic 38.70 30.30 34.22 26.06 35.73 27.86 26.80 19.04 44.40 34.60
OASIS 39.35 34.69 36.08 30.51 37.65 32.15 29.20 22.96 45.20 39.00
OpenAI 34.80 33.28 29.44 28.64 30.83 30.03 20.00 20.16 42.40 39.64
Voyage 63.90 66.40 58.58 61.15 59.45 61.95 48.40 50.48 72.80 75.04

indicating that its training methodology, which incorporates enhanced data for robustness, is also
beneficial in the neutralized and randomized environment in CLARC.

The retrieval metrics across different groups in the neutralized and randomized setting also diverge
from those observed in the standard setting. Specifically, all models now achieve higher performance
on Group 1 than on Group 2. The reversal suggests that the models’ comprehension of custom-
defined types might be more closely tied to the type or variable names themselves, rather than the
underlying logic of these types, which becomes obscured in the neutralized and randomized settings.
Additionally, the performance drop in neutralized and randomized settings is more dramatic in Group
3. The larger performance drop suggests models rely more heavily on textual cues to understand
program functionality when the code snippets are more complex. Meanwhile, the performance gap
between Group 3 Short and Group 3 Long widens for most models from the standard setting to the
neutralized and randomized settings. An analysis of the reranking results shows that the code search
models often fail to retrieve the main function rather than the helper functions in the neutralized
and randomized setting. This is likely because the loss of descriptive helper function names due to
neutralization increases the difficulty in understanding the main function’s overall purpose.

5.3 ASSEMBLY & WASM SETTINGS

Table 5 presents the performance of models on the Assembly and Wasm settings of CLARC. As
noted in Section 4, only two general-purpose embedding models, OpenAI and Voyage-code-3, were
evaluated due to the incompatibility of other models with Assembly and Wasm. Also, when compiled
to low-level languages, the helper functions have to be compiled with the main function. Thus, there
is only one variant for Group 3.
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Table 5: Evaluation Results on the Assembly and Wasm Settings.

Model NDCG MRR MAP R@1 R@5
Asm Wasm Asm Wasm Asm Wasm Asm Wasm Asm Wasm

Group 1
OpenAI 11.50 8.89 8.61 6.60 10.12 8.29 4.25 3.22 13.51 10.30
Voyage 34.12 31.40 29.02 27.19 30.21 28.81 19.88 20.17 40.15 37.12

Group 2
OpenAI 6.86 10.85 5.15 8.14 6.70 10.11 2.40 4.20 9.15 13.09
Voyage 35.28 30.56 28.77 24.36 30.19 25.96 17.43 14.81 44.01 39.26

Group 3
OpenAI 4.79 8.90 3.46 5.86 5.04 8.14 1.60 2.63 5.20 8.77
Voyage 18.77 23.17 15.20 19.26 17.02 21.20 9.20 13.16 22.80 26.32

When comparing the models’ performance in Assembly and Wasm settings to their results in Table 3
and Table 4, we see a more substantial performance drop. The significant performance drops in
both OpenAI-text-embedding-large and Voyage-code-3 demonstrate their limited proficiency in
understanding these low-level languages. Also, the direct comparison between the two models in
these challenging low-level language settings reveals that Voyage-code-3 consistently outperforms
OpenAI-text-embedding-large. Note that both Assembly and Wasm environments inherently remove
superficial identifier information, and the performance of Voyage-code-3, under these two low-level
language settings, shows its capacity to understand the program logic to some extent.

When comparing the models’ performance across different categories within these low-level language
settings, Group 1 and Group 2 exhibit broadly comparable results. The similarity suggests that
custom-defined types do not introduce substantial retrieval challenges in the low-level language
setting. In contrast, the models’ performance on Group 3 is generally weaker across most metrics. We
hypothesize that this disparity arises because functions in Group 3 often involve more dependencies.
While such dependencies may not substantially increase complexity in a high-level language or
standard setting, compiling them into a low-level language can result in more intricate instruction
sequences, consequently making the retrieval task more challenging.

6 CONCLUSION & FUTURE WORKS

This paper introduces CLARC, a new benchmark designed to evaluate the robustness of code search
models. We also present an automated pipeline for augmenting this benchmark, which produces
data of a quality comparable to human experts and mitigates potential knowledge contamination.
Our evaluation reveals that while existing models perform decently under standard conditions, their
effectiveness substantially degrades when superficial textual features are obfuscated or when code is
compiled into a low-level language. These findings demonstrate that current code search models lack
a robust understanding of code semantics.

The performance degradation observed across CLARC settings highlights the need for in-depth
research into the robustness of code search models. Current models are too reliant on lexical
variations, making them unreliable in real-world scenarios involving varied code styles or deliberate
obfuscation by malicious attackers. Future investigations can explore methods to enhance model
resilience against such perturbations. CLARC and its automatic augmenting pipeline provide a
good starting point for retrieving high-quality training data. Furthermore, since C/C++ code can be
translated into low-level languages, another natural future direction involves leveraging our proposed
pipeline to generate data to train/test code search models that target Assembly or Wasm.

We hope that our findings can also encourage the research community to expand its focus beyond
Python by developing code search benchmarks for diverse programming languages. Furthermore, we
emphasize the importance of dataset quality, particularly with respect to compilable code snippets. As
our experiments demonstrate, compilable code offers inherent versatility, facilitating straightforward
conversion into diverse formats suitable for evaluation and potentially for training purposes.
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REPRODUCIBILITY STATEMENT

The code and data required to reproduce the experimental results presented in Section 5 are publicly
available. The codebase is hosted on GitHub at https://github.com/ClarcTeam/CLARC,
and the dataset is available on Hugging Face at https://huggingface.co/datasets/
ClarcTeam/CLARC. All results were verified to be reproducible with our implementation as of
the submission date (September 22, 2025). We note the specific date as certain experimental results
rely on API calls (OpenAI-text-embedding-large, Voyage-code-3).
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A THE USE OF LLMS

In this work, the LLMs are used to generate the queries in the dataset, and the quality of the queries
is validated by the hypothesis test in Section 3.4. We also use LLMs for post-writing assistance,
including proofreading for typographical errors, fixing grammatical errors, enhancing the clarity of
expression in human-authored drafts.

B LICENSES

B.1 DATA SOURCE LICENSE

The GitHub repositories utilized by our dataset have various licensing schemes. While the majority
use permissive licenses such as the MIT License, a small subset utilizes relatively restrictive licenses
like the GPL. To address potential licensing concerns for users, we tag our dataset samples with cor-
responding license information and provide separate data splits based on license type, distinguishing
between permissive and restrictive licenses.

B.2 MODEL LICENSES

• CodeT5+: BSD 3-Clause License 2

• OASIS: MIT License3

• Nomic-emb-code: Apache-2.0 4

• OpenAI text-embedding-large: Users own the embeddings generated by this model
according to OpenAI’s policies. The linked documentation provides guidance on sharing
these embeddings.5

• Voyage-code-3: Unclear, but we do not include any embeddings from voyage-code-3 in our
codebase.

C COMPUTE RESOURCE

For the query generation component of CLARC, we utilized OpenAI’s o3-mini (OpenAI, 2025) and
XAI’s grok4 xAI (2025). The combined expense for the prompt engineering, hypothesis testing, and
query generation phase was approximately $30.

The evaluation environment for the computational experiments was an x86_64-based system running
Ubuntu 22.04. This server was configured with two AMD 48-Core Processors and possessed 1.0
TiB of system RAM. An NVIDIA L40 GPU, featuring 46068 MiB of memory, was utilized for the
relevant computational tasks; this GPU operated with NVIDIA driver version 550.54.15 and CUDA
version 12.4. The aggregate time spent on evaluation across all experiments amounted to roughly 5
GPU hours.

D SUPPLEMENTARY DISCUSSION OF THE DATASET

D.1 DATASET STATISTICS

We present the statistics of CLARC in Table 1. For the x86 assembly and WebAssembly code-query
pairs, we excluded 20 and 227 samples from the total, respectively, due to technical limitations. The
exclusions resulted from challenges in function name extraction from the assembly code, and the
higher number of WebAssembly exclusions stemmed from differences in the compilation environment
compared to the g++ compiler (for instance, some header files are unsupported for the Wasm compiler).

2https://github.com/salesforce/CodeT5?tab=BSD-3-Clause-1-ov-file
3https://huggingface.co/Kwaipilot/OASIS-code-embedding-1.5B
4https://huggingface.co/nomic-ai/nomic-embed-code
5https://platform.openai.com/docs/guides/embeddings#

can-i-share-my-embeddings-online
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As these exclusions represent only a relatively small fraction of our dataset and do not affect our
compilability claims, we consider this acceptable.

D.2 DATASET SETTINGS

Neutralized: Identifiers in the code snippets are replaced with generic, neutral placeholders like
func_a, var_b, MACRO_c, or class_d, to reduce non-functional information while preserving
the structural role of each identifier.

Randomized: Identifiers in the code snippets are replaced with random strings. To ensure stability,
we performed randomization ten times to create corresponding dataset versions, reporting mean
results in Table 4. Complete results including standard errors are provided in Appendix F.

Assembly: Leveraging the fact that all functions in the benchmark are compilable C/C++ code, we
provide the low-level assembly code generated by compiling the original functions. The objective
is to directly assess a model’s capability to interpret assembly language instructions and structure.
The C/C++ code is compiled to x86 assembly using the g++ compiler. To achieve a complete
anonymization, we remove the function symbols by post-processing the assembly using objcopy
-strip-all.

WebAssembly (Wasm): Analogous to the Assembly setting, we first compile functions into
WebAssembly binaries by Emscripten (Emscripten Team, 2024), the most widely used WebAssembly
compiler (Romano et al., 2022). These binaries are subsequently converted to the WebAssembly Text
Format (.wat) using the WABT toolkit (WebAssembly Community, 2025). This setting specifically
tests a model’s comprehension of WebAssembly code structure and semantics. Compared to the
assembly setting, WebAssembly code features inherent anonymization, as Emscripten does not
preserve the function names in the compiled code by default.

E MODEL DETAILS

BM25 (Trotman et al., 2014) BM25 calculates a relevance score for each function by considering
the frequency of query terms within that function (Term Frequency), the inverse frequency of those
query terms across the entire code collection (Inverse Document Frequency or IDF), and the function’s
length relative to the average function length. Since BM25 is based on the superficial features like
the identifiers’ name, we only use BM25 as the baseline for the standard setting.

CodeT5+(110M) (Wang et al., 2023b) CodeT5+ is an encoder-decoder transformer model pre-
trained on a vast corpus of source code and associated natural language text. For code search, its
encoder generates dense embedding to capture the meaning of both natural queries and functions in
programming languages. CodeT5+ is evaluated on the standard, neutralized, and randomized settings.

OASIS(1.5B) (Gao et al., 2025) OASIS (Order-Augmented Strategy for Improved code Search) is
a code embedding model designed to capture finer semantic distinctions than traditional contrastive
learning approaches. It is trained on generated hard-negatives with assigned “order-based similarity
labels” to provide a more granular training signal. OASIS learned to generate embeddings that encode
a more nuanced understanding of code functionality, aiming to improve code search performance by
better discriminating between semantically close but incorrect candidates. OASIS is evaluated in the
standard, neutralized, and randomized settings.

Nomic-emb-code(7B) (Nomic Team, 2025) Nomic-emb-code is a large-scale embedding model
optimized for code retrieval tasks. It utilized the CoRNStack dataset (Suresh et al., 2025) and a
curriculum-based hard negative mining strategy, which progressively introduces more challenging
negative examples to the model over time using softmax-based sampling during training. Nomic-
emb-code has strong code search performance according to its reported state-of-the-art results
on benchmarks like CodeSearchNet upon release. Nomic-emb-code is evaluated on the standard,
neutralized, and randomized settings.
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OpenAI-text-embedding-large (OpenAI, 2024) OpenAI’s text-embedding-3-large is a large-scale,
close-source embedding model accessible via API, widely regarded as a state-of-the-art model for
generating general-purpose text representations. While not exclusively trained for code, its training
on vast and diverse datasets allows it to produce high-dimensional embeddings that effectively capture
semantic meaning for a wide range of inputs, including natural language queries and code snippets.
Because of its general-purpose design, we evaluated OpenAI-text-embedding-large on all setting of
CLARC.

Voyage-code-3 (Voyage AI, 2024) Voyage-code-3 is a specialized, proprietary embedding model
explicitly optimized for code retrieval tasks. It is trained on a large, curated corpus combining
general text, mathematical content, and extensive code-specific data to handle the nuances of code
semantics. Voyage-code-3 demonstrates state-of-the-art performance on a wide suite of code retrieval
benchmarks compared to strong generalist models. Similar to OpenAI-text-embedding-large, we also
evaluate Voyage-code-3 on all settings of the benchmark.

F EVALUATION

F.1 FULL EVALUATION RESULTS ON RANDOMIZED SETTINGS

As shown in Table 6, the models’ performance under the Randomized Setting is stable across trials,
with standard errors below 1.0 for most metrics.

Table 6: Evaluation Results on Randomized Setting. Bold entries stand for the maximum values for
the metrics in the category. Results shown as Mean ± Standard Error after 10 trials.

Model NDCG MRR MAP R@1 R@5
Group 1

CodeT5+ 34.96±1.12 29.52±1.21 31.03±1.17 20.57±1.41 41.52±1.88
Nomic 77.05±0.63 72.78±0.78 73.26±0.77 63.35±1.32 85.21±0.51
OASIS 82.33±0.24 78.74±0.33 79.02±0.33 70.11±0.58 89.62±0.49
OpenAI 66.60±0.70 60.75±0.95 61.40±0.97 48.90±1.47 76.41±0.53
Voyage 83.85±0.44 80.68±0.58 81.00±0.59 72.66±1.06 90.53±0.51

Group 2
CodeT5+ 14.42±0.54 11.27±0.49 12.79±0.49 6.50±0.52 16.91±1.13
Nomic 55.27±1.19 48.23±1.32 49.24±1.27 34.75±1.60 66.74±1.80
OASIS 67.20±0.73 60.19±0.82 60.77±0.80 46.63±1.33 78.29±1.42
OpenAI 32.45±0.65 27.55±0.79 29.11±0.77 19.21±1.14 38.51±1.32
Voyage 75.22±0.54 69.43±0.64 69.82±0.63 56.84±1.18 85.97±0.92

Group 3 Short
CodeT5+ 5.73±0.78 5.59±1.04 4.28±0.46 1.40±0.43 4.13±0.69
Nomic 19.13±0.71 21.21±1.01 13.44±0.47 7.55±0.61 14.36±0.53
OASIS 25.71±0.68 29.14±1.29 17.48±0.50 10.24±0.67 19.96±0.62
OpenAI 15.95±0.63 18.42±1.00 10.38±0.42 5.63±0.56 11.58±0.52
Voyage 30.54±0.36 35.28±0.52 20.72±0.37 12.85±0.63 23.00±0.63

Group 3 Long
CodeT5+ 7.11±0.78 5.18±0.69 6.87±0.67 2.40±0.75 8.52±1.53
Nomic 30.30±1.38 26.06±1.14 27.86±1.06 19.04±1.27 34.60±1.97
OASIS 34.69±0.67 30.51±0.78 32.15±0.75 22.96±1.20 39.00±0.85
OpenAI 33.28±0.74 28.64±1.01 30.03±1.07 20.16±1.56 39.64±1.72
Voyage 66.40±0.50 61.15±0.72 61.95±0.74 50.48±1.56 75.04±0.95
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G QUERY GENERATION PROMPTS

G.1 PROMPT FOR GROUP 1

Please refer to Figure 2 for the prompt.

Figure 2: Prompt for Group 1

G.2 PROMPT FOR GROUP 2

Please refer to Figure 3 for the prompt.

Figure 3: Prompt for Group 2
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G.3 PROMPT FOR GROUP 3

Please refer to Figure 4 for the prompt.

Figure 4: Prompt for Group 3
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G.4 PROMPT FOR STYLE ALIGNMENT

Please refer to Figure 5 for the prompt. The few-shot examples used in the prompt are sampled from
the prompt engineering set.

Figure 5: Prompt for Style Alignment
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H EXAMPLES

H.1 EXAMPLES FROM GROUP 1

Query Example q_group_1_id_95

The function takes a single input of type char. It verifies whether the
input character is a numeric digit by checking if it lies between ’0’
and ’9’ (inclusive). If the input character meets this condition, the
function returns true; otherwise, it returns false. The output of the
function is of type bool.

Code Snippet Example c_group_1_id_95

static bool IsDigit(const char d) {
return (’0’ <= d) && (d <= ’9’);

}

H.2 EXAMPLES FROM GROUP 2

Query Example q_group_2_id_63

The function accepts an input of type pointer to a structure (OptAnc)
containing two integers ("left" and "right") and a second input of type
int. It checks whether the int input is represented as a set bit in the
first integer element; if not, it then checks the second integer
element. The output is an int that indicates success (1) if the bit is
set in either of the integer fields, or failure (0) otherwise.

Code Snippet Example c_group_2_id_63

static int is_set_opt_anc_info(OptAnc* to, int anc) {
if ((to->left & anc) != 0) return 1;

return ((to->right & anc) != 0 ? 1 : 0);
}

H.3 EXAMPLES FROM GROUP 3

Query Example q_group_3_id_33

This function performs an in-place sort on an array of unsigned char
pointers, which represent strings, for a specified number of elements
starting from the beginning of the array. It orders the strings in
ascending lexicographical order based on the substrings beginning at a
given offset position in each string. The function takes an array of
unsigned char pointers, an integer specifying the number of elements to
sort, and an integer offset for comparisons, and returns void.

Code Snippet Example c_group_4_id_1

typedef unsigned char* string;

int scmp( unsigned char *s1, unsigned char *s2 )
{

while( *s1 != ’\0’ && *s1 == *s2 )
{

s1++;
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s2++;
}
return( *s1-*s2 );

}

static void simplesort(string a[], int n, int b)
{

int i, j;
string tmp;

for (i = 1; i < n; i++)
for (j = i; j > 0 && scmp(a[j-1]+b, a[j]+b) > 0; j--)

{ tmp = a[j]; a[j] = a[j-1]; a[j-1] = tmp; }
}
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