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Abstract

Large language models (LLMs) demonstrate001
remarkable performance across various tasks,002
prompting researchers to develop diverse eval-003
uation benchmarks. However, existing bench-004
marks typically measure the ability of LLMs to005
respond to individual questions, neglecting the006
complex interactions in real-world applications.007
In this paper, we introduce Compound Question008
Synthesis (CQ-Syn) to create the Compound-009
QA benchmark, focusing on compound ques-010
tions with multiple sub-questions. This bench-011
mark is derived from existing QA datasets,012
annotated with proprietary LLMs and veri-013
fied by humans for accuracy. It encompasses014
five categories: Factual-Statement, Cause-and-015
Effect, Hypothetical-Analysis, Comparison-016
and-Selection, and Evaluation-and-Suggestion.017
It evaluates the LLM capability in terms of018
three dimensions including understanding, rea-019
soning, and knowledge. Our assessment of020
seven open-source LLMs using Compound-QA021
reveals distinct patterns in their responses to022
compound questions, which are significantly023
poorer than those to non-compound questions.024
Additionally, we investigate various methods025
to enhance LLMs performance on compound026
questions. The results indicate that these ap-027
proaches significantly improve the models’028
comprehension and reasoning abilities on com-029
pound questions.030

1 Introduction031

Large language models (LLMs) have achieved032

remarkable success in natural language process-033

ing (NLP), demonstrating exceptional performance034

across a wide range of tasks due to their advanced035

language understanding, reasoning, and generation036

capabilities (Achiam et al., 2023; Dubey et al.,037

2024; Ouyang et al., 2022; Team et al., 2024; Guo038

et al., 2025; El-Kishky et al., 2025). Existing bench-039

marks evaluate these models’ abilities across var-040

ious dimensions (Kwan et al., 2024; Zhou et al.,041

2023; He et al., 2024a; Li et al., 2023), such as 042

understanding (Bartolo et al., 2020; Li et al., 2023), 043

reasoning (Yang et al., 2018; Zhu et al., 2024; Wen 044

et al., 2024b), and knowledge (Liu et al., 2023b; 045

Jin et al., 2019). However, these benchmarks pri- 046

marily evaluate responses to individual questions 047

or instructions, overlooking the complexity of real- 048

world interactions (He et al., 2024c). 049

In real-world scenarios, users often ask a series 050

of interrelated questions within a single query, ex- 051

pecting to obtain a comprehensive and precise re- 052

sponse for each question, as illustrated in Figure 1. 053

We refer to this as Compound Questions, which 054

include multiple sub-questions within a single turn. 055

These sub-questions, which may be correlated 056

(Section 3.1). This question format is common in 057

human-AI interactions and agent-based scenarios, 058

where tasks are decomposed into sub-instructions 059

that require individual responses. While humans 060

can effectively address compound questions by 061

answering each sub-question separately without 062

omission or interference, LLMs face challenges 063

such as identification of sub-questions and the el- 064

liptical phenomena in natural language (van Crae- 065

nenbroeck and Temmerman, 2018). Adjacent ques- 066

tions and answers can cause LLMs to focus on 067

earlier context while overlooking unanswered sub- 068

questions. Since LLMs are susceptible to irrelevant 069

context, they may also be influenced by other sub- 070

questions and their answers (Wu et al., 2024). 071

Recent studies explore the ability of LLMs 072

in handling multiple-problem tasks (Wang et al., 073

2024; Wen et al., 2024a; Liu et al., 2024b; Chen 074

et al., 2024). However, most studies primarily fo- 075

cus on classification or fixed-answer tasks (Wang 076

et al., 2024; Liu et al., 2024b; Chen et al., 2024). 077

Furthermore, the inter-question relationships they 078

examine are generally simple, typically involving 079

either concatenating questions (Wang et al., 2024; 080

Liu et al., 2024b) or using sequential instructions 081

where one answer influences the next (Chen et al., 082
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Non-compound Question Compound Question

What is the definition of mitosis？

Mitosis is a process of cell division that results in 
two genetically identical daughter cells...

Meiosis is a specialized type of cell division that 
occurs in sexually reproducing organisms...

While both mitosis and meiosis are processes of 
cell division, mitosis produces two identical 
daughter cells for growth and repair, whereas 

meiosis produces four genetically distinct daughter 
cells for sexual reproduction...

What is the definition of meiosis？

Can you explain the distinction between mitosis and 
meiosis?

...

Mitosis is the process of cell division that occurs 
in somatic cells, which are cells that are not 

involved in reproduction. Meiosis is the process of 
cell division that occurs in reproductive cells, such 

as egg and sperm cells.The main difference 
between mitosis and meiosis is the number of cell 
divisions involved. Mitosis involves one round of 
cell division, while meiosis involves two rounds. 
The connection between mitosis and meiosis is 

that meiosis is the process by which reproductive 
cells are produced through mitosis. In other words, 

mitosis is the underlying process that allows for 
the replication of cells, while meiosis is the 

process by which reproductive cells are produced 
through mitosis. Without mitosis, there would be 

no meiosis and no reproduction.

What are the definitions of mitosis and meiosis? Can 
you explain their differences and how they relate to cell 

division and reproduction?

Figure 1: Examples of non-compound and compound questions. (Left) The user asks multiple questions sequentially
in a multi-turn dialogue. (Right) The user asks several questions at once in a single turn.

2024). In contrast, our work tackles both issues083

by targeting open-ended QA tasks and by abstract-084

ing the complex, real-world logical dependencies085

among sub-questions.086

To this end, we introduce a data synthesis087

framework called Compound Question Synthe-088

sis (CQ-Syn). This framework leverages LLM089

to generate and refine compound questions ac-090

cording to carefully developed guidelines, fol-091

lowed by a thorough human review to ensure qual-092

ity. Using CQ-Syn, we construct the Compound-093

QA benchmark, which is designed to evaluate094

LLMs’ ability to handle compound questions.095

This benchmark consists of 1,500 compound096

questions covering scenarios in language under-097

standing, reasoning, and knowledge, divided into098

five types: Factual-Statement, Cause-and-Effect,099

Hypothetical-Analysis, Comparison-and-Selection,100

and Evaluation-and-Suggestion. Comprehensive101

experiments on seven mid-sized open-source LLMs102

reveal that their effectiveness on compound ques-103

tions is significantly lower than on single-question104

tasks, highlighting their current limitations in han-105

dling multi-step reasoning and contextual integra-106

tion. However, supervised fine-tuning with instruc-107

tion data augmented by compound questions sub-108

stantially improves this performance. We anticipate109

that this work will encourage further research and110

advancements to enhance the ability of LLMs to111

answer compound questions.1112

1The dataset utilized in this study will be made publicly
available to foster continued research.

2 Related Work 113

Evaluation of Large Language Models LLMs 114

present superior performance on various tasks, such 115

as question answering (Joshi et al., 2017; Yang 116

et al., 2018; Malaviya et al., 2023), math reason- 117

ing (Cobbe et al., 2021; Hendrycks et al., 2021b), 118

and multi-turn dialogues (Bai et al., 2024; Duan 119

et al., 2023; Reddy et al., 2019). Previous works (Li 120

et al., 2023; Zheng et al., 2023; Hendrycks et al., 121

2021a) propose different datasets and benchmarks 122

to evaluate the capabilities of LLMs in terms of 123

language understanding, reasoning and knowledge 124

(He et al., 2024a). Models with better language un- 125

derstanding ability are preferred in tasks like read- 126

ing comprehension, text classification, and multi- 127

turn dialogue. It can be evaluated with datasets 128

like SQuAD (Rajpurkar et al., 2018), QuAC (Choi 129

et al., 2018) and RACE (Lai et al., 2017). The 130

reasoning ability is important for LLM-based ap- 131

plications. The dataset of math reasoning (Cobbe 132

et al., 2021; Hendrycks et al., 2021b), logical rea- 133

soning (Suzgun et al., 2023), and commonsense 134

reasoning (Talmor et al., 2019; Geva et al., 2021) 135

are widely used for evaluation of LLMs. Knowl- 136

edge is another important capability for LLMs to 137

survive on knowledge-intensive tasks. Benchmarks 138

like MMLU (Hendrycks et al., 2021a), AGI-Eval 139

(Zhong et al., 2023), and TriviaQA (Joshi et al., 140

2017) evaluate the disciplinary and world knowl- 141

edge of different models. 142

As LLMs continue to demonstrate impressive 143
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performance on routine NLP tasks, researchers144

are now evaluating their ability to tackle com-145

plex tasks. Datasets like HotpotQA (Yang et al.,146

2018), ExpertQA (Malaviya et al., 2023), and147

GPQA (Rein et al., 2023) are used to assess how148

well models handle complex questions. In addi-149

tion, researchers explore the ability of LLMs to150

follow complex instructions with multiple con-151

straints. (He et al., 2024d,b; Aksu et al., 2023). Hu152

et al. (2024) proposes a sequential instruction tun-153

ing method aimed at enhancing the ability of LLMs154

to manage complex tasks. Wen et al. (2024a) con-155

struct ComplexBench by employing hierarchical156

constraints (format, semantics) and compositional157

question types (chain, selection) to evaluate how158

well models follow complex instructions, Liu et al.159

(2024b) introduce LongGenBench by synthesizing160

three datasets, MMLU (Hendrycks et al., 2021a),161

GSM8K (Cobbe et al., 2021), and CSQA (Talmor162

et al., 2019), to systematically evaluate LLMs on163

sequential concatenated questions.164

Current research on LLMs handling multiple165

questions focuses more on classification or fixed-166

answer tasks (Wang et al., 2024; Chen et al., 2024;167

Liu et al., 2024b). In contrast, our work targets real-168

world QA scenarios featuring open-ended ques-169

tions. By reviewing diverse sources, including QA170

datasets, consultation manuals, and social science171

frameworks, we identified common patterns in sub-172

question relationships. This analysis underpins our173

proposal of five questioning strategies to evaluate174

LLMs’ ability to tackle compound questions with175

complex logical dependencies, addressing key lim-176

itations of existing benchmarks.177

LLM-based Data Synthesis and Verification178

With the advancement of LLMs, the demand for179

high-quality annotated data continues to grow. In180

this context, synthetic data generated by models or181

algorithms rather than directly by humans (Long182

et al., 2024; Liu et al., 2024a) is gradually showing183

its great potential. Researchers have proposed var-184

ious data synthesis methods to address this trend.185

For example, Persona Hub (Chan et al., 2024) is186

a character-driven synthesis approach that orga-187

nizes one billion distinct personas from online188

data and uses LLMs to generate questions in dif-189

ferent voices, yielding diverse synthetic data for190

various scenarios. KPDDS (Huang et al., 2024)191

synthesizes QA pairs using key points and exam-192

ple pairs from real data sources. Xu et al. (2024)193

introduces MAGPIE, a large-scale data alignment194

self-synthesis method. However, existing genera- 195

tive methods can produce inaccurate, low-quality, 196

or incoherent data (Lupidi et al., 2024), potentially 197

leading to model collapse (Dohmatob et al., 2024), 198

underscoring the importance of quality screening 199

for synthetic data. MoDS (Du et al., 2023) and 200

Deita (Liu et al., 2023a) employ multiple dimen- 201

sions for data filtering, utilizing techniques like 202

model scoring. Recently, PROX (Zhou et al., 2024) 203

treats the data refinement task as a programming 204

task for data screening, while Source2Synth (Lu- 205

pidi et al., 2024) synthesizes data from real data 206

sources and introduces automated filtering and 207

completion mechanisms during the generation pro- 208

cess to ensure data quality. Recent work by Tao 209

et al. (2024) proposes a comprehensive framework 210

for detecting LLM-generated texts, emphasizing 211

the importance of rigorous evaluation in multilin- 212

gual and operationally diverse scenarios. In our 213

study, we adopt a combined approach of model- 214

based filtering and manual verification for each 215

data instance to ensure the construction of high- 216

quality datasets. 217

3 Compound-QA Benchmark 218

3.1 Types of Compound Questions 219

The compound question incorporates multiple sub- 220

questions within a single query. It is common in 221

human-AI interaction where users might propose 222

several questions at one time. The ability to respond 223

to compound questions is also important in agentic 224

applications where several sub-instructions derived 225

from the task decomposition and planning are ex- 226

pected to be followed. However, it is not trivial 227

for LLMs as they might suffer from the problem 228

of sub-question omission and a degradation in the 229

quality of response (see examples in Figure 1). 230

The compound question presents several notable 231

characteristics: 232

• Hierarchical relevance There may be hierar- 233

chical relevance among sub-questions, requiring 234

respondents to not only understand each sub- 235

question individually but also to recognize their 236

hierarchical relationships to ensure coherence 237

and completeness in responses. 238

• Interference from additional context When an- 239

swering compound questions, additional contex- 240

tual information can distract respondents, caus- 241

ing answers to deviate from the main topic or 242

lack precision. Respondents need to selectively 243
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process this information to maintain the accuracy244

and relevance of their responses.245

• Ambiguity in sub-question reference In com-246

pound questions, earlier sub-questions are some-247

times overlooked, leading to ambiguous refer-248

ences that make it challenging for respondents249

to accurately grasp the specific meaning of each250

sub-question.251

These features collectively amplify the252

complexity associated with comprehending253

and responding to compound questions. We254

group the compound questions into the five255

categories: Factual-Statement, Cause-and-Effect,256

Hypothetical-Analysis, Comparison-and-Selection,257

and Evaluation-and-Suggestion. Table 1 presents258

the specific examples of each type.259

• Factual-Statement This compound question in-260

quires about multiple factual information with-261

out further reasoning or deep analyses. The sub-262

questions have minimal internal correlation.263

• Cause-and-Effect This compound question in-264

quires the respondent to analyze the causes of a265

particular phenomenon or event. Subsequently,266

the respondent is asked to explain the results and267

impacts. It encourages in-depth exploration of268

the phenomenon by establishing a logical connec-269

tion between cause and effect, revealing internal270

relationships.271

• Hypothetical-Analysis This compound question272

presents a hypothetical scenario to examine po-273

tential outcomes by analyzing the impact of vari-274

ous conditions or roles. Through this process, it275

aims to uncover complex relationships between276

elements and propose corresponding strategies277

or explanations.278

• Comparison-and-Selection This compound279

question involves comparative analysis to un-280

cover similarities and differences among multiple281

objects, phenomena, or situations. A comprehen-282

sive evaluation of each item is required to select283

the solution that best meets specific criteria.284

• Evaluation-and-Suggestion This compound285

question necessitates an in-depth analysis of the286

current state, mechanisms, and issues, exploring287

their underlying reasons and weighing the pros288

and cons. Based on this analysis, the respondent289

seeks specific improvement suggestions to opti-290

mize further development.291

Questions Example

Factual-Statement
What is your favorite sport? Do you have any
special skills or habits when playing sport?

Cause-and-Effect

Why has online learning been able to spread
rapidly in recent years? Based on these main
reasons, what are the main impacts of the
popularization of online learning on society
and individuals?

Hypothetical
-Analysis

If I am successful in organizing this event,
how do I ensure that I maximize its impact?
If I don’t, how do I deal with the potential
negative consequences?

Comparison-and
-Selection

Compared with traditional classroom teach-
ing, what are the advantages of online learn-
ing modes in terms of enhancing learning
efficiency and flexibility? What is the ideal
way to ensure the quality of teaching and
student-teacher interaction?

Evaluation-and
-Suggestion

How do you evaluate the current operational
status of online education platforms? What
are their advantages and disadvantages in
improving learning efficiency and meeting
individual needs? Based on this, what mea-
sures do you think these platforms should
take in the future to promote continuous im-
provement and innovation?

Table 1: Examples of different types of compound ques-
tions. The core ideas of each type are highlighted in the
passage.

3.2 Data Collection 292

The Compound-QA benchmark is designed to eval- 293

uate the LLM capability in answering compound 294

questions. To excel in this task, LLMs are expected 295

to possess the ability to comprehend compound 296

questions, disassemble and sequentially and ex- 297

haustively address each sub-question. The bench- 298

mark comprises three subsets dedicated to under- 299

standing, reasoning, and knowledge, respectively. 300

Each subset is constructed using existing related 301

datasets and includes compound questions of each 302

type as detailed in Table 1. Detailed sources of 303

the dataset are provided in the Appendix A. The 304

compound question of each type is created by LLM- 305

based. The framework for data synthesis CQ-Syn 306

consists of the following three phases as shown in 307

Figure 2. 308

• Step 1: Question Design We tailor unique 309

prompts to address the characteristics of each 310

type of compound question. The prompt covers 311

task description, role description, and detailed 312

data generation guidelines, along with manually 313

curated examples to guide the process. We also in- 314

clude the corresponding context and the original 315

question in the prompt, encouraging the LLMs 316

to generate compound questions within the simi- 317
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  Fact statement type
Cause-and-effect type

Hypothetical analysis type 
Comparison-and-selection type
 Evaluation-and-suggestion type

Compound Questions Type

 Please design a compound question based on the following 
paragraph and the original question...

Human-written prompts

STEP 1 Question Design

True
  

True

keywords filtering  
(Context)

Original Question
  Compound Question

Dataset

LLM 
Generation Human review 

STEP 2 Question Verification

LLM filtering

STEP 3 Reference Generation

(Context)
Compound Question
Compound Reference 

Dataset

Figure 2: The overview of CQ-Syn Data Synthesis.

lar distribution of the original question based on318

the context. The Appendix B provides detailed319

descriptions of the prompts used for compound320

question generation.321

• Step 2: Question Verification The generated322

compound questions are verified through both323

keyword-based and LLM-based filtering ap-324

proaches. We first apply keyword-based rules325

to filter out the generated questions that do not326

contain the pre-specified keywords. The rules are327

manually crafted for each type separately.328

• Step 3: Reference Generation For each filtered329

compound question, we prompt the proprietary330

LLM to obtain the reference answers for each331

compound question. Each compound question332

and its corresponding reference answer are man-333

ually reviewed to ensure accuracy and quality.334

For the manual validation session, we invited335

three students with master’s degree level to par-336

ticipate in the validation of the final data. For337

more information about the validation session,338

please refer to the Appendix C.3.339

3.3 Data Statistics340

Our Compound-QA dataset consists of three main341

subsets: understanding, reasoning, and knowledge.342

Each subset includes five types of compound343

questions: Factual-Statement, Cause-and-Effect,344

Hypothetical-Analysis, Comparison-and-Selection,345

and Evaluation-and-Suggestion. For each question346

type, we generate 100 data points, totaling 1,500347

data points across all types. We use gpt-4o to gen-348

erate the QA pairs and employ gpt-3.5-turbo for349

validation.350

4 Experiment Setup351

In this section, we systematically evaluate the per-352

formance of open-source LLMs around 7B-9B on353

the Compound-QA benchmark. The evaluation fo- 354

cuses on five key aspects: 1) a comparative analy- 355

sis of different LLMs’ performance on compound 356

questions; 2) the ability of LLMs to answer com- 357

pound versus non-compound questions; 3) the abil- 358

ity of LLMs to answer sub-questions at different po- 359

sitions within compound questions; 4) the enhance- 360

ment strategies for improving LLMs’ capability to 361

answer compound questions; 5) error analysize. 362

Settings. We conduct all inference experiments 363

with the vLLM framework, utilizing two NVIDIA 364

GeForce RTX 4090 GPUs. The parameters are con- 365

figured with a temperature of 0.3 and a maximum 366

token limit of 1024. 367

Models We evaluate seven open-sourced 368

LLMs on the Compound-QA benchmark: 369

DeepSeek (DeepSeek-AI, 2024), Mistral (Jiang 370

et al., 2023), LLaMA-3.1 (Dubey et al., 2024), 371

Gemma (Team et al., 2024), GLM-4 (GLM et al., 372

2024), Qwen (Team, 2024), InternLM (Cai et al., 373

2024). See the Appendix D for details. 374

Evaluation settings To quantify the model’s abil- 375

ity in handling compound questions, we propose 376

a multi-dimensional evaluation framework based 377

on Comprehensiveness (explicit and complete ad- 378

dressing of all sub-questions), Correctness (factual 379

and logical accuracy of each response component), 380

and Diversity (variety in solution strategies across 381

sub-questions). See the Appendix D.2 for details 382

For each dimension, we use gpt-4o-mini as the 383

evaluator to compare the model’s response with 384

the reference answer. The win rates are calculated 385

as the percentage of instances where the model’s 386

response is judged to be equal or superior to the ref- 387

erence answer. To mitigate potential position bias, 388

we compute the scores with the order of the model 389
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Models Size Capability Overall FS CE HA CS ES

DeepSeek 7B
Understanding 13.1 25.8 12.8 5.5 17.8 3.5

Reasoning 8.4 8.3 7.2 5.1 14.0 7.2
Knowledge 12.0 25.3 9.8 5.5 14.3 5.3

Mistral 7B
Understanding 22.4 40.0 18.0 15.2 29.8 8.8

Reasoning 13.6 10.8 11.7 11.6 22.5 11.5
Knowledge 14.6 29.3 11.2 9.3 16.0 7.2

LLaMA 8B
Understanding 27.2 31.8 22.5 39.3 22.8 19.6

Reasoning 22.7 15.5 22.0 21.7 32.5 21.8
Knowledge 25.8 32.5 26.2 23.5 18.8 27.8

Gemma 9B
Understanding 32.7 29.0 26.3 43.2 39.2 25.7

Reasoning 26.5 18.3 24.7 16.0 45.7 27.7
Knowledge 25.0 22.7 25.3 32.3 19.2 25.5

GLM-4 9B
Understanding 56.0 51.3 64.2 62.7 63.8 37.8

Reasoning 41.7 26.7 47.8 29.6 60.3 44.2
Knowledge 46.7 44.8 54.5 47.2 48.0 38.8

Qwen 7B
Understanding 53.5 56.7 53.4 56.7 59.5 41.2

Reasoning 48.8 43.8 52.5 41.5 56.2 50.2
Knowledge 53.1 55.2 55.8 53.8 50.3 50.2

InternLM 7B
Understanding 56.3 54.8 62.3 60.3 61.2 43.0

Reasoning 48.2 36.6 53.2 40.0 59.8 51.2
Knowledge 52.9 50.0 62.3 54.7 48.2 49.3

Table 2: The win rates of different LLMs on Compound-QA benchmark, which covers five categories: Factual
Statement (FS), Cause-and-Effect (CE), Hypothetical Analysis (HA), Comparison-and-Selection (CS), Evaluation-
and-Suggestion (ES). Bold numbers indicate the highest score for that type.

response and reference answer swapped, then take390

the average as the final score. The overall perfor-391

mance is reported as the average score across all392

three dimensions. Additionally, we validate the reli-393

ability of the LLM evaluations by comparing their394

consistency with human assessments, achieving395

an agreement accuracy rate of 84%. See the Ap-396

pendix E for details.397

5 Experiment Results and Analyses398

How do different LLMs perform when answer-399

ing compound questions? Table 2 compares the400

win rates of seven open-source LLMs on five types401

of compound questions across the understanding,402

reasoning, and knowledge dimensions. InternLM403

and Qwen demonstrate the strongest overall per-404

formance. InternLM achieves the highest win rates405

in understanding tasks, while Qwen excels in rea-406

soning and knowledge. GLM-4 also performs well,407

particularly in understanding, where it is compara-408

ble to InternLM. However, despite these strengths,409

all models exhibit weaknesses in certain types of410

compound questions, highlighting limitations in411

their reasoning and synthesis abilities.412

For the five types of compound questions, mod-413

els generally perform best on Factual-Statement414

questions. In contrast, more complex question 415

types, such as Evaluation-and-Suggestion, pose sig- 416

nificant challenges for all models. The win rates in 417

this category are consistently lower, with InternLM 418

scoring 43.0 and Qwen at 41.2. This can be at- 419

tributed to the inherent difficulty of this question 420

type, as models need to understand and integrate 421

previous information to provide reasonable and co- 422

herent evaluations and recommendations on differ- 423

ent topics or contexts. This requires not only strong 424

comprehension and reasoning abilities but also the 425

capability to generate logical and persuasive rec- 426

ommendations, which is a relatively complex and 427

advanced task in NLP. 428

How do LLMs perform in answering compound 429

versus non-compound questions? To further un- 430

derstand model behavior in answering compound 431

questions, we compare the performance of LLaMA- 432

3.1 and InternLM on both compound and non- 433

compound questions. For non-compound questions, 434

we use a multi-turn dialogue format, asking one 435

question at a time. 436

First, we decompose each compound question 437

in our Compound-QA dataset into non-compound 438

questions. Because some questions are challeng- 439

ing to decompose effectively, we perform a manual 440
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Figure 3: Performance comparison of LLaMA-3.1
and InternLM when answering compound and non-
compound questions.
secondary check. Next, we use gpt-4o to generate441

reference answers for the decomposed questions.442

Finally, to ensure a fair comparison, we evaluate443

the models on this decomposed dataset by extract-444

ing answers to sub-questions from the responses to445

compound questions. We then report the win rates446

against the reference answers. Details on decompo-447

sition and extraction appear in Appendix F.448

Figure 3 presents the win rates of LLaMA-3.1449

and InternLM on compound and non-compound450

datasets. It is evident from the figure that the451

model’s performance significantly declines when452

answering compound questions. We find that the453

answers to compound questions are much shorter454

than those for non-compound questions, which455

could contribute to the decline in answer qual-456

ity. Among the five types of compound questions,457

Factual-Statement questions are the least affected458

by the compound nature, especially in terms of un-459

derstanding and knowledge dimensions, where they460

perform more prominently. This may be due to the461

relatively simple nature of Factual-Statement ques-462

tions and their weaker internal dependencies, re-463

sembling a combination of several independent sub-464

questions. However, in the reasoning dimension,465

this pattern is less pronounced. Factual-Statement466

questions here often involve combinatorial logic467

reasoning, demanding a deep analysis of context to468

arrive at the correct response. This added complex-469

ity results in lower performance.470

How does LLM perform when answering sub-471

questions from different positions? To evaluate472

LLM’s performance in answering sub-questions 473

from different positions, We reorder Factual State- 474

ment questions within the understanding dimension 475

and conduct experiments using LLaMA-3.1 and 476

InternLM. We choose the Factual Statement ques- 477

tions because their sub-questions are relatively in- 478

dependent, and reordering them does not affect an- 479

swers. Specifically, each data point contains three 480

sub-questions, reordered so that each appears at 481

the beginning, middle, and end of the sequence, 482

labeled as 1XX, X1X, and XX1 (see Appendix G). 483

We prompt the LLMs to answer these reordered 484

compound questions. 485

Table 3 presents the win rates for answering sub- 486

questions in different positions. The results show 487

that sub-questions perform best when placed in 488

the first and last positions, with the first position 489

generally yielding the highest performance. Perfor- 490

mance tends to dip in the middle position, suggest- 491

ing that the model’s ability to process information 492

is stronger at the beginning and end of a sequence, 493

but weaker in the middle. This is consistent with 494

previous research findings that model performance 495

steadily decreases as the number of sequential steps 496

increases (Chen et al., 2024). 497

Model Sub-question 1XX X1X XX1

LLaMA-3.1
Sub-question1 40.7 38.8 37.7
Sub-question2 38.7 40.8 41.8
Sub-question3 44.2 40.8 41.7

InternLM
Sub-question1 45.0 42.5 47.5
Sub-question2 51.3 44.5 49.8
Sub-question3 54.7 48.5 53.8

Table 3: Comparison of the performance of LLaMA-
3.1 and InternLM in answering sub-questions at differ-
ent positions in the compound questions. The positions
1XX, X1X, and XX1 correspond to the beginning, mid-
dle, and end of the compound questions.

How to improve LLM performance on 498

Compound-QA benchmarks? In this exper- 499

iment, we investigate different approaches to 500

enhance the model’s ability to answer compound 501

questions. We test the LLaMA-3.1 model using 502

four methods: Chain-of-Thought (CoT) (Wei 503

et al., 2022), Decomposition strategy (Decom-S), 504

Few-shot, and LoRA fine-tuning (Hu et al., 505

2021). CoT promotes step-by-step reasoning, 506

whereas Decom-S explicitly instructs the model 507

to break down a compound question into multiple 508

sub-questions, address each sequentially, and 509

synthesize the individual responses into a complete 510

7



answer (see Appendix H for details). Fine-tuning511

is implemented via LLaMA-Factory2 on 8 GPUs,512

with a LoRA rank of 8, alpha of 16, learning rate513

of 0.0001, and batch size of 128.

Figure 4: Comparative Performance of Different Im-
provement Methods on Compound-QA Benchmark.514

To ensure a balanced evaluation across question515

types, the dataset is divided for each category and516

dimension (understanding, reasoning, and knowl-517

edge) in a 7:3 ratio. The 70% portion of each cate-518

gory and dimension is combined to form the train-519

ing set, while the remaining 30% is used as the test520

set. CoT and Decom-S are evaluated in a zero-shot521

setting using the same test set.522

Figure 4 compares the model’s original and523

improved performance. LoRA fine-tuning consis-524

tently achieves the highest scores in all categories,525

demonstrating its effectiveness for compound ques-526

tion answering. Notably, Decom-S outperforms527

CoT in reasoning tasks, suggesting that explicit528

decomposition provides better handling of com-529

plex reasoning. Detailed results are presented in530

Figure 5 in the Appendix I.531

Additionally, we further evaluate the fine-tuned532

model on MMLU (Hendrycks et al., 2020),533

GSM8K (Cobbe et al., 2021), and TruthfulQA (Lin534

et al., 2022) benchmarks to assess its general capa-535

bilities. As shown in Table 4, the fine-tuned model536

maintains strong performance across these bench-537

marks, with no significant degradation in its ability538

to handle diverse tasks. This demonstrates that fine-539

tuning on Compound-QA preserves the model’s540

generalization ability while enhancing its perfor-541

mance on question answering.542

Error Analysis Through observing the responses543

of open-source models, we identify common er-544

rors they tend to make when answering compound545

2https://github.com/hiyouga/LLaMA-Factory

Models MMLU GSM8K TruthfulQA

LLaMA-3.1 67.78 83.00 47.61
LLaMA-3.1-LoRA 67.73 84.50 52.39

Table 4: Performance of the model on generic tasks

questions. These errors include omission of sub- 546

questions (Error 1), confusion between related sub- 547

questions (Error 2), and off-topic responses (Error 548

3). Detailed error examples appear in Table 25 (re- 549

fer to Appendix J). 550

In Example 1, the compound question required 551

answers to three sub-questions. However, the 552

model addressed only the first two, omitting the 553

third, which demonstrates the issue of sub-question 554

omission. Example 2 shows a case where the 555

second and third sub-questions, although closely 556

related, were conflated in the model’s response, 557

resulting in failure to directly address the third 558

sub-question. This pattern aligns with previous re- 559

search (Chen et al., 2024). Example 3 illustrates the 560

model’s difficulty with multi-step logical reasoning: 561

instead of following the necessary deductive steps 562

to produce a precise permutation from logical con- 563

straints, it provided a general, explanatory narrative 564

that lacked a definitive final answer. These observa- 565

tions highlight significant deficiencies in handling 566

complex, multi-step reasoning tasks and offer valu- 567

able insights for future model refinements. 568

6 Conclusion 569

Compound questions present multiple sub- 570

questions in a single query, which imposes 571

challenges for LLMs to provide correct and 572

appropriate responses to each sub-question in the 573

Human-LLM interactive scenario. We introduce 574

Compound-QA, a benchmark designed to evaluate 575

the ability of LLMs on compound questions. This 576

benchmark categorizes compound questions into 577

five different types, with each type covering the 578

scenarios of understanding, reasoning, and knowl- 579

edge. The dataset is created using a Human-LLM 580

collaborative framework, which includes a data 581

synthesis process for generating and verifying 582

compound questions. Our experiment reveals that 583

LLMs require further improvement in effectively 584

handling compound questions. We hope our 585

benchmark will contribute to enhancing this 586

capability. Additionally, we leave the exploration 587

of evaluating compound questions in multimodal 588

applications as future work. 589
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Limitations590

The Compound-QA benchmark aims to evaluate591

the capabilities of LLMs in handling compound592

questions. The data creation process relies on pro-593

prietary LLMs, which introduces certain limita-594

tions. Due to resource and cost constraints, we595

use relatively smaller models for experimentation.596

Specifically, we employ gpt-4o to generate QA597

pairs and gpt-4o-mini for evaluation, excluding598

testing on closed-source models. Additionally, our599

dataset builds upon existing datasets, limiting its600

coverage across different domains and tasks and601

restricting it to English. In the future, we plan to602

extend our approach to other languages and modal-603

ities.604
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A Data sources922

To assess the LLM’s capacity to address compound923

questions, we evaluate its performance across three924

dimensions: understanding, reasoning, and knowl-925

edge.926

Understanding We modify data from Adversar-927

ial QA (Bartolo et al., 2020), a challenging QA928

dataset designed to test the robustness of models929

through adversarial examples.930

Reasoning We adapt data from AGI-Eval (Zhong931

et al., 2023) and collect a small number of932

permutation-type logical reasoning questions from933

web pages. AGI-Eval, released by Microsoft, serves934

as a benchmark for evaluating the foundational935

capabilities of LLMs, focusing on human cogni-936

tion and general problem-solving skills. We select937

two English datasets from AGI-Eval: LSAT (Law938

School Admission Test) and logical reasoning ques-939

tions from civil service exams.940

Knowledge We adapt data from PubMed (Jin941

et al., 2019), a biomedical QA dataset that includes942

numerous QA pairs based on PubMed articles. This943

dataset evaluates models’ biomedical knowledge944

and their ability to retrieve and understand infor-945

mation in a specialized field.946

During the automated data collection process,947

we manually modify the data format and expres-948

sion, either independently or with the assistance of949

LLMs. We conduct manual verification to ensure950

the quality of the dataset. Table 5 presents the li-951

censing information for each dataset used in this952

study.953

Dataset Name License Type

Adversarial QA CC BY-SA 4.0
AGI-Eval MIT

PubMedQA MIT
Our(Compound_QA) CC BY-SA 4.0

Table 5: Types of licenses for datasets

The datasets employed in this study comply with 954

their respective licenses. For datasets under the CC 955

BY-SA 4.0 license (such as Adversarial QA), we 956

adhere to the attribution-share alike requirements, 957

ensuring that any modifications and redistributions 958

of these datasets are released under the same CC 959

BY-SA 4.0 license. For datasets under the MIT 960

license (such as PubMedQA and AGI-Eval), we 961

comply with the license terms and ensure that these 962

datasets are processed and extended in accordance 963

with the license requirements. 964

Additionally, our newly generated dataset is re- 965

leased under the CC BY-SA 4.0 license, ensuring 966

flexibility and ease of use, which allows other re- 967

searchers to modify and redistribute it freely under 968

the same conditions. 969

B Details of Generating Complex 970

Questions 971

Table 6 to Table 10 present the detailed prompts 972

used for generating datasets for various types of 973

compound questions. Each prompt includes the tar- 974

get role setting, specific data generation rules, and 975

manually compiled examples to guide the LLM, 976

ensuring that the generated data meets the require- 977

ments for different types of compound questions. 978

To maintain the reasoning nature of the generated 979

questions within the reasoning dimension, we de- 980

sign a specialized prompt, as shown in Table 11, to 981

ensure that the proposed questions exhibit reason- 982

ing characteristics. 983

C Filtering methods for compound 984

questions 985

C.1 Details of Keywords Filtering 986

Keyword-based rules are employed to identify vari- 987

ous types of compound questions. Each compound 988

question filter relies on one or two dimensions and 989

a specific list of keywords. 990

Factual-Statement The filter words include 991

question words {"what", "how", "why", "when", 992

"which", "how much", "where", "who"} 993

Cause-and-Effect The filter words include two 994

dimensions: cause words {"why", "what causes", 995

"what are the reasons", "how does"} and effect 996

words {"what", "how", "what are the effects", 997

"what are the consequences", "how does it affect", 998

"what results", "What impacts"} 999
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/* Task prompt */
You are an expert at designing questions. Please create a compound question based on the following paragraph and the
original issue. This compound question should be a coherent sentence that builds upon the original question by posing 2 to 3
additional inquiries seeking basic factual information, such as age, preferences, or the execution of specific actions. These
questions should not involve complex logical reasoning or deep analysis but should focus on obtaining specific facts that the
respondent can directly answer or confirm.
You can refer to these compound question examples:

/* Example */
example1: What is your age? What are your favorite leisure activities? How do you usually spend your weekends?
example2: What is your current occupation? How long have you been working in this industry? What motivated you to
choose this career path?
example3: What kind of travel mode do you usually prefer? When was your last trip? What destination did you visit during
your last trip?

/* Generation */
Based on the following actual input
context: {context}
org_question: {org_question}
please design a concise and clear compound question, containing 2 to 3 small questions, with no more than 80 characters.
Avoid excessive elaboration on the text content and focus on the compound question itself:

Table 6: Prompt for generating Factual-Statement questions.

Hypothetical-Analysis The filter words include1000

two dimensions: hypothetical words {"if", "sup-1001

pose", "imagine", "what if", "in case", "assum-1002

ing", "provided that", "on the condition that"} and1003

question words {"what", "how", "why", "when",1004

"which", "how much", "where", "who"}1005

Comparison-and-Selection The filter words in-1006

clude two dimensions: comparison words {"com-1007

pare", "compared", "comparing", "comparison",1008

"contrast", "advantage", "disadvantage", "better",1009

"worse", "differ", "difference", "similarities", "dis-1010

tinctions"} and question words {"what", "how",1011

"why", "when", "which", "how much", "where",1012

"who"}1013

Evaluation-and-Suggestion The filter words in-1014

clude question words {"what", "how", "why",1015

"when", "which", "how much", "where", "who"}1016

C.2 Details of LLM filtering1017

We design different criteria prompts to ensure the1018

accuracy and relevance of each question. Table 121019

to Table 16 show the filtering prompts for different1020

types of questions. We use gpt-3.5-turbo for the1021

filtering process.1022

C.3 Manual Verification Sessions1023

Three graduate students participate in the final data1024

validation process, which involves evaluating both1025

the quality of the compound questions and their1026

corresponding reference answers. Before the val-1027

idation begins, the reviewers receive specialized1028

training on the classification criteria for compound1029

questions and the guidelines for quality assessment. 1030

A three-tier scoring system (0/1/2 points) is em- 1031

ployed, and only samples unanimously rated as 1032

2 by all three reviewers are retained. The scoring 1033

criteria are as follows: 1034

First level (0 points) These questions clearly do 1035

not meet the definition of the specified type of com- 1036

pound questions. For example, in Comparison-and- 1037

Selection questions, multiple comparable objects 1038

are not included. 1039

Second level (1 point) Although the question 1040

superficially appears to meet the definition of the 1041

specified type of compound questions, it does not 1042

genuinely belong to that category. For instance, 1043

a Comparison-and-Selection questions might ask, 1044

"Compared to object A, what happens to object 1045

B under certain conditions?" However, the ques- 1046

tion could be phrased directly without involving a 1047

comparison. 1048

Third level (2 points) These compound ques- 1049

tions fully meet the definition, and the responses 1050

are detailed and complete, with no omissions or 1051

incomplete answers. 1052

The overall human verification pass rate is ap- 1053

proximately 60%, with more complex questions 1054

requiring multi-step reasoning having a pass rate 1055

as low as 50%. For each question type, only 100 1056

verified samples are retained to ensure high-quality 1057

questions and answers. 1058
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/* Task prompt */
You are an expert at designing questions. Please create a compound question based on the following paragraph and the
original issue. This compound question should be a coherent sentence that first inquiries about the reasons for a particular
phenomenon or event, using phrases like "why" or "what are the reasons." Subsequently, based on this cause, it should further
explore the primary impacts or consequences that may arise, employing expressions such as "what impacts will it bring" or
"what results will it lead to."
You can refer to these compound question examples:

/* Example */
example1: Why has artificial intelligence technology made breakthrough progress in the field of medical diagnosis? How will
the application of this AI-assisted diagnostic system change the future medical service model and bring about what impacts?
example2: Why does the government strongly support the development of online education? What are the main socio-
economic impacts that this policy support will bring?
example3: Why has biotechnology been widely applied in agricultural production? How will the development of agricultural
biotechnology change the future food supply pattern and bring new opportunities to farmers?

/* Generation */
Based on the following actual input
context:{context}
org_question:{org_question}
please design a concise and clear compound question, containing 2-3 small questions, with no more than 80 characters. Avoid
excessive elaboration on the text content and focus on the compound question itself:

Table 7: Prompt for generating Cause-and-Effect questions.

D Details on Models and evaluation1059

settings1060

D.1 Models1061

The details of the models used are as follows:1062

• DeepSeek: DeepSeek (DeepSeek-AI, 2024)1063

is a mixture-of-experts language model de-1064

veloped by DeepSeek AI. We employ the1065

DeepSeek-llm-7b-chat model.1066

• Mistral: Mistral (Jiang et al., 2023) is a se-1067

ries of open source models developed by the1068

French company Mistral AI. We employ the1069

Mistral-7B-Instruct-v0.3 model.1070

• LLaMA: LLaMA-3.1 (Dubey et al., 2024) is a1071

series of open source models proposed by Meta,1072

which have been improved in terms of reasoning1073

ability and multilingual support, with their con-1074

text length increased to 128K. We employ the1075

Meta-LLaMA-3.1-8B-Instruct model.1076

• Gemma: Gemma (Team et al., 2024) is a series1077

of lightweight open-source models developed by1078

Google. We utilize the gemma-2-9b-it model.1079

• GLM-4: GLM-4 (GLM et al., 2024) is a series of1080

open source models introduced by Zhipu AI with1081

powerful Agent capabilities, support for longer1082

contexts, faster inference, and reduced inference1083

costs. We employ the glm-4-9b-chat model.1084

• Qwen: Qwen (Team, 2024) is a series of open1085

source models developed by Alibaba Cloud as1086

part of the Tongyi Qianwen series. This series in- 1087

cludes multiple versions and scales, such as Base 1088

and Chat models, to meet different computational 1089

needs. We employ the Qwen2.5-7B-Instruct 1090

model. 1091

• InternLM: InternLM (Cai et al., 2024) is an 1092

open source, lightweight training framework de- 1093

signed to support large model training with- 1094

out extensive dependencies. We employ the 1095

internlm2-5-7b-chat model. 1096

D.2 Evaluation prompt 1097

The evaluation prompt details are given in the Ta- 1098

ble 17 to Table 19. It asks the judge to compare a 1099

given question, a reference answer, and a model- 1100

generated answer, categorizing the evaluation re- 1101

sults into three labels: A > B, A = B, B > A. 1102

E LLM-Based Evaluation and Human 1103

Evaluation Consistency Analysis 1104

To further verify the accuracy of using LLMs as 1105

evaluators, we involve three graduate-level anno- 1106

tators with expertise in the relevant field. Each an- 1107

notator independently assesses a set of questions 1108

paired with two responses (Response A and Re- 1109

sponse B), using two criteria: (1) clarity of format 1110

and (2) completeness of content. 1111

The annotators assign one of three labels to com- 1112

pare the responses: A > B, A = B, and B > A. To 1113

ensure consistency, a label is considered valid only 1114

if at least two annotators agree on it. In cases of 1115
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/* Task prompt */
You are an expert at designing questions. Please design a compound question based on the following paragraph and the
original question. The compound question should be a coherent sentence that first establishes two hypothetical scenarios
or conditions, introducing them with words like "if," and then inquiries about the different potential outcomes, impacts, or
implications that may arise under these hypothetical premises.
When conceiving the compound question, please focus on these two hypothetical scenarios. Explore the different consequences
that may occur in the case of success and failure. Alternatively, analyze how different factors or roles influence potential
outcomes and propose corresponding strategies or explanations.

/* Example */
example1: If I successfully organize this public welfare event, how can I ensure the maximum impact of the event? If it fails,
how should I address the possible negative consequences?
example2: If you were the CEO of a company facing malicious price competition strategies from competitors, how would
you respond? Conversely, if you were a newly-hired marketing officer in this company, what measures would you take to
tackle this challenge?
example3: If the government significantly increases financial support for the research, development, and promotion of new
energy vehicles, how will car manufacturers, power companies, and consumers respond to this change? Conversely, if the
government reduces relevant policy support, what challenges will this bring to all stakeholders?

/* Generation */
Based on the following actual input
context:{context}
org_question:{org_question}
please design a concise and clear compound question, containing 2-3 small questions, with no more than 80 characters. Avoid
excessive elaboration on the text content and focus on the compound question itself:

Table 8: Prompt for generating Hypothetical-Analysis questions.

disagreement, the majority decision determines the1116

final label.1117

After evaluating 100 data points, we compare1118

the human assessments with those from the LLM-1119

based evaluation. To quantify the performance of1120

the LLM evaluator, we treat it as a multi-class clas-1121

sifier, where each label (A > B, A = B, B > A)1122

represents a distinct class. We calculate evaluation1123

metrics such as accuracy, True Positive Rate (TPR),1124

and False Positive Rate (FPR) for each class. The1125

results show an overall accuracy of 84%, with an1126

average TPR of 0.8530 and an average FPR of1127

0.1421, indicating strong alignment between LLM1128

and human evaluations.1129

F Prompt for decomposing compound1130

question and extracting sub-question1131

answers1132

Table 20 presents the prompt used for decompos-1133

ing compound questions into non-compound ques-1134

tions. To facilitate a fair comparison between com-1135

pound and non-compound questions, we extract1136

sub-question answers from the responses to com-1137

pound questions. Table 21 displays the detailed1138

prompt for this answer extraction.1139

G Four Orderings of Compound 1140

Questions 1141

This section details the construction of four dis- 1142

tinct orderings of compound questions designed 1143

to assess sub-questions in various positions, as il- 1144

lustrated in Table 22. Each ordering ensures that 1145

every sub-question appears at the beginning, mid- 1146

dle, and end of the compound question, providing 1147

a comprehensive evaluation framework. 1148

H Prompt variants 1149

We also present the details of prompts using CoT, 1150

Decom-S and few-shot prompting, as shown in 1151

Tables 23 to Table 24. 1152

I Improvement Methods on 1153

Compound-QA 1154

The Figure 5 presents a detailed comparison 1155

of five improvement methods (Vanilla, CoT, 1156

Decom-S, Few-shot, LoRA) across all question 1157

categories: Factual-Statement, Cause-and-Effect, 1158

Hypothetical-Analysis, Comparison-and-Selection, 1159

and Evaluation-and-Suggestion. 1160

J Error Analysis 1161

Table 25 shows the types of errors made by the 1162

model in answering the compound questions. 1163
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/* Task prompt */
You are an expert at designing questions. Please design a compound question based on the following paragraph and the
original question. This compound question should be a coherent sentence, which first poses 2-3 comparison questions that
contrast different objects using words like "compared with" and "in contrast to" to analyze their similarities and differences.
Then, inquire about the object or solution that best meets specific criteria or conditions.

/* Example */
example1: Compared with AI-assisted diagnosis, how is the accuracy and reliability of independent diagnosis by doctors? In
terms of improving medical efficiency and reducing medical costs, which diagnostic model will generate greater social value?
example2: Compared with conventional fuel vehicles, how do new energy vehicles differ in terms of range, charging/refueling
convenience and environmental friendliness? Which model will become the mainstream choice in the next 10 years?
example3: Compared with traditional classroom teaching, what are the advantages of online learning modes in terms of
enhancing learning efficiency and flexibility? What is the ideal way to ensure the quality of teaching and student-teacher
interaction?

/* Generation */
Based on the following actual input
context:{context}
org_question:{org_question}
please design a concise and clear compound question, containing 2-3 small questions, with no more than 80 characters. Avoid
excessive elaboration on the text content and focus on the compound question itself:

Table 9: Prompt for generating Comparison-and-Selection questions.

Figure 5: Comparative Performance of Different Improvement Methods on Compound-QA Benchmark
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/* Task prompt */
You are an expert at designing questions. Please create a compound question based on the following paragraph and the original
issue. The compound question should be a coherent sentence that first asks the respondent to comprehensively evaluate the
current status of the matter, including its operational mechanism, achieved results, and existing problems. Then, it should
guide the respondent to deeply analyze the reasons behind these statuses, exploring their advantages and disadvantages, in
order to more accurately grasp the essence of the matter. Finally, based on the previous analysis, the question will require the
respondent to propose targeted improvement suggestions or future development measures aimed at promoting the optimization
and development of the matter.

/* Example */
example1: How do you evaluate the current operational status of online education platforms? What are their advantages and
disadvantages in improving learning efficiency and meeting individual needs? Based on this, what measures do you think
these platforms should take in the future to promote continuous improvement and innovation?
example2: What is the current status of artificial intelligence application in the field of medical diagnosis? What potential
risks and challenges might this AI technology bring? In response to these issues, what coping strategies do you suggest
medical institutions and regulatory authorities should adopt?
example3: What are the advantages and disadvantages of shopping in physical stores and online shopping respectively? In
terms of protecting privacy and security, what aspects do e-commerce platforms still need to further improve and perfect?
How do you think consumers’ shopping habits will change in the future, and how should enterprises respond?

/* Generation */
Based on the following actual input
context:{context}
org_question:{org_question}
please design a concise and clear compound question, containing 2-3 small questions, with no more than 80 characters. Avoid
excessive elaboration on the text content and focus on the compound question itself:

Table 10: Prompt for generating Evaluation-and-Suggestion questions.

/* Task prompt */
You are an expert in designing inference-based questions. Please design a hypothetical analysis compound question based
on the following context and the original question. The compound question should present two hypothetical scenarios or
conditions using words like "if" or "assuming," and each scenario must be analyzed using logical inference to explore different
outcomes or impacts. The analysis should follow an inference-driven process based on known facts and logical reasoning.
When designing the compound question, focus on how each hypothetical scenario leads to different potential outcomes or
implications through multi-step reasoning. Each sub-question must logically follow from the established conditions.
You can refer to these inference-based compound question examples:

/* Example */
example 1: If player F, G, and J are already participating, which additional players can be selected? How many combinations
of players meet the selection criteria if F, G, and J are participating? Which of these combinations include player H?
Reasoning steps: First, infer which players are already selected, analyze the selection criteria, and then logically deduce the
valid combinations.
Example 2: Assuming that the budget for a project is cut by 20%, which components will be affected? How many of the
components can still be implemented under the reduced budget? Which of these components are essential for project success?
Reasoning steps: First, analyze the budget and current costs, then deduce the components that fit within the budget, and infer
the essential ones.
example 3: If I successfully organize this public welfare event, how can I ensure the maximum impact? What are the logical
steps to ensure this success based on current resources? If it fails, what are the most likely causes, and how can I mitigate the
negative impact?
Reasoning steps: First, evaluate the resources available, infer success factors, then logically analyze possible causes of failure.

/* Generation */
Based on the following actual input
context: {context}
org_question: {org_question}
Please design an inference-based hypothetical analysis compound question containing 2-3 sub-questions. Each sub-question
must be derived through logical reasoning, and the question must be concise and clear. Avoid excessive elaboration on the
text content and focus on the compound question itself.

Table 11: Prompt for generating hypothetical analysis compound questions under the reasoning dimension
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/* Task prompt */
To evaluate the quality of a given factual statement compound question, I will assess the question based on the following
criteria:

/* Screening criteria */
1. Compound Structure: The question should consist of two to three interrelated sub-questions, forming a compound question.
2. Factual Content: The question should ask for basic factual information such as age, preferences, or specific behaviors.
3. Direct Answerability: The question should be directly answerable or confirmable without requiring complex logical
reasoning or in-depth analysis.

/* Generation */
Question: {com_question}
Provide your judgement in the following format:
result: True or False
judgement: <Explain the reasons behind your judgement>

Table 12: Screening prompt for Factual-Statement questions.

/* Task prompt */
To effectively filter cause-and-effect compound questions, I will evaluate questions based on the following criteria:

/* Screening criteria */
1. Compound Structure: The question must consist of two to three interrelated sub-questions, with a clear cause-and-effect
structure.
2. Cause Identification: The first part of the question should aim to identify and describe the reasons or causes behind a
specific phenomenon or event, typically beginning with phrases like "Why" or "What are the reasons."
3.Outcome Exploration: Following the identification of causes, the question should logically inquire about the consequences
or impacts that arise from these causes, using expressions such as "What impacts will it bring" or "What results will it lead
to."

/* Generation */
Question: {com_question}
Provide your judgement in the following format:
result: True or False
judgement: <Explain the reasons behind your judgement>

Table 13: Screening prompt for Cause-and-Effect questions.

/* Task prompt */
To evaluate the quality of a given hypothetical analysis compound question, I will assess the question based on the following
criteria:

/* Screening criteria */
1. Compound Structure: The question should establish two to three interrelated hypothetical scenarios or conditions, typically
introduced with phrases like "if", "suppose", or "assuming".
2. Analytical Inquiry: Following the establishment of hypothetical scenarios, the question should explore the potential
outcomes, impacts, or implications that may arise under these conditions.
3. Complex Relationship Analysis: The question should delve into analyzing the complex relationships and dynamics between
different factors, roles, or stakeholders involved in the hypothetical scenarios.

/* Generation */
Question: {com_question}
Provide your judgement in the following format:
result: True or False
judgement: <Explain the reasons behind your judgement>

Table 14: Screening prompt for Hypothetical-Analytical questions.
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/* Task prompt */
To determine whether a given question belongs to a comparative selection compound question, it must fulfill the following
criteria:

/* Screening criteria */
1. Compound Structure: The question should consist of two or more interrelated sub-questions, forming a compound question.
2. Comparative Elements: The question should involve two or more objects, phenomena, or scenarios that are being compared.
3. Selection Requirement: The question should require the selection of the most suitable object or solution based on specific
criteria or conditions.

/* Generation */
Question: {com_question}
Provide your judgement in the following format:
result: True or False
judgement: <Explain the reasons behind your judgement>

Table 15: Screening prompt for Comparison-and-Selection questions.

/* Task prompt */
To effectively assess and filter evaluation-suggestion type compound questions, I will apply the following criteria:

/* Screening criteria */
1. Comprehensive Evaluation: The question must initiate with a request for a thorough assessment of the current situation of
the subject, covering aspects like its operational mechanisms, effectiveness, and any issues it faces.
2. Deep Analysis: It should then guide the respondent to explore the underlying reasons for the current situation, identifying
advantages and disadvantages to better understand the essence of the subject.
3. Constructive Suggestions: Finally, the question should culminate by asking the respondent to propose targeted improvements
or future development actions based on the analysis, aiming to enhance or evolve the subject matter.

/* Generation */
Question: {com_question}
Provide your judgement in the following format:
result: True or False
judgement: <Explain the reasons behind your judgement>

Table 16: Screening prompt for Evaluation-and-Suggestion questions.

/* Task prompt */
Please act as an impartial judge to evaluate responses to a compound question. You will compare Assistant A and Assistant
B based on the following structured evaluation framework. **Important: Do NOT let the length of an assistant’s answer
influence your evaluation. A longer response is not necessarily better. ** Your evaluation must be concise. Keep it within 150
characters unless a slightly longer response is necessary for clarity.

/* Evaluation Guidelines */
- Identify all sub-questions embedded in the compound question.
- Compare whether Assistant A or B fully addresses more sub-questions.
- Assess whether the response is well-structured and logically organized.
- **Penalize unnecessary verbosity or repetition that does not add value.**
- Provide a final judgment based on completeness and organization.

/* Final Judgment Format */
- [[A>B]] (Assistant A is more comprehensive)
- [[B>A]] (Assistant B is more comprehensive)
- [[A=B]] (Both are equally comprehensive)

/* Input */
<|User Prompt|>
{sample.com_question}
<|The Start of Assistant A’s Answer|>
{sample.com_answer if not swap_position else sample.com_reference}
<|The End of Assistant A’s Answer|>
<|The Start of Assistant B’s Answer|>
{sample.com_reference if not swap_position else sample.com_answer}
<|The End of Assistant B’s Answer|>

Table 17: Comprehensiveness Evaluation of Model Responses to Compound Questions.
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/* Task prompt */
Please act as an impartial judge to evaluate responses to a compound question. You will compare Assistant A and Assistant
B based on the following structured evaluation framework. **Important: Do NOT let the length of an assistant’s answer
influence your evaluation. A longer response is not necessarily better. ** Your evaluation must be concise. Keep it within 150
characters unless a slightly longer response is necessary for clarity.

/* Evaluation Guidelines */
- Verify factual accuracy and logical consistency of each response.
- Identify any errors, unsupported claims, or misleading information.
- Compare whether Assistant A or B provides more precise and error-free reasoning.
- **Reward concise and accurate responses over lengthy but less precise ones.**
- Provide a final judgment based on factual correctness and reasoning clarity.

/* Final Judgment Format */
- [[A>B]] (Assistant A is more correct)
- [[B>A]] (Assistant B is more correct)
- [[A=B]] (Both are equally correct)

/* Input */
<|User Prompt|>
{sample.com_question}
<|The Start of Assistant A’s Answer|>
{sample.com_answer if not swap_position else sample.com_reference}
<|The End of Assistant A’s Answer|>
<|The Start of Assistant B’s Answer|>
{sample.com_reference if not swap_position else sample.com_answer}
<|The End of Assistant B’s Answer|>

Table 18: Correctness Evaluation of Model Responses to Compound Questions.

/* Task prompt */
Please act as an impartial judge to evaluate responses to a compound question. You will compare Assistant A and Assistant
B based on the following structured evaluation framework. **Important: Do NOT let the length of an assistant’s answer
influence your evaluation. A longer response is not necessarily better. ** Your evaluation must be concise. Keep it within 150
characters unless a slightly longer response is necessary for clarity.

/* Evaluation Guidelines */
- Compare whether Assistant A or B presents a wider range of perspectives, solutions, or approaches.
- Evaluate the richness of expression (e.g., use of examples, analogies, or data).
- Check for creative or innovative elements in the response.
- **Do not equate length with diversity; focus on the meaningful variety of content.**
- Provide a final judgment based on the variety and depth of ideas presented.

/* Final Judgment Format */
- [[A>B]] (Assistant A is more diverse)
- [[B>A]] (Assistant B is more diverse)
- [[A=B]] (Both are equally diverse)

/* Input */
<|User Prompt|>
{sample.com_question}
<|The Start of Assistant A’s Answer|>
{sample.com_answer if not swap_position else sample.com_reference}
<|The End of Assistant A’s Answer|>
<|The Start of Assistant B’s Answer|>
{sample.com_reference if not swap_position else sample.com_answer}
<|The End of Assistant B’s Answer|>

Table 19: Diversity Evaluation of Model Responses to Compound Questions.
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/* Task prompt */
You excel at text processing, especially in identifying and extracting questions. Now, please process the following text:

/* Input */
Text: com_question

/* Decomposition criteria */
Based on the provided information, please complete the following tasks:
Firstly, determine if the text contains at least one question. If it does, proceed to the next step; if not, simply output "This text
does not contain any questions."
If the text contains multiple questions, attempt to split it into individual, meaningful questions. Each question should end with
a question mark ’?’ and ensure that the split questions are logically complete and coherent.
If the question in the text cannot be effectively split, or if the split questions are not logically complete or coherent, then
output the original text as a single question.

/* Generation */
Please ensure that your output is accurate, clear, and retains the key information from the original text as much as possible.

Table 20: Prompt for decomposing a compound question into non-compound questions.

/* Task prompt */
You are an assistant with expertise in text extraction.

/* Extraction criteria */
Given the following context, extract the answer to the specified question. Ensure that the answer is directly related to the
question and avoid including information that answers other questions. If the answer is not found, output "None".

/* Generation */
Question: question
Com_Answer: com_answer
Answer:

Table 21: Prompt for extracting the answer to a sub-question in the answer to a compound question.

Order Example

Order1
What is the significance of the Amazon Rainforest in carbon sequestration? How does the Amazon Rainforest
contribute to global oxygen production? What are the current threats to the preservation of the Amazon
Rainforest?

Order2
How does the Amazon Rainforest contribute to global oxygen production? What is the significance of the
Amazon Rainforest in carbon sequestration?What are the current threats to the preservation of the Amazon
Rainforest?

Order3
How does the Amazon Rainforest contribute to global oxygen production? What are the current threats to
the preservation of the Amazon Rainforest?What is the significance of the Amazon Rainforest in carbon
sequestration?

Order4
What are the current threats to the preservation of the Amazon Rainforest? What is the significance of the
Amazon Rainforest in carbon sequestration?How does the Amazon Rainforest contribute to global oxygen
production?

Table 22: Four Orderings of Compound Questions

/* vanilla prompt */
Please answer the following question: com_question,You can refer to the following content {context}

/* CoT Prompt */
Please answer the following questions respectively: com_question,Let’s think step by step. You can refer to the following
content {context}.

/* Decom-S Prompt */
Please decompose the following compound question into multiple sub-questions, answer each sub-question step by step, and
finally synthesize the answers to form a complete response without repeating information.
Compound Question:{com_question}
Context for reference: {context}

Table 23: CoT, Decom-S and vanilla prompt details.
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/* Context */
The quick and decisive defeat of the Arab troops during the Six-Day War by Israeli troops constituted a pivotal event in
the Arab Muslim world. The defeat along with economic stagnation in the defeated countries, was blamed on the secular
Arab nationalism of the ruling regimes. A steep and steady decline in the popularity and credibility of secular, socialist
and nationalist politics ensued. Ba’athism, Arab socialism, and Arab nationalism suffered, and different democratic and
anti-democratic Islamist movements inspired by Maududi and Sayyid Qutb gained ground.

/* com_question */
What led to the decline of secular ideologies post-Six-Day War? What contributed to the adoption of Islamist movements in
addition to the 6-Day War? Are Islamist movements dominating?

/* com_reference */
1. **What led to the decline of secular ideologies post-Six-Day War?**
- The quick and decisive defeat of the Arab troops during the Six-Day War by Israeli troops was a pivotal event that severely
undermined the credibility of the secular Arab nationalism espoused by the ruling regimes. This defeat, coupled with
economic stagnation in the defeated countries, was blamed on these secular ideologies, leading to a steep and steady decline
in their popularity and credibility. Specifically, ideologies such as Ba’athism, Arab socialism, and Arab nationalism suffered
as a result of this combination of military and economic failures.
2. **What contributed to the adoption of Islamist movements in addition to the Six-Day War?**
- In addition to the impact of the Six-Day War, the economic stagnation experienced by the defeated countries played a
significant role in discrediting secular regimes. The failure of secular, socialist, and nationalist politics to deliver economic
prosperity and stability created a vacuum that was filled by different democratic and anti-democratic Islamist movements.
These movements, inspired by figures like Maududi and Sayyid Qutb, offered an alternative ideological framework that
promised to address the failures of the secular regimes.
3. **Are Islamist movements dominating?**
- While the context provided indicates that Islamist movements gained ground following the decline of secular ideologies, it
does not explicitly state that they are dominating. However, the phrase "different democratic and anti-democratic Islamist
movements...gained ground" suggests that these movements became increasingly influential in the political landscape,
challenging the previously dominant secular ideologies. Therefore, it can be inferred that Islamist movements became more
prominent, but the extent of their dominance would require further context-specific information.

Table 24: Few-shot prompt for the Adversarial QA dataset.
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Error Details

Error 1 Context: From the death of Augustus in AD 14 until after AD 70, Rome accepted as her Germanic frontier the
water-boundary of the Rhine and upper Danube. Beyond these rivers she held only the fertile plain of Frankfurt,
opposite the Roman border fortress of Moguntiacum (Mainz), the southernmost slopes of the Black Forest and
a few scattered bridge-heads. The northern section of this frontier, where the Rhine is deep and broad, remained
the Roman boundary until the empire fell. The southern part was different. The upper Rhine and upper Danube
are easily crossed. The frontier which they form is inconveniently long, enclosing an acute-angled wedge of
foreign territory between the modern Baden and Württemberg. The Germanic populations of these lands seem
in Roman times to have been scanty, and Roman subjects from the modern Alsace-Lorraine had drifted across
the river eastwards.
Compound Questions: What is the first place mentioned? Where is it located? What rivers define Rome’s
Germanic frontier?
Compound Answer: The first place mentioned in the provided content is "Frankfurt," which is located in the
fertile plain opposite the Roman border fortress of Moguntiacum (Mainz).

Error 2 Context: The following four timelines show the geologic time scale. The first shows the entire time from the
formation of the Earth to the present, but this compresses the most recent eon. Therefore, the second scale
shows the most recent eon with an expanded scale. The second scale compresses the most recent era, so the
most recent era is expanded in the third scale. Since the Quaternary is a very short period with short epochs, it
is further expanded in the fourth scale. The second, third, and fourth timelines are therefore each subsections
of their preceding timeline as indicated by asterisks. The Holocene (the latest epoch) is too small to be shown
clearly on the third timeline on the right, another reason for expanding the fourth scale. The Pleistocene (P)
epoch. Q stands for the Quaternary period.
Compound Questions: What do the second, third, and fourth timelines represent? How are they intercon-
nected? Are they expansions of the preceding timelines?
Compound Answer: The second, third, and fourth timelines represent the geologic time scale, which is an
expansion and compression of the time line of the corresponding period. The second timeline represents the
Pleistocene epoch, the third timeline represents the Quaternary period, and the fourth timeline represents
the Holocene epoch. The fourth timeline is an expansion of the third timeline, and the third timeline is an
expansion of the second timeline. The second timeline is an expansion of the first timeline. The first timeline
represents the entire time from the formation of the Earth to the present, but this compresses the most recent
eon. The fourth timeline is too small to be shown clearly on the third timeline, so it is further expanded. The
four timelines are interconnected, and they are all part of the geologic time scale.

Error 3 Context: Five graduate students Zhang, Wang, Li, Zhao, and Liu graduated from a linguistics major in a
college of arts of a university in 2014, and were hired by one of the three employers, Tianshu, Tianji, and
Tianxuan, and at least one of them was hired by each unit.name.Known? (1) Li was hired by Tianshu; (2) Li
and Zhao were not hired by the same unit; (3) Liu and Zhao were hired by the same unit; (4) If Zhang was
hired by Tianxuan, then Wang Ye Was hired by Tianxuan.
Compound Questions: Please give a combination of graduate students and recruiting companies. Why do
such combinations appear?
Compound Answer: A combination of graduate students and recruiting companies can appear due to various
reasons, such as:1. Skillset Match: Companies often look for candidates with specific skill sets that align with
their job requirements. Graduate students, having completed their studies in a particular field, possess the
necessary expertise and knowledge to meet these requirements.2. Networking: Graduate students often have
connections with companies through their professors, research projects, or internships. These connections
can lead to job opportunities for the students, and vice versa.3. Talent Pool: Companies may seek to build a
strong talent pool of young, skilled professionals who can contribute to their growth and development. Hiring
graduate students can help them achieve this goal.4. Innovation and Creativity: Graduate students are known
for their innovative thinking and problem-solving skills, which can be valuable assets for companies looking
to stay ahead in their respective industries.5. Diversity and Inclusion: Hiring graduate students from diverse
backgrounds and educational institutions can help companies foster a more inclusive and diverse workplace
culture.In the given scenario, the combination of graduate students Zhang, Wang, Li, Zhao, and Liu with
recruiting companies Tianshu, Tianji, and Tianxuan can be explained by the following facts:1. Li was hired
by Tianshu.2. Li and Zhao were not hired by the same unit.3. Liu and Zhao were hired by the same unit.4. If
Zhang was hired by Tianxuan, then Wang was also hired by Tianxuan.These facts provide a logical explanation
for the combination of graduate students and recruiting companies

Table 25: Case study of different LLMs for answering one compound questions.
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