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ABSTRACT

Current state-of-the-art instance recognition models have demonstrated strong
ability in close-world environments while struggling in open-world scenarios,
where the novel objects are not annotated in the pre-defined taxonomy during
training. The challenge comes from that, in the unlabeled regions, novel objects
and backdrop co-exist and are hard to differentiate. To demystify the secrets hid-
den in the mystery unannotated areas, we present a conceptually simple yet effec-
tive open-world instance recognition model, SWORD, answering the two critical
questions: (1) How to discover the novel objects? We identify that the direct
training of classification would make the features of novel objects degrade to the
background. We demonstrate that a simple stop-gradient operation not only pre-
vents feature degradation, but also allows the network to enjoy the merit of heuris-
tic label assignment. (2) How to distinguish the objects from the backdrop? By
maintaining a universal object queue, we obtain the object center for performing
contrastive learning, in order to enlarge the distinction between objects and back-
ground. While the previous works only focus on pursuing recall and neglect preci-
sion, we show the prominence of SWORD by giving consideration to both criteria
and achieving state-of-the-art performance in various open-world cross-category
and cross-dataset generalizations. In particular, on VOC to non-VOC setup, our
method sets a new state-of-the-art of 39.6% on ARY,,. For COCO to UVO gener-
alization, SWORD significantly outperforms the previous best open-world model
by 6.0% on AP® and 9.0% on ARY,,, respectively.

1 INTRODUCTION

Instance recognition (i.e., object detection and instance segmentation) is one of the fundamental
tasks in computer vision and the deep learning-based methods have progressed drastically with ad-
vanced techniques. However, the modern instance recognition methods (Ren et al., 2015; He et al.,
2017; Tian et al., 2019; 2020; Wang et al., 2020; Cheng et al., 2021; 2022) are ideally based on
the close-world assumption, i.e., they are designed to detect the objects in the same pre-defined
fixed taxonomy in both training and inference phases. Despite the rapidly growing size of object
categories in today’s large-scale datasets (Shao et al., 2019; Kuznetsova et al., 2020), it is hardly
possible to comprehensively cover all the objects in the real world. While in practice, there exist
many scenarios where the instance recognition models would encounter novel and unknown ob-
jects at inference time, e.g., the autonomous driving and robotic manipulation. Towards building
more generalized artificial intelligent systems (Goertzel, 2014), it has an imperative need to develop
models that possess the open-world instance recognition ability, i.e., the network could localize any
objects in the images while only trained on the partial annotations of limited object categories.

In the open-world scenario, the common drawback of current close-world models is that they regard
all the unlabeled regions as background during training, and thus the classification head would assign
low scores to those unknown objects without annotations. To mitigate the issue, Kim et al. (2022)
propose the classification-free Object Localization Network (OLN), a variant of standard Mask-
RCNN (He et al., 2017). OLN removes the classification head and learns to predict the scores of
object proposals with the localization quality head (Tian et al., 2019). In this manner, the unknown
objects would not be suppressed since only the positive samples overlapped with ground-truth are
trained to estimate the localization quality scores, making the network able to discover the novel
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objects. Despite the promising results on average recall (AR), OLN fails to perceive the backdrop
and produces numerous false positive predictions, resulting in fairly low average precision (AP).

Considering that open-world instance recognition is fundamentally a problem of learning the gen-
eralization from base objects to novel objects, it has the essential requirement: the network needs
to learn the common characteristics of objects and backdrop as well as distinguish them. Although
OLN (Kim et al., 2022) gives the insight that localization quality is a generalizable objectness score,
it is lack of discriminative ability due to the absence of negative samples during training. We argue
that the secrets of open-world instance recognition still hide in the mystery unlabeled regions
where the novel objects and backdrop usually co-exist and are hard to differentiate. And this
causes two great challenges: (1) How to discover the novel objects? (2) How to distinguish the
objects from the backdrop? In this work, we propose SWORD, unsealing the secrets of open-world
instance recognition and cutting off the obstacles with two swords.

For the first sword, we propose to attach a stop—grad operation before the classification head.
We identify that the intrinsic reason why the close-world models perform poorly in the open-world
setting is that the features of novel objects degrade to background due to the foreground/background
learning of classification head. With the simple yet decisive operation, we make the novel objects
appear in the feature maps again. Moreover, the preserve of classification scores not only helps
remedy the weak distinguishability of IoU scores, but also allows the network to enjoy the merit of
heuristic label assignment.

For the second sword, we design a novel contrastive learning framework for learning the discrimina-
tive representations between objects and backdrop. The core idea is to ensure similar representations
among objects while enlarging the distinction between the objects and backdrop in the feature space.
Specifically, we maintain a universal object queue to store the annotated object embeddings. The
pooling feature of the queue, i.e., object center, captures the common characteristics of objects and
plays as the role of query in contrastive learning. The previous works (Kim et al., 2022; Konan
et al., 2022) select the positive and negative samples by IoU threshold, which would introduce many
false positives. Different from theirs, we formulate the sample selection problem as the optimiza-
tion problem for optimal transport (Villani, 2009; Peyré et al., 2019). And we only select those
hard examples based on the matching cost as negative pairs to improve the quality of embeddings.
Contrastive learning is the key to reducing false positives and greatly improves precision.

By combining the two swords, our SWORD has following appealing advantages: (1) It is a unified
and simple framework, totally getting rid of the hand-crafted components (e.g., anchor design and
IoU threshold setting). (2) By discriminating the objects and backdrop, it not only reveals the strong
ability in recalling novel objects, but also achieves high precision. (3) The open-world knowledge
of SWORD could be easily transferred to the standard instance recognition models.

The contributions of this paper are as follows: (1) We point out that the key to the success of open-
world instance recognition lies in preventing the disappearance of novel objects in feature maps and
learning the discrimination between objects and backdrop. (2) We propose a simple yet effective
open-world instance recognition framework, SWORD, which shows excellent ability in recalling
novel objects without inducing many false positives. (3) Extensive experiments demonstrate that
our models achieve the state-of-the-art performance in various open-world cross-category and cross-
dataset settings on several benchmarks including COCO (Lin et al., 2014), LVIS (Gupta et al., 2019),
UVO (Wang et al., 2021a) and Objects365 (Shao et al., 2019).

2 RELATED WORK

Open-world Instance Recognition. Towards building more practical applications in the real world,
the open-world-related problems (Bendale & Boult, 2015; Cen et al., 2021; Han et al., 2019; Cen
et al., 2021; Qi et al., 2021) have raised great attention recently. Kim et al. (2022) firstly establish
the protocol of open-world proposal (OWP) problem, which is also named open-world instance
recognition. Literally, the model needs to produce class-agnostic box or mask proposals to localize
all the objects in the images, while only annotations of partial object categories are available. There
are several works attempting to solve the problem from various aspects, e.g., OLN (Kim et al.,
2022), LDET (Saito et al., 2021) and GGN (Wang et al., 2022a). Please see Appendix A for a
comprehensive review of these works.
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Figure 1: The visualization results of (a) close-world Deformable-DETR and (b) open-world
OLN. For each example, we show the input image, feature map and predicted result from left
to right. Note that the ‘elephant’, ‘refrigerator’ and ‘bed’ are not annotated in the training set.
Deformable-DETR can not discover the novel objects while OLN produces many false positives.

Contrastive Learning. Contrastive learning has been dominant in both self-supervised (He et al.,
2020; Chen et al., 2020; Grill et al., 2020; Chen & He, 2021; Xie et al., 2021; Wang et al., 2021c;
Khosla et al., 2020; Bai et al., 2022) and supervised (Khosla et al., 2020; Han et al., 2020; Wu et al.,
2022; Pang et al., 2021) representation learning. The core idea lies in that the positive samples are
attracted while the negative samples are pulled away in the feature space to learn the discriminative
representations. MOCO (He et al., 2020) maintains a memory queue to store a large number of
negative pairs and enables the momentum update of the memory encoder to guarantee the queue
feature consistency. SimSiam (Chen & He, 2021) develops the extremely simple siamese network
without any negative sample, and points out a stop—grad operation plays an essential role in
preventing mode collapse. In this work, we absorb the ideas from contrastive learning to learn the
distinct representations of objects and backdrop.

3 METHOD

3.1 PROBLEM DEFINITION

An open-world instance segmentation model can not only segment all the previously known objects,
but also recognize the unknown instances during inference. Formally, we formulate the open-world
instance segmentation problem in the following canonical form. Given an instance segmentation
dataset Dy, we have the partial object annotations on the base category set C;,, = {c1,c2, ..., Ci }.
Notably, there are also a large number of unknown objects co-appearing in the data while remaining
unlabeled. The model are trained to provide a set of class-agnostic proposals P = {s;, b;, m;}7_; to
localize all objects in the image, where s; € R indicates the proposal confidence, b; € R* denotes
the bounding box coordinates and m; € R¥*W is the segmentation mask. During inference, the
model could be evaluated either on the same dataset DD, or another dataset D5. The important gen-
eralization ability of the model is revealed by recalling the novel objects which are in the orthogonal
category set Cour = {Ckt1, Cht2, - Cn }-

3.2 FROM CLOSE-WORLD TO OPEN-WORLD INSTANCE RECOGNITION

Discussion. To dig out the secrets that restrict the development of open-world instance recognition,
we visualize the predicted results of a close-world model (Deformable-DETR (Zhu et al., 2020))
and an open-world model (OLN (Kim et al., 2022)) in Figure 1. On one hand, we notice that the
features of novel objects are degraded to the background for the close-world model, which we term
as feature degradation. As shown in the left example of Figure 1(a), the elephants are not annotated
in the training set and their features can hardly be distinguished from their surroundings. This is
because the classification head is trained to identify the foreground and background. Since the novel
objects are unannotated, they are also treated as the background during training. On the other hand,
OLN replaces the classification head with the localization quality head to estimate the scores of
proposals. In this manner, despite the novel objects would not be suppressed, the network loses
the perception of the backdrop and lacks the discriminative ability since only the positive samples
are trained. As shown in Figure 1(b), it produces many false positive predictions, e.g., parts of the
man’s body in the first example and overlapped tables in the second example. To conclude, there are
two critical issues for the open-world instance recognition: preventing the feature degradation of
novel objects and learning the discrimination between objects and backdrop. In this work, we
propose SWORD, aiming to cut off the two obstacles with two swords.
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Figure 2: Our networks are based on the (a) Deformable-DETR. The instance segmentation is
achieved by adding the dynamic mask head (Tian et al., 2020). (b) By using the scores of the
IoU head and attaching the st op—grad operation before the classification head, the close-world
Transformer is transformed into an open-world Transformer.

Open-world Transformer. To this end, we first develop a simple open-world instance recognition
model. Our networks are built upon the recent Deformable-DETR (Zhu et al., 2020) due to its simple
architecture. First, we add the mask head on top of the Transformer to generate the instance mask
by performance dynamic convolution (Tian et al., 2020; Cheng et al., 2022), which is shown in
Figure 2a. Then, the model is transformed into an simple open-world model (Figure 2b) for learning
the open-world class-agnostic mask proposals by making the following modifications.

- IoU Score as Proposal Confidence. As pointed out by Kim et al. (2022), the localization quality
is a better confidence cue than the classification score in the open-world setting. Inspired by this
philosophy, we add the extra two IoU heads on top of the Transformer decoder to predict the box
IoU score c;, and mask IoU score ¢,,, respectively. During inference, we use the geometric mean
of IoU scores, i.e., s = /¢y - iy, as the proposal confidence. In Table 1, we show the results of
recalling novel objects on VOC to non-VOC setting. By comparing the first and third rows in Table
1, we could observe that AR is greatly boosted by using the IoU score as proposal confidence.

- Stop-gradient Operation. Differ-
ent from OLN (Kim et al., 2022) that ~ Table 1: The results of using different confidence scores

discards the classification head, we  and w/o stop-grad operation on VOC to non-VOC setup.

preserve the classification head and confidence | stop-grad ARy ARD,
show the first sword to prevent the X 873 35
feature degradation. Here, we pro- Class 7 240(158) 188(153)
pose a simple yet effective solution: X 73.6 18.8
attaching a stop-grad operation loU v/ 293 (+5.7) 247 (+5.9)

before the classification head. On one
hand, it prevents the gradient passing
from the classification head to the network parameters so that the unlabeled regions would not be
suppressed. On the other hand, it can be seamlessly applied on the advanced DETR-like detec-
tors (Carion et al., 2020; Meng et al., 2021; Liu et al., 2022; Li et al., 2022) and enables the heuristic
label assignment (Sun et al., 2021) which considers the classification cost. The effectiveness of this
design is validated in Table 1. Even though the classification head is still trained to recognize the
base objects as foreground while others as background, ARY, on novel objects gets 5.8% gain.

3.3 SWORD: LEARNING TO DISCRIMINATE OBJECTS AND BACKDROP

In this subsection, we propose a contrastive learning framework for learning the distinct representa-
tions of objects and backdrop, which is the second sword towards open-world instance recognition.

Contrastive Learning between Objects and Backdrop. Analogous to OLN (Kim et al., 2022),
open-world Transformer is lack of discrimination for separating the foreground and background. To
solve the challenge, we introduce contrastive learning (He et al., 2020; Grill et al., 2020; Chen &
He, 2021) to learn the more discriminative features between objects and backdrop.

As shown in Figure 3, we further add the contrastive head on top of the open-world Transformer
decoder to learn the query embeddings. Moreover, we maintain a universal object queue to store the
object embeddings, which come from those queries best matching the ground-truth objects. Notably,
these embeddings are encoded by a slowly progressing contrastive head, i.e., the parameters are
updated by the exponential moving average (EMA) method:

0, — ab, + (1 — )b, (1)
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Figure 3: The overall framework of SWORD. The network is built upon the open-world Trans-
former introduced in Sec. 3.2. A contrastive head is further added on top of the decoder to predict
the query embeddings. We maintain a universal object queue to store the embeddings of annotated
objects. The pooled feature, i.e., object center, captures the common object characteristics and plays
the role of query in contrastive learning. The positive and negative pairs are selected from query
embeddings dynamically by the optimal transport process for each ground-truth object.

where 6. denotes the parameters of the regularly updated contrastive head. We pool all the features in
the universal object queue to get the object center v, which plays as the query in contrastive learning.
Intuitively, the object center is the common object representation and has two appealing advantages:
(1) discriminativeness: the features in the object queue are from those annotated objects, which
could be easily distinguished from the unlabeled regions. (2) consistency: the object center stays
stable in the feature space thanks to the EMA update. Suppose now we have obtained the positive
(objects) embeddings KT and negative (background) embeddings KC~, we expect that the positive
sample features should be close to the object center while the negative ones should be pulled away.
The contrastive loss is defined as follows:

Dntert exp(v- k)
Dorext exXp(v - kY) 4+ 30 e exp(v- k)

Leon = —log 2

Positive and Negative Sample Selection. We formulate the sample selection problem as the optimal
transport problem (Ge et al., 2021; Villani, 2009; Peyré et al., 2019) to automatically select the
positive and negative samples for contrastive learning. Specifically, we take the classification results
into consideration and compute the cost between the predictions and ground-truths:

C= )\cls ' Ccls + >\box ' Cbo:c (3)

where, C.;, is Focal loss (Lin et al., 2017), and Cj,,. is a combination of the £; loss and generalized
IoU loss (Rezatofighi et al., 2019). We demonstrate that adding the classification cost would help the
network choose more discriminative samples. Ideally, the predictions with the least cost are those
objects close to the ground-truths. To improve the quality of learned embeddings, we first dynami-
cally choose k; and &, predictions with the least cost, where ko > k;. Then the k; predictions are
positive samples, and the left ko — k; predictions are hard negatives.

Training. The label assignment for the network optimization also relies on the matching cost as

Eq. (3). The k; predictions are also considered as the positive samples for the network training and
other predictions are all negative samples. The overall loss function for training is:

L= )\cls . Lcls + )\box : Ebox + /\mask : Emask + )\iou : Eiou + /\con : Econ (4)
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where, L is computed on all predicted samples and Lpoz, Linask, Liow are applied on the positive
samples. The mask-related loss is a combination of the DICE loss (Milletari et al., 2016) and Focal
loss (Lin et al., 2017). The IoU scores are supervised by the binary cross entropy loss L.

Inference. As the IoU heads are only trained with positive samples and thus they will assign high
scores for all the proposals, which would cause a large number of false positive (FP) predictions.
So we use the multiplication results of classification scores and IoU scores as final scores, i.e.,
s = cc - Cp - - And NMS post-process is applied to remove the redundant predictions.

3.4 SWORD*: TEACHER-STUDENT KNOWLEDGE TRANSFER

The close-world models fail to localize the unknown objects as they would consider all the unan-
notated regions as background. We demonstrate that by receiving the knowledge from SWORD,
the close-world models could also learn to detect the novel objects. Therefore, we further de-
velop teacher-student learning to improve the generalization ability of close-world models. As
shown in Figure 5, the pretrained SWORD is employed to generate pseudo labels on the partially-
annotated training images. Then we merge the original annotations with the top-k predicted pro-
posals which have low overlap with base objects to form the augmented annotations. Finally, the
standard Deformable-DETR (Zhu et al., 2020) is trained under the supervision of updated annota-
tions, which we term as SWORD*. Surprisingly, teacher-student learning can effectively boost the
close-world model’s ability to localize novel objects, as presented in Sec. 4. In the training process,
the teacher model is kept frozen and we empirically find that using the IoU scores for proposals of
the teacher model has a better learning effect. Please see more details in Appendix C.

4 EXPERIMENTS

In this section, we first thoroughly evaluate the performance of SWORD in two challenging settings,
including the cross-category and cross-dataset generalizations. Then we conduct extensive ablation
studies to discuss the key designs and analyze the crucial issues in Sec. 4.4.

4.1 EXPERIMENT SETTINGS

Datasets. Our experiments are conducted on COCO (Lin et al., 2014), LVIS (Gupta et al., 2019),
UVO (Wang et al., 2021a) and Objects365 (Shao et al., 2019) datasets. COCO is the widely used
instance segmentation benchmark with 80 categories. LVIS shares the same images with COCO
while having a more complete label system. It has a large taxonomy of 1203 categories in a long-
tailed distribution. UVO originates from the Kinetics400 (Carreira & Zisserman, 2017) dataset
and all the instance masks are exhaustively annotated. Objects365 is a large-scale object detection
dataset with 2 million images and 365 categories where all the COCO 80 categories are included.

In the experiments, we consider two challenging open-world settings: (1) Cross-category eval-
uation. It means that the models are trained and evaluated on the same dataset while only partial
annotations of base objects are available during training. On COCO benchmark, we follow the com-
mon practice (Kim et al., 2022; Saito et al., 2021) to split the annotations into two non-overlapping
class sets, where the Pascal VOC (Everingham et al., 2010) 20 classes are adopted as the base set
and other 60 non-VOC classes are novel set. On LVIS dataset, we train the models on the COCO
80 categories and use the rest non-COCO categories for evaluation. The results are reported on the
novel objects. (2) Cross-dataset evaluation. To test the model’s generalization ability to new envi-
ronments, we use COCO as the training source and evaluate the models on new datasets, i.e., UVO
I and Objects365°. In this setting, we not only include the results on novel categories, but also on
all categories to test the model’s domain generalization in the wild.

Evaluation Metrics. All the models are evaluated in a class-agnostic way, and we use the average
recall (AR) and mean average precision (mAP) over multiple IoU thresholds [0.5 : 0.95] as the
standard metrics to measure the performance of models.

"The downsampled dense split of v1.0 contains two classes: “objects” for COCO categories and “other” for
non-COCO categories. The NOVEL metrics are measured on the “other” categories. The previously released
v0.5 does not distinguish the object categories and all the objects are annotated as “objects”. We report the
results of ALL metrics based on this version.

2Objects365 only has box annotations, so we report the results regarding the box metrics.
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Table 2: Comparison of state-of-the-art perfor- Table 3: Comparison of state-of-the-
mance on VOC to non-VOC setting. art performance on COCO to LVIS
Mothod P ARP- ART TAP™ AR™ ART setting. We use the LVIS annotations
MoCRCNN —= 10120 2312’0 30 7910 171;)0 on COCO-category objects for training.
OLN 37 180 335 - 169 - —r —
LDET 50 182 308 |43 163 274  Method AR19 ARTo9|ARTo AR
GGN 58 173 31.6 |49 161 287 Mask-RCNN 6.1 194156 172
GGN + OLN 34 171 37232 164 337 GGN - - - 204
Deformable-DETR| 1.1 7.6 182 [ 0.7 5.8 135 Deformable-DETR| 6.3 194 | 5.5 164
SWORD 58 178 353 |48 157 302  SWORD 88 23580 204
SWORD* 6.3 21.7 39.6 | 5.6 20.0 34.5 SWORD 9.7 26590 227

Implementation Details. We use ResNet-50 (He et al., 2016) as the backbone by default and follow
the same model setting as Deformable-DETR, i.e., the network has 6 encoders and 6 decoders with
the hidden dimension of 256. The size of the universal object queue is set as 4096 and the EMA rate
a 1s 0.999. Please see more implementation details in Sec. B.

4.2 CROSS-CATEGORY EVALUATION

VOC to non-VOC. The cross-category generalization in VOC to non-VOC setting is a challenging
problem because only a small-sized taxonomy (20 classes) are available in the training set. We
compare our methods with other state-of-the-art methods in Table 2. It could seen that SWORD
achieves the significant 17.1% ARY, gain and 16.7% AR}, gain compared with the Deformable-
DETR baseline. And SWORD outperforms the all previous single model, e.g., the improvement is
+1.8% on AR, and +1.5% on ARY,,. Interestingly, by incorporating teacher-student learning, the
performance can be further greatly boosted. SWORD* achieves state-of-the-art performance in all
metrics. It surpassing the previous best GGN + OLN by 2.4% ARY,, and 0.8% AR},

COCO to LVIS. The results of COCO to LVIS setting are shown in Table 3. SWORD has obvi-
ous performance improvement over the Deformable-DETR baseline (23.5% v.s. 19.4% on ARY,
20.4% v.s. 16.4% on AR7J},). Table 3 also demonstrates that teacher-student learning benefits
the close-world model to localize novel objects. SWORD™ creates a new state-of-the-art result and
surpasses Deformable-DETR up to 7.1% and 6.3% in terms of ARY, and ARY,, respectively.

4.3 CROSS-DATASET EVALUATION

COCO to UVO. The COCO to UVO setting has the obvious domain shift since the UVO dataset
originates from the video dataset Kinetics400 (Carreira & Zisserman, 2017), which makes the setup
suitable for evaluating the model’s generalization ability in the wild. We thoroughly compare the
results on novel objects and all objects in Table 4. The baseline Deformable-DETR demonstrates
strong performance in this setting and outperforms the previous methods by a large margin. Our
SWORD further improves the performance over the strong baseline for all the metrics. For instance,
+2.9% AP® and +1.2% ARY for all objects. The performance advantage is more clear for the novel
objects, e.g., SWORD shows 3.3% AP and 2.7% ARY}, gain compared with Deformable-DETR.

Another interesting observation is that the teacher-student learning still proves to be effective for
the model to localize novel objects and improves the proposal recall, nevertheless, it would decrease
the average precision (AP) on all objects. By comparing the third-to-last row and the last row of
Table 4, we could see that APP drops from 29.1% to 28.4%. The reason attributes to that the model
is trained to produce more high-score proposals, and some of them are false positive predictions.

COCO to Objects365. We further conduct another cross-dataset evaluation on COCO to Ob-
jects365 and the results are listed in Table 5. The Mask-RCNN-based method LDET® improves
Mask-RCNN in terms of AR while decreasing AP. SWORD obviously outperforms Deformable-
DETR baseline for all metrics, which proves the superiority of our method. The last row in Table 5
illustrates that the pseudo-labeling training can significantly improve the recall ability of the net-
work. Considering that SWORD* has exactly the same architecture as Deformable-DETR, it is
impressive that AR on novel objects enjoys the 4.9% gain by this process.

3We report the results of LDET using the same class-agnostic evaluation for fair comparison, whereas results
in the original paper are based on the class-wise evaluation.
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Table 4: Comparison of state-of-the-art performance on COCO to UVO setting.

Method Novel All

AP® AR%;, AR, [AP™ ART, ARTy,|AP® ARY, ARDy [AP™ ART, ARTho
Mask-RCNN 11.8 164 304 | 7.0 13.8 255 [257 302 438 [20.7 25.7 36.7
LDET 129 190 359 | 82 159 305 [26.0 30.9 47.0 [22.1 273 407
GGN - - - - - - 240 298 522 (203 - 434
Deformable-DETR | 142 20.0 458 | 9.0 167 37.9 [29.1 350 60.7 |24.7 30.1 503
SWORD 175 222 48.1 [12.8 194 40.6 [32.0 365 61.2 |[28.0 324 515
SWORD* 167 22.6 49.8 |12.8 20.8 424 (284 352 625 |257 323 52.7

Table 5: Comparison of state-of-the-art performance on COCO to Objects365 setting.

Method Novel All

AP® AR®, ARY,, ARD ARD, ARP|AP"” AR}, ARY); AR? ARP, ARP
Mask-RCNN 13.0 193 32.8 182 36.4 435251 239 403 227 42.8 534
LDET 12.8 20.0 36.8 20.7 40.5 48.9(22.5 227 414 229 443 549
Deformable-DETR [12.9 19.0 40.1 22.8 43.4 54.1|27.3 253 487 27.5 509 65.6
SWORD 16.6 228 439 25.0 486 57.6(29.7 273 50.8 28.6 540 67.2
SWORD* 16.0 23.6 450 239 493 61.5|27.8 269 512 272 543 69.5

4.4 ABLATION STUDY

In this subsection, we conduct extensive ablation studies to analyze the crucial composing of our
method. The experimental results are based on the COCO to UVO setting and we use the ResNet50
as backbone otherwise specified. The results are reported in terms of box metrics.

Analysis of Key Designs. Table 6 summarizes the results to study the key designs of our method.
We also report the results of Deformable-DETR (Zhu et al., 2020) for comparison in the first row. We
notice that Deformable-DETR shows great performance on all objects. This is because the training
source, i.e., COCO dataset, has provided the exhaustive annotations of diverse object categories so
that Deformable-DETR could perform considerable well on these in-taxonomy objects.

Towards building an open-world instance segmentation model, we start from the open-world Trans-
former and gradually add the crucial components. First, by introduce the stop—grad operation,
the performance is slightly improved. This operation is more critical for the cross-category general-
ization where the novel objects would be suppressed, as illustrated in Table 1. Second, the advanced
one-to-many label assignment is adopted, which has been demonstrated the effectiveness in many
previous works (Wang et al., 2022b; Jia et al., 2022; Hong et al., 2022). At this point, the network
has achieved the competitive even better performance on novel objects compared with Deformable-
DETR. However, the results on all objects are still far from satisfaction. To reduce the false positive
predictions, we multiply the IoU scores with classification scores as proposal confidences during
inference. And we observe the APP for all objects is obviously improved from 22.1% to 25.1%.
Lastly, the proposed contrastive learning strategy fundamentally enforces the network to learn the
discrimination between objects and backdrop. We are surprised to see that AP® for all objects further
obtains 6.9% gain and all the metrics surpass open-world Transformer by a large margin.

Classification Cost for Sample Selection in Contrastive Learning. The selection of positives and
negatives is crucial for contrastive learning. To evaluate the effect of classification cost in this pro-
cess, we set C;s = 0 in Eq. (3) for the ablation. From Table 7, we observe that performance drops
drastically without classification cost. Such phenomenon stands with the view that classification
score is important and it has two potential reasons. First, the classification cost ensures the net-
work’s behavior consistency of label assignment for both contrastive learning and network training.
Second, the localization cost alone will introduce those predictions closest to the ground-truths as
positive samples, while classification cost helps choose more discriminative samples.

Do Stronger Backbones Benefit in Open-world? There exists the consensus that stronger back-
bones (He et al., 2016; Dosovitskiy et al., 2020; Wang et al., 2021b; Liu et al., 2021b; Tolstikhin
et al., 2021; Chen et al., 2021) could greatly increase the performance under the fully-supervised
setup. Of particular interest, we examine with ResNet (He et al., 2016) and Swin-Transformer (Liu



Under review as a conference paper at ICLR 2023

Table 6: Ablation on the key designs of our method. We start from the open-world Transformer
as baseline and gradually add the key components. The last row is the full model of SWORD.

Variants Novel All

APP ARY, AR%y, APP ARY, AR%y,
Deformable-DETR
Open-world Transformer 11.3 17.8 45.8 17.5 28.0 58.1

+ stop-grad

+ one-to-many assignment
+ class score

+ contrastive learning

12.0 (+0.7) 18.5 (++0.7) 46.0 (+0.2)
14.1 (+2.1) 20.3 (+1.8) 48.6 (+2.6)
15.1 (++1.0) 21.6 (+1.3) 49.0 (+0.4)
17.5 (+2.4) 22.2 (+0.6) 48.1 (—0.9)

18.5 (+1.0) 28.5 (+0.5) 58.4 (40.3)
22.1 (+3.6) 32.0 (+3.5) 61.0 (+2.6)
25.1 (++3.0) 34.2 (+2.2) 61.2 (+0.2)
32.0 (+6.9) 36.5 (+2.3) 61.2

70

Table 7: Ablation on the classification cost for sam-
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etal., 2021b) to study the effect of using strong backbones in open-world scenario. Table 8 illustrates
that model consistently performs better with increasing the size of backbones. Interestingly, we also
observe that out-of-taxonomy objects gets less benefit from stronger backbone than in-taxonomy
objects in the open-world environment. For example, the model enjoys the significant 4.3% AP
gain for all objects while the advance is marginal for unknown objects (+1.5% APP) by switching
the backbone from Swin-Tiny to Swin-Large.

How Many Pseudo Labels are Needed in Teacher-student Learning? The usage of pseudo la-
bels in teacher-student learning helps discover the un-annotated objects, on the other hand, it also
introduces noisy supervision signals. To evaluate the relationship between the model behavior and
pseudo labels, we vary the number of top-k for selecting pseudo labels and plot the results in Fig-
ure 4. Here, we have two critical findings: (1) The choose of top-k is a trade-off between novel
objects and base objects. We can observe that AR for novel objects achieves the best result when
k = 5 while not for the all objects. Intuitively, the introduction of pseudo labels will enforce the
model to produce more high-scoring proposals for localizing the novel objects, which results in
fewer proposals for the base objects inversely. (2) More pseudo labels benefit AR while hurting AP.
As shown in Figure 4, ARy keeps improving with the increase of k. On the contrary, AP for all
objects consistently degrades. And AP for novel objects also starts decreasing when k is set as a
large value (e.g., K = 10). This is reasonable because more pseudo labels will induce many false
positive predictions, which is harmful to network training. Therefore, the value of top-k should be
carefully chosen to achieve the optimal balance for all the criteria.

5 CONCLUSION

In this work, we present a novel framework, SWORD, for open-world instance recognition. Specif-
ically, we identify that a st op—grad operation is the key to preventing the feature degradation of
novel objects and propose a contrastive learning strategy to enlarge the distinction between objects
and backdrop. We further develop SWORD*, illustrating that a standard close-world model could
also perform favorably well in the open-world setups by receiving the knowledge from SWORD.
Experimental results demonstrate that the proposed models achieve the state-of-the-art performance
on various cross-category (e.g., VOC to non-VOC, COCO to LVIS) and cross-dataset (e.g., COCO
to UVO, COCO to Objects365) generalization.
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In the appendix, we first give a comprehensive review of the related works. Then, we provide the
detailed description of implementation details and teacher-student learning in Sec. B and Sec. C,
respectively. More experimental results are presented in Sec. D, including the VOC to UVO gener-
alization and two ablation studies. Finally, we visualize the score distributions of different methods
and show some visualization examples in Sec. E. We promise that codes and models will be released.

A MORE RELATED WORKS

Class-agnostic Proposals. The goal of generating object proposals is to locate all the instances in
the image regardless of their categories. Before the era of deep learning, the early works (Uijlings
et al., 2013; Arbeldez et al., 2014; Zitnick & Dollér, 2014) mainly rely on the hand-crafted clues
extracted from images, e.g., edges, texture and colors. Subsequently, the learning-based methods
have greatly boosted the performance than the classical algorithm with the localization supervision.
The representative work Region Proposal Network (RPN) (Ren et al., 2015) and its variants (Wang
et al., 2019; Vu et al., 2019) have been widely used as the prerequisite component to provide the
high-recall proposal candidates for the downstream modules (Zareian et al., 2021; Gu et al., 2021).
Although these methods prove to be superior in the close-world setup, they tend to overfit to the in-
distribution (ID) objects and fail to locate the out-of-distribution (OOD) objects. Joseph et al. (2021)
proposes the unknown-aware RPN which automatically labels the potential objects as ground-truth
during training and improves the generalization of RPN.

Open-world Instance Recognition. The main obstacle for applying current close-world models
is that they treat the unannotated objects as background during training and fails to distinguish the
novel objects from backdrop during inference. To mitigate the issue, Kim et al. (2022) propose
the classification-free Object Localization Network (OLN) that replaces the classification head with
localization quality head. Although the novel objects will not be suppressed, the network merely
produces the high-scoring proposals. LDET (Saito et al., 2021) attempts to solve the problem from
the perspective of synthesizing images as training source. Specifically, they propose the BackErase
data augmentation, which pastes the annotated objects on a background image sampled from a
small region so that the unlabeled regions do not contain any hidden objects. LDET further presents
a hybrid training strategy to reduce the domain gap between real and synthesized images. The
recent work GGN (Wang et al., 2022a) proposes to solve the challenge by adopting a two-stage
framework. It first trains a pairwise affinity predictor to extract the semantic object boundaries and
generate pseudo labels using the classical grouping algorithms (Arbelaez, 2006; Arbelaez et al.,
2010; Shi & Malik, 2000). Finally, Mask-RCNN (He et al., 2017) is trained with the augmented
annotations. Although it achieves the promising performance, it suffers from the time-consuming
grouping process and thus can not be flexibly used.

B MORE IMPLEMENTATION DETAILS

We implement our method using the detectron2 codebase. The optimizer is Adam (Kingma
& Ba, 2014) with the base learning of 2 x 10~* and weight decay of 1 x 10~%. All the models
are trained on 8 NVIDIA A100 GPUs, with 2 samples per GPU. SWORD is trained for 80,000
iterations with the learning rate decaying at the 60,000-th iteration. The backbone is initialized with
ImageNet (Deng et al., 2009) pretrained except for the VOC to non-VOC setting. And to ensure a
high recall, the number of object queries is set to 2000 for VOC to non-VOC setting and 1000 for the
rest settings. In the teacher-student learning process, all the models are trained with the standard 1x
schedule and the number of object queries is 300. In all our settings, we set the value of NMS as 0.7
to remove the redundant predictions. Note that we do not apply the test-time augmentation (TTA)
during inference, which proves to be highly effective in the previous works (Wang et al., 2022a).

C MORE DESCRIPTION ABOUT TEACHER-STUDENT LEARNING

Teacher-student Learning Details. In the teacher-student learning process, we expect the open-
world knowledge of SWORD could be transferred to the close-world student model. In our work,
we adopt the standard Deformable-DETR (Zhu et al., 2020) as the student model. As illustrated
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word Figure 5: The pipeline of teacher-
a8 m student learning process. The pre-
trained SWORD is first adopted to
generate the pseudo labels. Then
y the original annotations ( )
and generated pseudo ground-truths
(green) are merged as supervision to
train the close-world Transformer.

Close-world Supervision

Transformer

Table 9: Comparison of state-of-the-art performance on VOC to UVO setting.

Method Novel All

AP® AR?, ARy [AP™ ART, ART,,|AP® AR, AR, [AP™ ARJ, AR,
LDET 93 16.0 319 [ 49 123 252 [22.7 281 433 [18.7 239 36.0
Deformable-DETR| 7.2 13.5 335 | 3.4 9.5 253 [23.4 294 49.8 |19.1 24.0 39.4
SWORD 112 168 431 | 6.1 133 349 (249 30.6 553 [19.6 253 452
SWORD* 11.8 184 45.6 | 84 168 38.1 [23.4 31.1 59.2 |21.0 284 495

in Figure 5, the teacher model and student model are given the weakly and strongly augmented
images, respectively. The new annotations are merged from the original annotations and pseudo
ground-truths generated by the teacher model. Lastly, the student model is trained under the super-
vision of augmented annotations. Notably, we empirically find that using the IoU scores as proposal
confidence for the teacher model leads to better learning results. And to increase the reliability of
pseudo labels, the merge step should also be carefully-designed. Specifically, we first use an ag-
gressive NMS value (e.g., 0.3) for the teacher model to remove most predictions. Considering that
the pseudo labels should focus on covering the novel objects, we discard those proposals having
the box IoU with base objects higher than 0.5. Finally, the top-k predictions are kept as pseudo
ground-truths.

Data Augmentation. Data augmentation has been demonstrated to play an important role in the self-
training (Xie et al., 2020; Kaul et al., 2022; Zoph et al., 2020) and semi-supervised methods (Sohn
et al., 2020; Liu et al., 2021a; Xu et al., 2021). Following Liu et al. (2021a), we use the random
horizontal flip for weak augmentation. And the strong augmentation includes random color jittering,
grayscale, Gaussian blur and random cutout operations (DeVries & Taylor, 2017).

D MORE EXPERIMENTAL RESULTS

Generalization from VOC to UVO. We consider the more challenging cross-dataset generalization
where the training source is COCO dataset (Lin et al., 2014) with the partial annotations for VOC
categories. Considering that COCO (Lin et al., 2014) is almost exhaustively annotated, the COCO
to UVO evaluation actually does not need the model to consider the critical problem of finding
unknown objects in the unlabeled regions. While the VOC to UVO setup examines the model’s
ability to discover novel objects and generalize to new domains to the greatest extent. Encouragingly,
we can see that SWORD and the extended SWORD* both advance the previous best by a large
margin in Table 9. For example, SWORD* significantly surpasses Deformable-DETR by 12.1% on
APY,, for novel objects and 9.4% on APY,, for all objects. This phenomenon firmly demonstrated
that our method has strong capacity for recalling objects in the open-world.

The Effect of EMA Rate. The momentum update of the contrastive head can improve the con-
sistency of the universal object queue. And a larger EMA rate allows the slower feature change.
In Table 10, we present the experimental results with various EMA rate o from 0.5 to 0.9999. As
illustrated in the first row, with the EMA rate of 0.5, the model gets relatively low results in both AP
and AR metrics. This indicates that the model suffers from the detrimental effect of quick transfor-
mation of the object center. And the performance is greatly boosted with the EMA rate increases,
e.g., the AP on all objects achieves 6.9% gain by increasing o from 0.5 to 0.9. We observe that the
performance becomes stabled when a larger EMA rate (e.g., « = 0.999) is applied.

The Effect of Strong Augmentation in Teacher-student Learning. To demonstrate the effective-
ness of strong augmentation in teacher-student learning, we ablate the experiments on COCO to

16



Under review as a conference paper at ICLR 2023

Table 10: Ablation on the EMA rate. The results are based on the COCO to UVO setting.

Novel All
AP® ARY, AR%, [AP™ ARY, AR |AP® ARY, ARDy [AP™ AR}, AR,
05 [12.7 189 396 | 89 163 278 [21.1 29.6 517 [169 244 358
09 |155 21.7 435 | 113 192 374 [280 341 562 |243 304 478
099 |154 21.0 450 |112 19.0 385 288 33.8 57.6 |253 306 489
0.999 |17.5 222 481 |128 194 40.6 |320 365 612 |28.0 324 515
0.9999 [17.5 21.8 484 [11.9 186 40.7 [329 370 61.6 |284 327 520

EMA

Table 11: Ablation on strong augmentation in teacher-studnet learning. We evaluate the models
on COCO to UVO and VOC to non-VOC settings. And the results are reported on the novel objects.

Strong Aug. COCO to UVO VOC to non-VOC
AP® AR?, ARDy [AP™ ART, ART,,|AP” ARY, ARD,,[AP™ ART, ART,
X 16.8 22.8 49.0 [12.1 204 408 [56 21.1 379 |51 195 33.1
v 167 22.6 498 |128 208 424 |63 21.7 396 | 56 20.0 345

UVO and VOC to non-VOC settings, respectively. By comparing the two rows in Table 11, it is
observed that the model could obtain better performance with the help of strong augmentation. Be-
sides, we observe that the benefit of strong augmentation is more clear on the VOC to non-VOC than
the COCO to UVO setup. The reason may attribute to that the annotation density and class diversity
of VOC are more limited, which highlights the importance of augmentation.

E VISUALIZATION RESULTS

le5

Score Distributions. We visualize the SWORD
score distributions of different methods 2.00 1 SWORD*
on VOC to non-VOC setting in Fig- D-DETR

1.751 OLN

ure 6. Deformable-DETR (Zhu et al.,

2020) can only find out the in-taxonomy 1.501
objects and thus its socre distribution is 4 ; 55 ]
mainly located on the low-scoring areas. ¢
OLN (Kim et al., 2022) is trained with 2 290
the positive samples, making it merely 0.75 ]
produce the high-scoring proposals. De-

spite it reveals certain open-world abil- 0301

ity to locate the novel objects, the net- 0.25

work can not effectively discriminate

the objects and background. As shown 0900 02 0.4 0.6 08 10
in the figure, the scores of OLN outputs score

are concentrated around 0.6. As contrast  Figure 6: Score distributions of different methods on
to theirs, the proposals of SWORD are COCO (Linetal., 2014) dataset. ‘D-DETR’ represents
able to locate all the objects with more ~ Deformable-DETR (Zhu et al., 2020).

reasonable scores. SWORD not only displays the favorable open-world generalization but also pro-
vides distinct confidences for objects and background. Moreover, we could see that the score distri-
bution of SWORD* is further to the right than Deformable-DETR. This indicates that SWORD* is
able to detect novel objects by learning the knowledge from SWORD, even though it shares exactly
the same architecture with Deformable-DETR.

Visualization Examples. To showcase the superiority of the proposed SWORD, we further compare
the visualization results of different methods in Figure 7. Deformable-DETR (Zhu et al., 2020) is
designed for the close-world instance recognition, so it is unable to discover the out-of-taxonomy
objects. While OLN (Kim et al., 2022) has demonstrated the open-world ability to locate the novel
objects, it will also produces numerous false positive predictions, e.g., part of the elephants in the
third row and background areas in the fifth row. It could easily see that the proposed SWORD*
predicts more accurate and exhaustive segmentation masks. Moreover, it can even find out the
unannotated or missing-annotation objects in the ground-truths, e.g., the lamps in the second last
row and the kite held by the man in the last example.
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(a) Deformable-DETR (b) OLN (c) SWORD* (ours) (d) Ground-truth

Figure 7: Visualization results on VOC to non-VOC setting. The score thresholds for visualization
are set as 0.45, 0.65 and 0.45 for Deformable-DETR (Zhu et al., 2020), OLN (Kim et al., 2022) and
SWORD*, respectively. It is observed that Deformable-DETR is unable to segment the novel objects
and OLN produces many false positive predictions. Our model obviously provides the accurate the
exhaustive segmentation masks.
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