
CD-Pos: Long Context Generalization in LLMs
Through Continuous and Discrete Position Synthesis

Zhiyuan Hu * 1 Yuliang Liu * 2 Jinman Zhao 3 Suyuchen Wang 4 5

Yan Wang 6 Wei Shen 7 Chao Yin 2 Bryan Hooi 1

Abstract
Large language models (LLMs) are critical for
natural language processing and multi-modal
tasks, but face challenges in tasks requiring long
context windows due to computational and mem-
ory limitations. Existing methods to extend these
windows are resource intensive. The proposed
Continuous and Discrete Position Synthesis (CD-
Pos) addresses these issues by using synthesized
position indices to expand context windows effi-
ciently. CD-Pos divides sequences into segments
with continuous indices, enhancing token distance
and preserving local information. Empirical eval-
uations show that CD-Pos effectively extends con-
text windows up to 128k while maintaining LLMs’
performance in general tasks.

1. Introduction
LLMs are crucial for NLP and multi-modal tasks. However,
they face challenges in applications like in-context learn-
ing (Brown et al., 2020), long document summarization
(Koh et al., 2022), long-form QA (Krishna et al., 2021),
and document-level retrieval (Callan, 1994). These chal-
lenges stem from the limited effective context window size
during the pretraining process, posing new challenges in
generalizing over long contexts.

A straightforward approach is to continually pre-train or
fine-tune these models on extensive texts (Fu et al., 2024).
However, expanding the context window usually results in a
quadratic increase in computational and memory costs. Ac-
cording to the training setup in (Fu et al., 2024), extending
the LlaMA-2 7B model’s context window from 4k to 80k us-
ing 8 A100 GPUs (80G each) takes five days. The resource
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and time costs increase significantly for larger models and
longer training periods. In addition to the methods men-
tioned, there are techniques aimed at extending the context
window length more efficiently during fine-tuning, includ-
ing PI (Chen et al., 2023), Yarn (Peng et al., 2024), and
LongLoRA (Chen et al., 2024). However, these techniques
still require full-length fine-tuning, meaning they must fine-
tune with the context of the target length, which is both
memory- and time-intensive. Meanwhile, the Randomized
Positional Encoding Scheme (Ruoss et al., 2023) and PoSE
(Zhu et al., 2023) simulate longer inputs within a fixed win-
dow by adjusting position indices, enabling LLMs which
are trained on shorter contexts but can be extended to longer
context windows. However, randomized position embed-
dings in (Ruoss et al., 2023) disrupt local sentence structures
by exaggerating the dependency lengths between neighbor-
ing tokens. PoSE, on the other hand, only considers two
chunks to mimic the position index, consistently omitting
longer dependencies in the sequence. This distortion creates
a significant generalization gap in understanding token re-
lationships across the sequence when extending LLMs to a
long context window.

To address the aforementioned issues, we introduce
Continuous and Discrete Position Synthesis (CD-Pos), a
method designed to utilize short text with synthesized po-
sition indices to expand the effective context window of
LLMs through continual pre-training. CD-Pos constructs
positional indices to mimic long inputs. As illustrated in Fig-
ure 1, we divide the sequence into various segments, which
can be either sentences or paragraphs. Within each segment,
the positional indices are continuous, but there are positional
gaps between different segments. This approach offers two
main advantages: (1) Increased Distance Among Tokens.
CD-Pos allows training samples to have a greater distance,
which is essential for LLMs to recognize long-range de-
pendencies within a short sequence. (2) Conservation of
Local Information. To have continuous sequences is cru-
cial for LLMs as it can maintain LLMs’ awareness of the
local dependency structure. We also present elaboration and
derivation for these two points in Section 6.

Our empirical evaluation on Needle In A Haystack (gkam-
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Figure 1. The figure demonstrates that the goal of CD-Pos is to extend the context window from a short scale (e.g., Original Context
Window: 12.8k) to a long scale (e.g., Extended Context Window: 128k, as shown at the top). We use two examples to illustrate how
CD-Pos divides the sequence into various segments and simulates positional indices into continuous and discrete segments. Each is
initially positioned within a 256-token and 128-token, and independently applies our method to stretch lengths to 2048 and 1024 separately.

radt, 2023) and RULER (Hsieh et al., 2024) validate the
effectiveness of CD-Pos from the length of 20k to 128k.
Additionally, we test our method’s performance in gen-
eral tasks including GSM8K (Cobbe et al., 2021), MMLU
(Hendrycks et al., 2021), PiQA (Bisk et al., 2019) and Hu-
manEval (Chen et al., 2021) to estimate whether our method
affects LLMs’ original abilities in general domains, show-
ing that our method keeps LLMs almost at their original
foundational abilities.

To summarize, our contributions are as follows:

• We propose an efficient training method, Continuous
and Discrete Position Synthesis (CD-Pos), aimed at us-
ing synthesized position indices to expand the effective
context window.

• We assess CD-Pos’s effectiveness in enhancing dis-
tances while preserving local information by measur-
ing the average distance among tokens and the average
continual length of segments.

• Empirical experiments conducted on context lengths
from 20k to 128k of LlaMa-2-7B and LlaMa3-8B vali-
date the effectiveness of our proposed method.

2. Preliminary
The approach that is widely used in previous pre-trained
language models such as BERT (Devlin et al., 2018) is
to add position embedding vectors to word embedding
vectors directly. For a sequence of tokens represented
as w1, w2, · · · , wL, with their corresponding embeddings
x1,x2, · · · ,xL, let p1,p2, ...pL be absolute position em-
bedding, the position encoding of query(q) and key(k) are

qm = Wq(xm+pm) and kn = Wk(xn+pn). Then the un-
normalized attention scores are calculated by dot-producting
two vectors: score(qm,kn) = qT

m · kn.

Rotary Position Embedding (RoPE) (Su et al., 2024) is pro-
posed to integrate relative positional information by modu-
lating the query and key vectors in the attention mechanism.
Let D denote the dimension of hidden layers, the transfor-
mations applied are as follows:

qm = Wqxm · eimθ, kn = Wkxn · einθ, (1)

where Wq and Wk are |D|× |D| projection matrices, m and
n are the positions of the tokens, and θ is a constant that
adjusts the rotation based on token positions.
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captures the relative positional information, facilitating the
model’s understanding of token distances.

3. Related Works
Position Encoding Various position encoding methods
have been proposed to perform extrapolation such as AL-
iBi (Press et al., 2022), xPos (Sun et al., 2023) and KER-
PLE (Chi et al., 2022). RoPE (Su et al., 2024), the most
widely used one, introduces a more complex mechanism.
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Efficient Pretraining or Fine-tuning Methods Position
Interpolation (PI)(Chen et al., 2023) downsizes position
indices of long text to the original window size. NTK In-
terpolation(Peng & Quesnelle, 2023) adjusts rotation speed
for small positions and linear interpolation for large ones.
YaRN (Peng et al., 2024) improves NTK Interpolation with
NTK-by-parts scaling to accommodate different RoPE fea-
tures. LM-Infinite (Han et al., 2024) encodes absolute posi-
tions for starter tokens and masks middle tokens, retaining
relative positions for rare tokens. Randomized Positional
Embedding (Ruoss et al., 2023) simulates long text input
with shorter texts by randomly selecting position indices.
PoSE (Zhu et al., 2023) uses a fixed context window, di-
viding it into chunks with skipping bias terms, enabling
adaptation to all positions within the target length. Lon-
gLoRA (Chen et al., 2024) replaces ordinary attention with
shift short attention. Temp Lora (Wang et al., 2024) inte-
grates context details into a temporary Lora module, incre-
mentally trained with previously generated text.

4. Methodology
We aim to utilize the current data with context window L
to enable the model with larger input context length L̂ by
further continual pre-training in the data with synthesized
position indices. Let S be the original sequence. We define
a function seg : S → {s1, s2, . . . , sN} that partitions S
into N segments, where each segment si can be either a
sentence or a paragraph, for 1 ≤ i ≤ N . The function seg
satisfies the following conditions:

S = s1 ∪ s2 ∪ · · · ∪ sN (2)

The union of all segments reconstructs the original sequence
and segments are disjoint:

si ∩ sj = ∅ for all i ̸= j (3)

To vary the spacing between each segment, we will ran-
domly skip some position indices from 0 to M , where M
is a parameter of our method. When M = 0, the position
indices of the two segments will be continuous.

We start by defining pos(si) as the position index of the first
token of segment si. For each segment, the position indices
are sequentially increased by 1 for each token within that
segment. The position index of the first token in the first
segment is set to 1, i.e., pos(s1) = 1.

For subsequent segments, we introduce a random skip
represented by a function g(si) which takes values from
0, 1, . . . ,M . This function represents the gap before the
start of segment si and is determined randomly for each seg-
ment. Thus, the position index of the first token of segment
si, for i ≥ 2, can be defined recursively as follows:

pos(si) = pos(si−1) + |si−1|+ g(si) (4)

Where |si−1| represents the number of tokens in segment
si−1. We repeat this process until the position index of the
last token of the last segment sN does not exceed L̂.

To achieve comprehensive coverage of the target context
window, we re-sample both the length and skipping term of
every chunk for each training example.

5. Experimental Setup
5.1. Baselines

Randomized Positional Encoding Scheme (RPES) (Ruoss
et al., 2023) simulates the positions of longer sequences and
randomly selects an ordered subset to match longer length.

Positional Skip-wisE (PoSE) (Zhu et al., 2023) simulates
long inputs using a fixed context window. It divides the
original context window into two chunks and applies distinct
skipping bias terms to manipulate the position indices of
each chunk. These bias terms and the lengths of the chunks
are changed for each training example, enabling the model
to adapt to all positions within the target length.

5.2. Evaluation

Benchmarks of Long Context Generalization The Nee-
dle In A Haystack (NIAH) framework (gkamradt, 2023)
tests LLMs’ ability to retrieve hidden information by embed-
ding a ”needle” (fact) within a ”haystack” (long document).
RULER (Hsieh et al., 2024) offers flexible sequence lengths
and task complexities with 13 sub-task categories, including
retrieval and question answering. LongBench (Bai et al.,
2023) is the first bilingual benchmark for long context under-
standing, featuring 21 tasks in six categories. LooGLE (Li
et al., 2023) evaluates long context understanding with post-
2022 documents (24,000+ tokens) and 6,000 questions, in-
cluding 1,100 cross-validated question-answer pairs.

Datasets for Assessment of Fundamental Abilities of
LLMs We use three benchmarks to test if the continual
pre-training process affects LLMs’ fundamental abilities
within their original context length. MMLU includes many
academic subjects like mathematics, philosophy, law and
medicine (Hendrycks et al., 2021). GSM8K (Cobbe et al.,
2021) is a benchmark of math problems. HumanEval (Chen
et al., 2021) is a code problem solving dataset.

5.3. Setup

We utilize the sample with 30% length of extended context
window to train the LLMs and leverage FlashAttention 2
(Dao et al., 2022) and DeepSpeed Zero 3 (Aminabadi et al.,
2022) to enhance the efficiency of training and optimize the
GPU memory demands and we use LightSeq (Li et al., 2024)
to train Llama-3-8B. Further details including RoPE scaling,
Batch Size, Hours to Train and others are in Appendix A.
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Table 1. Performance of different methods in context generalization benchmarks and fundamental abilities benchmarks

Model Length Method NIAH RULER LongBench Loogle MMLU GSM8K HumanEval

Llama2-7B

4k Base Model - - - - 44.4 12.2 9.4

20k
RPES 91.3 50.3 17.2 75.9 38.0 8.9 10.0
PoSE 81.2 57.3 16.2 72.2 40.9 8.5 7.5
CD-Pos 96.0 57.5 18.5 76.9 40.0 9.1 4.9

80k
RPES 61.3 17.4 17.2 69.8 32.6 4.7 4.3
PoSE 62.4 43.3 17.6 74.6 39.7 7.7 10.8
CD-Pos 75.9 43.6 18.1 75.2 39.4 10.0 7.3

128k
RPES 54.6 8.2 17.4 74.8 32.6 4.2 4.7
PoSE 57.3 18.4 18.2 74.0 39.2 8.5 8.1
CD-Pos 75.0 22.7 17.7 79.0 38.8 9.2 4.9

Llama3-8B

8k Base Model - - - - 65.7 71.4 37.5

80k
RPES 99.2 69.6 20.2 74.6 57.3 40.9 5.9
PoSE 100.0 73.2 19.9 74.5 60.0 45.9 9.0
CD-Pos 90.7 75.4 20.4 74.8 59.7 46.6 11.2

128k
RPES 61.6 22.5 26.7 72.1 56.1 36.0 5.1
PoSE 94.8 64.3 22.7 74.4 58.9 40.2 7.5
CD-Pos 100.0 68.5 23.5 74.6 59.7 44.2 9.5

6. Performance and Analysis
Long Context Generalization The CD-Pos method
shows an average improvement of 13.9% over RPES and
8.4% over PoSE in the NIAH task. In the RULER evalu-
ation, CD-Pos outperforms RPES by 11.6% and PoSE by
2.2%. In the LongBench evaluation, CD-Pos outperforms
PoSE by 0.7%. In the Loogle evaluation, CD-Pos outper-
forms RPES by 2.7% and PoSE by 2.3%. Especially, In the
NIAH task, Llama2-7B (80k) shows a 20.6% improvement
with CD-Pos over PoSE. In the RULER task, Llama3-8B
(128k) improves by 4.2%.

Fundamental Abilities Maintainment Table 1 shows
that LLMs can nearly maintain their original abilities with
short inputs, as seen by the minor performance drop in
MMLU, which covers 57 subjects across STEM. However,
their math and coding abilities decrease significantly in
GSM8K and HumanEval. To improve these areas, incorpo-
rating math and coding data in the continual pre-training
process should be further considered.

Distance Among Tokens and Continual Length of Seg-
ments To evaluate the effectiveness of CD-Pos in im-
proving distances while maintaining local information, we
calculated the average distance among tokens and the aver-
age continuous segment length for different methods. As
shown in Figure 2, the CD-Pos approach achieves approxi-
mately twice the token distance compared to PoSE in 128k
setting. Additionally, CD-Pos maintains an average continu-
ous segment length of 88, which helps the LLM recognize
local dependency structures. In contrast, the average contin-
uous segment length with RPES is nearly 0, which greatly
disrupts local sentence structures.
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Figure 2. Comparison of average distance among tokens for differ-
ent methods and various context window settings.

7. Conclusion
Our CD-Pos method tackles the challenge of long context
generalization by generating position indices to extend con-
text windows effectively. By breaking down sequences
into segments with continuous indices, CD-Pos enlarges
token distance while maintaining local information. This
significantly enhances the ability of LLMs to handle longer
contexts. Our tests show that CD-Pos can increase context
windows to up to 128k tokens. Comparative studies demon-
strate that CD-Pos outperforms RPES and PoSE by 14.7%
and 3.7%, respectively, in the Needle In A Haystack task
and RULER evaluation. Moreover, the LLMs retain their
performance with short inputs, and additional pre-training
on mathematical and coding data may be beneficial.
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CD-Pos: Long Context Generalization in LLMs Through Continuous and Discrete Position Synthesis

A. Experimental Setups
Elaboration of experimental setup for different model and context window settings.

Model Llama2-7B Llama3-8B

Extended Context Length 20k 80k 128k 80k 128k
Training Sample Length 6k 24k 38.4k 24k 38.4k
RoPE scaling Dynamic NTK Dynamic NTK Dynamic NTK Dynamic NTK Dynamic NTK
Batch Size 96 96 96 96 96
Steps 104 104 104 104 104
Total Tokens 60M 240M 384M 240M 384M
Learning Rate 5e-5 5e-5 5e-5 5e-5 5e-5
# GPUs and Type 1×A800/H100 1×A800/H100 1×A800/H100 2×A800/H100 2×A800/H100
Hours to Train 7/4.5 30/18 45/27 25/16 48/29

Table 2. Training Details
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