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Abstract

It is difficult for machines to interpret id-
ioms and proverbs, and more so in lesser
known languages such as Konkani. This
paper categorizes the ability of the LLMs
to comprehend the actual meaning of 50
Konkani idioms and 50 Konkani proverbs.
We have compared three language models
i.e., GPT-4, Gemini 2.5 Flash, and LLaMA
3 in our work and examined how well each
model was able to comprehend the mean-
ing of every idiom and proverb not only
literally, but whether it was able to catch
the figurative or cultural connotation be-
hind it. Gemini 2.5 Flash provided the best
results, whereas GPT-4 performed better
in comprehending meanings. Although as
observed throughout the research, Gemini
2.5 Flash initially struggled but appeared
to get better gradually as if it learned from
previous trends. GPT-4 did very well right
from the start, although its scores were not
always the highest. LLaMA 3 performed
comparatively low. Our results indicate
the issues which still exist when dealing
with regional languages and figurative lan-
guage.

1 Introduction

India being a large country has so many lan-
guages spoken across different places. Lan-
guage is not only meant for communication
but also serves as a means of identity, culture,
history and common understanding. Omne in-
teresting aspect of a language is that it uses
figurative speech in the form of idioms and
proverbs. But interpreting them involves more
than wordy comprehension. These phrases
capture the native wisdom, cultural know-how
and sense of humor that cannot be literally
deciphered and its true meaning may be en-
tirely different. Although much work is al-
ready undertaken in Natural Language Pro-

cessing by targeting international languages
like English, low-resource languages lie un-
touched particularly when it comes to inter-
preting the figurative sense. In this case study
paper, we're highlighting Konkani, a language
with more than 2.5 million speakers, mainly
across India’s western coast in areas such as
Goa, coastal Karnataka, Kerala and parts of
Maharashtra (census, 2011). Konkani is rich
in culture and tradition and boasts idiomatic
phrases and proverbs distinctive to the lan-
guage. But the majority of Large Language
Models (LLMs) have been trained and tested
heavily on English as well as a few other popu-
lar languages, and regional languages such as
Konkani are badly represented.

It is necessary to analyze how these mod-
els respond to such phrases particularly in low
resource languages. This prompted us to try
out the models such as GPT-4, Gemini 2.5
Flash and LLaMA 3 on how these models will
understand the figurative meaning of the id-
ioms and proverbs expressions in Konkani. We
took 50 proverbs and 50 idioms as our dataset
and provided them as inputs to three various
LLMs models (GPT-4, Gemini 2.5 Flash and
LLaMA 3). Then we performed analysis over
three parameters: The expression length, the
interpretation accuracy (scale 0-3) and faith-
fulness towards literal and figurative mean-
ing (0/1). We want to know which model
is the most accurate in interpretation, which
model does not grasp the figurative faithful-
ness and whether the expression length im-
pacts the model. The paper is divided into
6 sections starting from the abstract. Then
comes the introduction of this paper. Next,
the related work in other languages. This is
followed by the proposed methodology section.
The subsequent sections detail the implemen-
tation which covers the dataset and the ex-



perimental setup. Then we talked about the
analysis of experiments,followed by this exper-
iment’s limitations and conclusion.

2 Related Work

A great deal of work has been done on En-
glish idioms, particularly with state-of-the-art
models such as BERT, BiLSTM, and other
neural networks. But for Konkani, there is
not a great deal of work yet. One recent pa-
per by (Shaikh and Pawar, 2024)employed a
neural network to try to determine if idioms
in Konkani sentences were being used literally
or figuratively and it worked reasonably well.
Still, none of the studies so far have looked into
how these models understand or explain the
meaning behind idioms and proverbs. That’s
the main focus of our research. The estab-
lishment of the Konidioms Corpus by (Shaikh
et al., 2024) is a significant advancement, con-
solidating an extensive collection of konkani id-
ioms that will facilitate future research. Also
prior work by (Shaikh, 2020) demonstrated
the use of grammatical rules and classifica-
tion strategies to identify expression in a state-
ment. Shaikh has also attempted to compre-
hend and translate proverbs in Konkani us-
ing context and grammar, and also a trie-
based method(Shaikh, 2022). This provides
a new perspective to how figurative language
in Konkani can be dealt with. Recently, a pa-
per by (Shaikh et al., 2025)on efficient idioms
and metaphor classification in Konkani using
mBERT with pruning technique.

There are also useful online resources of id-
ioms and proverbs in Konkani, such as Dhyas
Konkani (dhy, n.d.a,n), where many of the ex-
pressions are listed, and the popular Konkani
literature collection (Hegde, n.d.) of Konkani
proverbs, which is quoted frequently in lan-
guage research. Even with all this work, most
efforts so far have been about spotting idioms,
not understanding what they mean or how
models make sense of them. That’s the gap
we’re trying to address by exploring how neu-
ral models interpret and explain idioms and
proverbs in Konkani.

3 Proposed Methodology

We wanted to evaluate how well language mod-
els could understand idioms and proverbs in

Konkani. So, we gave each expression to three
different LLMs and asked them to interpret
the meaning. We focused on three main things:
how well the models got the actual meaning
right, whether they picked up on the figura-
tive or non-literal sense, and if the length of
the expression had any effect on how well the
models performed. To find out how accurately
LLMs understand, we utilized three models:
GPT-4, Gemini 2.5 Flash, and LLaMA 3. We
manually input a prompt of each idiom and
proverb into each of the three models individ-
ually. Each model’s output was then copied
into an Excel sheet where we manually tagged
the response against the actual meaning of
proverbs and idioms. We ensured that we uti-
lized the same kind of prompt and input for-
mat for each model to make things as uniform
as possible. This enabled us to measure their
raw understanding impartially without any ex-
ternal influence.

For example in case of Idioms: Prompt
“Identify and Interpret the meaning of this
sentence: faRSTOT T=€U” Response from
ChatGPT-4.0: ”"To face disappointment after
expecting something.”

For example in case of Proverbs: Prompt
“Identify and Interpret the meaning of this
sentence: IO r&'@ﬁ, PIUT BrecT IS Re-
sponse from Gemini 2.5 Flash : ”Someone is
taking on a responsibility that isn’t theirs, es-
pecially when the rightful owner or person re-
sponsible is absent or not taking action.”

After copying the responses from LLMs into
Excel sheet , we then evaluated each LLMs
based on how accurately they interpreted the
meaning of expression on the scale of 0-3 |
0 point for completely wrong interpretation
,1 point for partially correct interpretation, 2
point for mostly correct but out of context and
3 point for Fully correct interpretation. We
then evaluated on the basis of faithfulness to
literal vs figurative meaning on a scale of 0/1
. 0 point means the model gave literal or in-
correct interpretation and 1 point means fig-
urative meaning. After the rating was com-
plete , we then calculated the average accuracy
and also the average figurative understanding
of each of the LLMs.



Metric Average Accuracy Avg. Figurative Faithfulness Avg. Length
ChatGPT-4.0 1.56 0.58 2.54
Gemini 2.5 Flash 2.02 0.74 2.54
LLaMA 3 1.40 0.52 2.54
Table 1: Idioms Evaluation
Metric Average Accuracy Avg. Figurative Faithfulness Avg. Length
ChatGPT-4.0 1.94 0.68 4.78
Gemini 2.5 Flash 2.38 0.70 4.72
LLaMA 3 1.90 0.62 4.74

Table 2: Proverbs Evaluation

3.1 Dataset Used

Our dataset included 50 idioms and 50
proverbs in Konkani. These were collected
from a mixture of sources like blogs (Dhyas
Konkani), books, and local sayings from local
resources. After gathering the expressions, we
translated them into English and wrote down
their actual intended meanings. We tracked
and organized all of this in a simple Excel sheet
to keep things manageable.

3.2 Experimental Setup

We used a zero-shot setup, meaning the mod-
els were not trained or shown examples from
our dataset beforehand. To test the models,
we gave each expression to all three language
models and collected their explanations. Once
we had collected the outputs from all three
models, our team of five members carefully re-
viewed each response. We tested them based
on two main criteria. First, we assigned a
score from 0 to 3 to check how accurately it
explained the true meaning of the expression.
Then, we assessed whether the model success-
fully captured the figurative or metaphorical
meaning of the expression, giving it a score
of either 0 (no) or 1 (yes). Once we finished
these evaluations, we averaged the scores for
all the idioms and proverbs to see how each
model performed overall.

4 Results & Analysis

When we looked at how the models tackled
Konkani proverbs, Gemini 2.5 Flash ended up
giving the most spot-on responses, with an
average score of 2.38. GPT-4 wasn’t far be-
hind, scoring 1.94, while LLaMA 3 came in

last with 1.90 .As for really getting the deeper
meaning of the proverbs, Gemini 2.5 Flash still
led the pack with a score of 0.70. ChatGPT
was close at 0.68, and LLaMA 3 scored 0.62
(see table 2). The same kind of trend popped
up when we tested the models on idioms, too.
Gemini 2.5 Flash again had the highest accu-
racy score at 2.02, followed by GPT-4 with
1.56, and LLaMA 3 at 1.40. Figurative under-
standing for idioms showed Gemini 2.5 Flash
ahead again (0.74), GPT-4 with a moderate
score 0.58, and LLaMA 3 lagging 0.52(see ta-
ble 1). Regarding length, we found that for
proverbs there was almost no link between
length and performance and all idioms were
of similar length, so no clear conclusion could
be made there.

So, here’s the interesting thing we noticed:
Gemini 2.5 Flash started off a bit offbeat. At
first, it would miss the point a lot, kind of like
it was stumbling over itself. But the more we
used it, the better it got, almost like it was
learning from its earlier mistakes. By the end,
it was actually giving some of the most accu-
rate answers. GPT-4, was pretty consistent.
It didn’t really change or improve much, but
from the start, it was solid ,just dependable an-
swers, especially when it came to understand-
ing things like figurative language and the sub-
tleties of expression. LLaMA 3 was the wild
card. It was all over the place, sometimes get-
ting it right, sometimes completely missing the
mark. It had a habit of giving literal transla-
tions, which didn’t always make sense when
trying to capture the deeper meaning or cul-
tural context. One thing all of them strug-
gled with, though, was idioms. They’re tricky
since they’re more abstract, and there’s less



context to lean on. Proverbs, on the other
hand, were easier for them to handle proba-
bly because they tend to have more of a clear

context and meaning.

5 Limitations

The primary limitations observed in this study
is the lack of training that is given to all
three LLMs in terms of Konkani data. Due to
these the LLMs faces difficulty in generating
the accurate interpretation.Idioms with dual
meanings often posed challenges for the mod-
els.Many idioms and proverbs are rooted in re-
gional customs and traditions which leads to
misinterpretation. Few models also gave lit-
eral translation that were grammatically cor-
rect but missed the figurative meaning.

6 Conclusion

This study evaluated how GPT-4, Gemini
2.5 Flash and LLaMA 3 can understand the
Konkani idioms and proverbs on three param-
eters: length, accuracy and figurative meaning.
Results showed that Gemini 2.5 Flash gave
better results, followed by GPT-4 whereas
LLaMA 3 struggled the most with understand-
ing. The length has a very low impact on ac-
curacy of interpretation. This depicts that un-
derstanding of figurative expressions depends
more on figurative knowledge of models. Our
paper can serve as a reference for future re-
search on LLM performance. These models
need more training on regional languages and
cultural expressions.
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