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Abstract
This report details our solution for the OAG-Challenge, a competi-
tion aimed at advancing the state of academic knowledge graphmin-
ing technologies. We focused on the Academic Question Answering
(AQA) task, which requires retrieving relevant papers that answer
specialized questions. Our solution involves using pretrained large
language models (LLMs) for generating text embeddings and em-
ploying similarity-based retrieval to identify the top 20 match-
ing papers for each question. It is worth noting that our solution
is built upon open-sourced LLMs for text embedding, making it
training-free and resource-friendly for participants. Despite this, we
achieved a top-9 rank in both the public and private leaderboards.
Code is made public available at https://github.com/EdisonLeeeee/
KDDcup24-AQA.

CCS Concepts
• Information systems → Clustering; Information retrieval
query processing; • Computing methodologies → Unsuper-
vised learning; Learning latent representations; Natural language
processing; Lexical semantics.

Keywords
OAG-Challenge, Academic Question Answering, Large Language
Models, Semantic Search
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1 Introduction
Academic data mining aims to deepen our understanding of sci-
entific development, nature, and trends by uncovering significant
scientific, technological, and educational values from academic
data. This field leverages large-scale data sets from various aca-
demic sources to extract meaningful insights and patterns that can
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influence policy-making, support talent discovery, and enhance the
efficiency of knowledge acquisition for researchers.

The OAG-Challenge 1, introduced at KDD Cup 2024, comprises
three realistic and challenging academic tasks designed to promote
the latest developments in academic knowledge graph mining [6].
These tasks are structured to push the boundaries of current tech-
nologies, encouraging participants to innovate and develop ad-
vanced methods for academic data analysis.

We have entered the OAG-Challenge and focus on the Academic
Question Answering (AQA) task, which is particularly critical in
today’s fast-paced technological environment. The AQA task aims
to provide high-quality, cutting-edge academic knowledge to re-
searchers and the general public by developing a model to retrieve
relevant papers in response to professional questions. Given the
exponential growth in academic publications, it has become increas-
ingly difficult for individuals to stay current with the latest research
in their fields. An effective AQA system addresses this challenge
by streamlining the process of finding pertinent research papers,
thus saving time and enhancing the productivity of researchers.

To tackle this task, participants must build models capable of
understanding and processing complex academic queries and map-
ping them to the most relevant academic papers. This involves
sophisticated natural language processing techniques to accurately
interpret the queries and a deep understanding of the vast corpus
of academic literature to identify the most relevant responses. The
dataset provided for this task includes question-paper pairs, derived
from platforms such as StackExchange 2 and Zhihu 3, which link
user queries to specific academic papers referenced in the answers.

The broader goal of the AQA task is not only to improve the
efficiency of academic information retrieval but also to advance the
overall capabilities of academic knowledge graphs. These graphs
represent relationships between various academic entities such as
papers, authors, and institutions, and are crucial for understanding
the structure and dynamics of scientific research. By improving
our ability to navigate and utilize these graphs, the AQA task con-
tributes to a more connected and insightful academic ecosystem,
fostering collaboration and innovation.

This report details our approach to the AQA task, outlining the
solution used to develop a robust and accurate model for the OAG-
Challenge. Through the use of pretrained text embedding models
and advanced similarity search algorithms, our solution achieved
top results with less memory and resource. The results and insights

1https://www.biendata.xyz/kdd2024/
2https://stackexchange.com/
3https://www.zhihu.com/
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Figure 1: Overall framework.

gained from this challenge have the potential to significantly im-
pact the field of academic data mining, paving the way for more
intelligent and responsive research tools in the future.

2 Related Work: Semantic Search
Semantic search has revolutionized information retrieval and re-
trieval augmented generation (RAG) techniques [3]. By leveraging
the power of languagemodels and text embeddings, semantic search
enables more accurate and efficient document retrieval. Semantic
search goes beyond traditional keyword-based search methods
by considering the meaning and intent behind a user’s query. It
leverages text embeddings, which are multi-dimensional numerical
representations of “meaning” generated by language models. These
embeddings capture the semantic relationships between words and
phrases, allowing for more nuanced and context-aware document
retrieval.

Semantic search involves representing both user queries and doc-
uments in an embedding space. By mapping the semantics of text
onto this multi-dimensional space, it becomes possible to perform
vector searches to find documents that align closely with the user’s
query intent. In recent years, semantic search, empowered by LLMs
and text embeddings, has revolutionized the way we retrieve in-
formation. LLM-enabled semantic search offers several advantages
over traditional search methods. Some of the key benefits include:

• Enhanced Precision: By understanding the meaning and
intent behind queries, semantic search provides more pre-
cise and contextually relevant search results.

• Improved Efficiency: Leveraging the power of LLMs and
text embeddings allows for faster retrieval of relevant doc-
uments, reducing search times.

• Multilingual Support: LLMs are capable of handling mul-
tiple languages, making semantic search effective across
diverse linguistic contexts.

• Versatility: Semantic search can be applied to various do-
mains, including web search, document retrieval, question
answering systems, and chatbots, among others.

By incorporating the semantic meaning of text into the search pro-
cess, we can achieve more accurate and efficient document retrieval.
However, choosing the right embedding model and understanding
the underlying technologies are essential for successful implemen-
tation. As LLMs continue to evolve, the future of semantic search

holds even greater potential for advancing the field of information
retrieval and natural language understanding.

3 Dataset Description and the AQA Task
Academic question answering. In an era of rapid technological

advancement and information growth, it is crucial to provide high-
quality, multi-domain academic knowledge. The AQA task chal-
lenges participants to train a retrieval model using question-paper
pairs. Traditional keyword-based information retrieval cannot sat-
isfy professional knowledge retrieval in the era of artificial intelli-
gence. For instance, consider the question, "Can neural networks
be used to prove conjectures?". How to retrieve answers and evi-
dence from scholarly literature? Given an academic question 𝑞 and
a paper set 𝑃𝑞 =

{
𝑝
𝑞

1 , 𝑝
𝑞

2 , . . . , 𝑝
𝑞

𝑁

}
, the goal of academic question

answering is to select the most relevant papers from the candidate
set 𝑃𝑞 .

AQA dataset. The dataset, presented by OAG-challenge, includes
questions from StackExchange and Zhihu, with answers that ref-
erence URLs of papers matched to the OAG dataset. The dataset
comprises 17,948 question-paper pairs. In addition, Participants are
provided with a question dataset and must find the papers most
relevant to these questions. Questions cover 22 disciplines and 87
topics, forming a two-level hierarchical structure; that is, each topic
belongs to a discipline. For each topic, 10,000 candidate papers,
including the ground-truth papers in the answers, are included.

4 Proposed Solution
In this section, we detail our solution for the AQA task. The overall
framework is presented in Figure 1. Specifically, we design prompts
for LLMs to process the query and paper and then generate embed-
dings for them respectively. The top matches of queries and papers
are indexed by the retrieval step using the efficient Faiss library.

Prompt Design. Given an input query with fields of question
and body, we combine the text together with a query template as
the output prompt. The query template is designed with a prefix
as ‘Given a question, retrieve passages that answer the question:
{query}’. For the prompt of papers, we simply concatenate the texts
from the title, abstract, and keywords from additional data 4.

4https://opendata.aminer.cn/dataset/DBLP-Citation-network-V15.zip
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Embedding Generation Model. Embeddings play a crucial role in
enabling semantic search. These numerical representations capture
the semantic meaning of text by encoding it into vectors consisting
of hundreds to thousands of numbers. The choice of an embedding
model is crucial for the effectiveness of semantic search. We use
Nv-Embed [4] as the pretrained LLM model for inference, which
can be accessed from Hugging Face. Compared to existing LLMs,
NV-Embed presents several new designs, including having the LLM
attend to latent vectors for better pooled embedding output and
demonstrating a two-stage instruction tuning method to enhance
the accuracy of both retrieval and non-retrieval tasks.

Retrieval. The final piece of the solution is the retrieval step.
Given a query’s semantic representation or embedding, we need
to identify the most relevant papers based on their proximity in
the embedding space. The proximity is typically measured with a
Cosine similarity function. By calculating the similarity scores be-
tween query embeddings and paper embeddings, a retrieval system
can rank and present the most suitable papers for each query. For
ease of implementation, we use Faiss [2] as the backend for similar-
ity scoring and semantic search of top matches. Faiss is widely used
in academia and industry for tasks such as nearest neighbor search,
clustering, and dimensionality reduction. Its ability to efficiently
handle large-scale data and provide quick, accurate results makes
it a valuable tool for many machine learning and data analysis
applications.

Implementations and results. Our solution is implemented using
PyTorch [1] and the Transformers [5] library, providing a robust
framework for building and saving/loading LLMs. We leverage the
pretrained Nv-Embed model, known for its advanced design and
high performance in various natural language processing tasks. For
our implementation, we set the batch size to 2 and the maximum
sequence length to 4096 tokens, allowing us to manage memory
consumption efficiently while effectively embedding individual
queries or documents. The model is deployed on an NVIDIA RTX
4090 GPU with 24 GB of memory. Despite that our solution does
not involve the fine-tuning step, we achieved a top-9 rank in both
the public and private leaderboards.

5 Conclusion
This report presents our solution for the AQA task in the OAG-
Challenge. By employing pretrained embedding models and using
Faiss for similarity-based retrieval, we successfully enhanced the
accuracy of matching questions to relevant papers. Our solution
is training-free and resource-friendly, as it does not involve the
training or fine-tuning of LLMs, making it accessible for follow-up
participants. The success of our solution in the AQA task not only
provides a framework for future research but also sets a benchmark
for the development of more intelligent and responsive academic
tools. Future work could further optimize the model and improve
retrieval performance.
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