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Abstract001

Text-to-image synthesis has made remarkable002
progress, yet accurately interpreting complex003
and lengthy prompts remains challenging, of-004
ten resulting in semantic inconsistencies and005
missing details. Existing solutions, such as fine-006
tuning, are model-specific and require train-007
ing, while prior automatic prompt optimiza-008
tion (APO) approaches typically lack system-009
atic error analysis and refinement strategies,010
resulting in limited reliability and effective-011
ness. Meanwhile, test-time scaling methods012
operate on fixed prompts and on noise or sam-013
ple numbers, limiting their interpretability and014
adaptability. To solve these, we introduce a015
flexible and efficient test-time prompt optimiza-016
tion strategy that operates directly on the in-017
put text. We propose a plug-and-play multi-018
agent system called GenPilot, integrating er-019
ror analysis, clustering-based adaptive explo-020
ration, fine-grained verification, and a mem-021
ory module for iterative optimization. Our ap-022
proach is model-agnostic, interpretable, and023
well-suited for handling long and complex024
prompts. Simultaneously, we summarize the025
common patterns of errors and the refinement026
strategy, offering more experience and encour-027
aging further exploration. Experiments on028
DPG-bench and Geneval with improvements of029
up to 16.9% and 5.7% demonstrate the strong030
capability of our methods in enhancing the031
text and image consistency and structural co-032
herence of generated images, revealing the ef-033
fectiveness of our test-time prompt optimiza-034
tion strategy. The code is available at https:035
//github.com/GenPilot-Any/GenPilot.036

1 Introduction037

Recently, text-to-image generation models (Ho038

et al., 2020; Rombach et al., 2022; Ramesh et al.,039

2022) have witnessed remarkable developments, in-040

dicating their excellent performance across a mul-041

titude of applications. Nevertheless, translating042

complex and compositional prompts into semanti-043

cally aligned, high-fidelity images remains a signif- 044

icant challenge. As prompt complexity increases, 045

existing models struggle to preserve semantic co- 046

herence, exposing a persistent semantic gap and 047

resulting in compositionality catastrophe. These 048

limitations are further exacerbated by architectural 049

inconsistencies across models, which hinder the 050

development of a unified and generalizable frame- 051

work adaptable to diverse T2I paradigms. 052

To improve multimodal alignment in T2I gen- 053

eration, existing efforts (Mañas et al., 2024; Fu 054

et al., 2024a; Saharia et al., 2022) can be broadly 055

categorized into fine-tuning and prompting. While 056

fine-tuning or retraining model parameters to cap- 057

ture detailed semantics information, it is often 058

computationally intensive and model-specific. In 059

contrast, manual prompting relies heavily on hu- 060

man intuition, lacking scalability across prompts, 061

tasks, and architectures. Recent works, such as 062

OPT2I (Mañas et al., 2024), DPO-Diff (Wang et al., 063

2024b), and AP-Adapter (Fu et al., 2024a), explore 064

automatic prompt optimization to enhance genera- 065

tion quality. However, most approaches require 066

additional training and are designed for certain 067

models, also often lack systematic error analysis. 068

With the advancement of large language models, 069

test-time scaling has been explored in various sce- 070

narios by leveraging additional computational re- 071

sources and inference-time adjustments to improve 072

the performance. Some studies extend this idea 073

to image generation, for instance, SANA-1.5 (Xie 074

et al., 2025) generates many samples and a verifier 075

selects the best sample. 076

Although recent progress in automatic prompt 077

optimization (APO) and test-time scaling (TTS) 078

has improved image generation, they still suffer 079

from limitations such as reliance on random ex- 080

ploration or fixed prompts, lack of systematic er- 081

ror identification, or coarse-grained verification, 082

hindering flexibility and interoperability. To ad- 083

dress these issues, we propose GenPilot, a plug- 084
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In the gentle light of the early morning, three red stuffed animals—two teddy 
bears and a plush fox—are propped against a soft pastel-colored wall within a 
peaceful nursery room. The wall itself is painted in pastel hues, creating a calming 
backdrop for the vibrant toys. The toys' plush fabric appears soft to the touch, and 
they sit closely together as if in a huddled group, providing a cheerful contrast to 
the subtle tones of the room. Nearby, a wooden crib with delicate bedding 
completes the serene setting, signifying the presence of a young child's space.

Under the soft glow of a rising sun, a round jade-colored table supports six freshly 
steamed baozi, their white wrappers slightly translucent, emitting tender wisps of 
steam. Neatly accompanying them are four ice cream cones, each boasting a 
different, vivid hue, ranging from the deep purple of blackberry to the cheerful 
yellow of mango. The morning light accentuates the contrast between the warm 
fog lifting from the baozi and the frosty sheen on the scoops of ice cream.

A small, red candle with a flickering flame is placed on the bathroom countertop, 
emitting a soft glow beside the large, square, white porcelain toilet. The candle's 
subtle shimmer reflects off the polished chrome fixtures of the bathroom, 
creating a warm ambiance. The size contrast between the tall, slender candle and 
the robust toilet form a unique visual pairing in the compact space.

DALL·E 3 DALL·E 3 + PE DALL·E 3 + Ours

A clean white plate sits empty on a polished wooden table, with no bananas in 
sight. Beside it, a clear glass stands, also devoid of any orange juice, reflecting the 
light from the room. The table surface is smooth and the area around the plate 
and glass is uncluttered, emphasizing their emptiness.

DALL·E 3 DALL·E 3 + PE DALL·E 3 + Ours

Figure 1: Visualized examples from DALL-E 3 (Betker et al., 2023) with GenPilot processing complicated and
lengthy prompts. Compared to the prompt engineering method (PE), generative models with GenPilot successfully
achieve accurate results, addressing both the semantic gap, compositionality catastrophe, and even the challenging
tasks of exclusion of certain objects.

and-play multi-agent system that brings test-time085

scaling into the prompt space by formulating the086

prompt optimization as a search problem, enabling087

dynamic and interpretable prompt refinement. Gen-088

Pilot is broadly applicable across diverse models089

without any model training to improve the prompts090

for image generation. Some examples are pre-091

sented in Figure 1.092

Our system contains two main stages: the er-093

ror analysis module and the test-time prompt op-094

timization module. In Error Analysis, GenPilot095

decomposes the initial prompt, leverages visual096

question answering (VQA) and captioning to de-097

tect and localize semantic inconsistencies. During098

test-time optimization, GenPilot iteratively refines099

the prompt based on errors and memory feedback100

with a multi-modal large language model (MLLM)101

(Bai et al., 2025) scorer, cluster, and memory.102

The main contributions are three-fold:103

• We propose GenPilot, a plug-and-play multi-104

agent system that performs test-time prompt105

optimization as a search problem for inter-106

pretable results, improving image consistency107

without training across diverse T2I models.108

• GenPilot introduces systematic error analy-109

sis and fine-grained verification, enabling dy-110

namic prompt exploration via clustering and111

iterative feedback, and memory updates. 112

• Experiments on both long prompts from DPG- 113

bench (Hu et al., 2024) and short prompts 114

from Geneval (Ghosh et al., 2023) show that 115

GenPilot consistently improves performance 116

across models, demonstrating robustness and 117

generalizability for T2I tasks. 118

2 Related Work 119

2.1 Text to Image Generation 120

Recently, text-to-image models (T2I models) have 121

developed rapidly. Nonetheless, their performance 122

is restricted not only by architectural design but 123

also by the quality of the input prompts. Early 124

methods such as Stable Diffusion models (SD) 125

(Rombach et al., 2022) rely on CLIP-based (Rad- 126

ford et al., 2021) encoder and latent diffusion mod- 127

els. DALL-E 2 (Ramesh et al., 2022) employs 128

unCLIP while DALL-E 3 (Betker et al., 2023) and 129

PixArt-α (Chen et al., 2023) introduce T5 (Raffel 130

et al., 2023) to enhance alignment. More recently, 131

FLUX.1 dev 1 introduces RoPE (Su et al., 2023) to 132

enhance spatial coherence, while FLUX.1 schnell 133
2 increases inference speed within 1 to 4 steps. 134

1https://huggingface.co/black-forest-labs/
FLUX.1-dev

2https://huggingface.co/black-forest-labs/
FLUX.1-schnell

2

https://huggingface.co/black-forest-labs/FLUX.1-dev
https://huggingface.co/black-forest-labs/FLUX.1-dev
https://huggingface.co/black-forest-labs/FLUX.1-schnell
https://huggingface.co/black-forest-labs/FLUX.1-schnell


2.2 Automatic Prompt Optimization for135

Image Generation136

T2I models are still facing challenges in text-to-137

image consistency (Wu et al., 2023), therefore,138

Automatic Prompt Optimization (APO) (Pryzant139

et al., 2023), an automatic technique to optimize140

the performance of models without training (Ram-141

nath et al., 2025), has been explored. Existing APO142

studies include backpropagation-free optimization143

method (Mañas et al., 2024), Proximal Policy Op-144

timization (PPO)-based (Schulman et al., 2017)145

reinforcement method (Hao et al., 2023; Cao et al.,146

2023), adapters (Fu et al., 2024b), and some prod-147

ucts such as MagicPrompt3 and PromptPerfect4.148

However, most existing methods lack error analy-149

sis, are limited to specific models (e.g., Stable Dif-150

fusion (Rombach et al., 2022)), and often rely on151

coarse-grained evaluators such as CLIPScore (Hes-152

sel et al., 2022) or FID (Heusel et al., 2017), which153

provide limited reliability in assessing image-text154

alignment (Mañas et al., 2024).155

2.3 Test-Time Scaling for Image Generation156

In recent years, test-time scaling has been exten-157

sively studied in large language models (Zhao et al.,158

2025) with multiple inference samples and a selec-159

tion mechanism to find the suitable result (Light-160

man et al., 2023). The study (Ma et al., 2025)161

formulates the task as a search problem in noise162

space and selects the best in N samples. SANA-1.5163

(Xie et al., 2025) repeats the number of samples164

rather than denoising steps to scale up the perfor-165

mance. Also, FK STEERING (Singhal et al., 2025)166

employs FK-IPS (Moral, 2004) to guide the sam-167

ple path with the high reward. However, different168

from those methods operating in the noise space169

with a fixed input, we formulate the scaling into170

the input space, which we call “test-time prompt171

optimization” to generate N samples and cluster172

them to find the optimal one.173

3 Method174

3.1 How to Scale at Inference Time for175

Prompt176

For test-time scaling of textual prompts, we for-177

mulate it as a search problem aimed at finding the178

optimal input for diverse image generation models,179

which is unknown. Unlike the prior work, such as180

3https://huggingface.co/Gustavosta/
MagicPrompt-Stable-Diffusion

4https://promptperfect.jina.ai/

(Ma et al., 2025), which scales the sample noise, 181

our method focuses on the exploration and refine- 182

ment of the textual inputs. We operate within a 183

predefined discrete text space, and the prompt is 184

scaled through an iterative process. GenPilot gen- 185

erates multiple candidate prompts and scores them, 186

then the candidates are clustered to help identify 187

an optimal one. This optimal candidate then serves 188

as the basis for the subsequent round of optimiza- 189

tion. Consequently, performance is expected to 190

scale positively with the progression of this prompt 191

optimization process. 192

3.2 Overall Framework 193

As illustrated in Figure 2, GenPilot operates in two 194

coarse-grained stages: Error Analysis and Test- 195

Time Prompt Optimization. 196

Beginning at an initial prompt and image, Gen- 197

Pilot decomposes the prompt into “meta-sentences” 198

with an AI agent (Wang et al., 2024a). Based on 199

these units, GenPilot performs parallel error de- 200

tection via VQA and captioning, named the er- 201

ror integration strategy. The VQA-based branch 202

queries object-level details, while the caption-based 203

branch compares captions with the original prompt. 204

An error-integration agent aggregates the inconsis- 205

tencies into a comprehensive error list, with an- 206

other agent mapping each error back to specific 207

prompt segments. In the test-time prompt optimiza- 208

tion stage, a refinement agent generates candidate 209

prompts based on the metadata, including the origi- 210

nal prompt and image, and error analysis and map- 211

ping. Detailed definitions and metadata formats 212

are provided in Appendix A. These candidates are 213

evaluated by an MLLM scorer through VQA and a 214

rating strategy. GenPilot clusters the prompts and 215

selects the optimal cluster for sampling and image 216

generation. The memory module is iteratively up- 217

dated with visual and textual feedback until conver- 218

gence or a maximum iteration threshold is reached. 219

The system prompt can be found in Appendix G. 220

3.3 Error Analysis and Mapping 221

3.3.1 Prompt Decomposition 222

Prior work (Wang et al., 2024c) decomposes 223

prompts into object and background details, but 224

often ignores inter-object relationships, causing se- 225

mantic errors. In contrast, we design a coarser- 226

grained prompt decomposition into pieces with an 227

agent that contains objects, relationships, and back- 228

ground information. For example, given a prompt 229
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A rustic windmill......a 
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A rustic windmill......a 
variety of wildflowers, 
specifically vibrant red 
poppies and cheerful 
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Stage1: Error Analysis & Mapping Stage2: Test-Time Prompt Optimization

Figure 2: Overview of our proposed multi-agent system for test-time prompt optimization. GenPilot utilizes a
multimodal large language model as the agent. In stage 1, we first decompose the prompt, then we introduce the
error integration strategy based on image caption and VQA results, and map the error to the original prompt. In
stage 2, we introduce the test-time scaling by formulating the problem as a search problem and operating on the
input text space. The test-time prompt optimization is iteratively processed with a refinement agent, an MLLM
scorer, a clustering algorithm (MacQueen, 1967), and the memory module to sample the optimal currently.

P , the agent segments it as:230

P = {s1, s2, . . . , sn} (1)231

where sn denotes sentence pieces. A more de-232

tailed and fine-grained mapping is subsequently233

performed during the error mapping stage.234

3.3.2 Error Analysis and Mapping235

Evaluating text-image alignment by VQA with236

MLLMs is constrained in complex scenes, leading237

to unreliable scores. Therefore, we design an inte-238

grated error analysis strategy that combines VQA-239

based and caption-based detection.240

Question Generation. Inspired by DSG (Cho241

et al., 2024), we introduce an MLLM agent to gen-242

erate full coverage questions. Given a decomposed243

prompt, the question-generator agent identifies the244

objects and formulates yes/no questions about ob-245

ject existence, attributes, states, spatial relations,246

and background information for precise analysis.247

VQA Analysis. Each generated question is248

passed to another MLLM that serves as the VQA249

agent, who provides a label from {YES, NO} and250

brief explanations to the errors, in the form:251

ei = (typei, explanationi) (2)252

where typei is the type of inconsistency and253

explanationi refers to the detailed errors. The full254

error set Evqa is represented as:255

Evqa = {e1, e2, . . . , en} (3)256

Caption-Based Error Analysis. For caption- 257

based error analysis, an MLLM generates a de- 258

tailed caption Ci for image Ii, then a comparison 259

agent contrasts Ci with the original prompt Pi to 260

detect semantic discrepancies. The full error set 261

from caption Ec is represented as: 262

Ec = {e1, e2, . . . , en} (4) 263

where ei denotes the error analyzed from the com- 264

parison agent. 265

Integrated Error Identification. In this stage, 266

an MLLM agent functions as an error-integration 267

agent, tasked with synthesizing information from 268

multiple analytical sources, formulated as: 269

Eu = Aerror(I, P, Ec, Evqa) (5) 270

where Eu is the finalized error set, I is the original 271

image, and P is the original prompt. Ec and Evqa 272

are the error sets from caption- and VQA-based 273

detection. Aerror is the error-integration agent. 274

Error Mapping. Error localization maps an iden- 275

tified error to the pieces of the original prompt that 276

lead to it, bridging the abstract error and concrete 277

prompt to support the refinement module. 278

3.4 Test-time Prompt Optimization 279

Prompt Refinement. We first introduce a prompt 280

refinement agent based on metadata to mod- 281

ify the error mapping sentence mi ∈ M 282
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and generate N diverse candidate modifications283

{m1
i ,m

2
i , . . . ,m

N
i }, using multiple references to284

enhance diversity. Next, each sentence mj
i is285

merged into the original prompt P by a branch-286

merge agent, the process can be formulated as:287

P j
i = Amerge(P,m

j
i ), j = 1, 2, . . . , N (6)288

where P j
i denotes the candidate prompts generated289

by the branch-merge agent Amerge, which are then290

passed to T2I model to generate images.291

MLLM scorer. Subsequently, GenPilot employs292

an MLLM scorer that acts as a test-time verifier to293

indirectly evaluate prompt quality via the generated294

images. Inspired by T2I-CompBench (Huang et al.,295

2025), we design our evaluation rules from the296

following three aspects: attribute binding includ-297

ing color, number, shape, state, and texture of the298

object, relationship and position, and background299

information and style including the background300

description, the style, and atmosphere. A more301

detailed explanation is provided in Appendix B.302

For each candidate prompt and image pair,303

the VQA agent analyzes potential inconsistencies304

based on the question list generated, and a rating305

agent provides more reliable scores. The whole306

scoring process is defined as:307

S(P j
i ) = avg(Arate(I

j
i , P,Avqa(I

j
i , P ))) (7)308

where Arate is the rating agent, Avqa denotes the309

VQA agent, P j
i is the candidate prompts and Iji310

refers to the corresponding images, and P is the311

original prompt.312

Clustering. The scored candidate prompts are313

then processed with K-Means clustering (Mac-314

Queen, 1967), including Bayesian updates to pro-315

gressively identify high-potential prompt candi-316

dates. Initially, each cluster j is assigned the prior317

probability Pj = 1/K, and the candidates are clus-318

tered into K groups using K-Means. Then pos-319

terior probabilities P
post
j are computed using the320

Bayesian update rule, formulated as:321

P
post
j =

LjPj∑
k LkPk

(8)322

where Lj refers to the likelihood. The cluster j∗323

with the highest posterior probability is identified324

as the best cluster in this round, shown as:325

j∗ = argmax
j

P
post
j (9)326

Following that, a sampled prompt set s∗, which 327

contains m candidate sampled prompts from the 328

cluster j∗. The P post
j serves as the prior distribution 329

for the next round. 330

Memory. For each prompt in the m sample set, 331

we employ the T2I models to generate the image 332

and evaluate them by MLLM scorer. The average 333

rating and detailed error analysis are stored in the 334

memory module, serving as a historical reference 335

for the subsequent optimization iterations, which 336

can be formulated as: 337

M←M∪ {(s∗, Is∗ ,S(s∗), Asum(Es∗)} (10) 338

where s∗ denotes the sampled prompt set, Is∗ refers 339

to the corresponding images and Asum refers to an 340

agent who summarizes the error analyses for s∗. 341

4 Experiment 342

4.1 Implementation Details 343

In the experiment, we employ Qwen2-VL-72B- 344

Instruct (Bai et al., 2025) as the MLLM agent. Our 345

method operates with 20 candidate prompts, 5 clus- 346

ter labels, and undergoes 10 modification cycles. 347

Given that users often tend to optimize an image 348

only when initial outputs are unsatisfactory, we con- 349

struct a challenging subset of 264 prompts selected 350

from the DPG-bench (Hu et al., 2024) dataset, with 351

most prompts falling below a threshold of 0.81, 352

posing significant challenges even for the state-of- 353

the-art models. Though our method is principally 354

designed for complex and lengthy prompts, we also 355

extended our evaluation to short prompts on the 356

GenEval benchmark (Ghosh et al., 2023) to ensure 357

a comprehensive assessment of its capabilities. The 358

results are conducted three times to calculate the 359

average score. All the system prompts are shown 360

in Appendix G. 361

4.2 Comparison on DPG-bench subset 362

4.2.1 Quantitative Evaluation 363

We evaluate GenPilot on a wide range of T2I mod- 364

els and compare it with the Prompt Engineering 365

method (PE) and SD-based methods: MagicPrompt 366

and BeautifulPrompt (Cao et al., 2023). According 367

to Table 1, GenPilot successfully improves the per- 368

formance in the overall “Average” score on all mod- 369

els tested. For example, the average score improves 370

from 72.04 to 74.08 on DALL-E 3, from 68.16 to 371

73.32 on FLUX.1 (68.38 by PE), and from 53.16 372
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Model Average Global Entity Attribute Relation Other
DALL-E 3 72.04 89.47 82.54 79.97 90.41 63.41
DALL-E 3 + PE 72.29 85.37 82.89 82.98 88.88 66.45
DALL-E 3 + Ours 74.08 89.47 83.73 81.96 88.70 60.98
FLUX.1 schnell 68.16 79.12 80.33 81.02 88.24 65.75
FLUX.1 schnell + PE 68.38 81.32 79.69 77.54 85.99 61.64
FLUX.1 schnell + Ours 73.32 79.12 82.42 83.20 89.86 61.64
Stable Diffusion v1.4 53.16 85.71 65.23 65.70 78.63 47.37
Stable Diffusion v1.4 + MagicPrompt 53.61 92.85 66.57 64.42 77.86 47.37
Stable Diffusion v1.4 + BeautifulPrompt 55.99 85.71 66.04 66.67 81.68 52.63
Stable Diffusion v1.4 + PE 56.08 85.71 69.27 70.83 88.55 47.37
Stable Diffusion v1.4 + Ours 62.12 100.00 71.43 67.94 79.39 57.89
Stable Diffusion v2.1 57.24 93.75 71.92 70.04 82.83 46.15
Stable Diffusion v2.1 + MagicPrompt 58.93 93.75 70.88 71.81 78.79 42.31
Stable Diffusion v2.1 + BeautifulPrompt 58.04 90.63 71.58 68.94 82.32 46.15
Stable Diffusion v2.1 + PE 56.49 96.88 71.23 69.60 85.35 30.77
Stable Diffusion v2.1 + Ours 61.72 96.88 76.26 71.16 77.78 53.85
Stable Diffusion 3 58.81 79.63 71.15 73.02 84.01 51.42
Stable Diffusion 3 + MagicPrompt 59.26 83.33 72.82 73.02 81.41 42.86
Stable Diffusion 3 + BeautifulPrompt 60.49 87.04 71.54 73.51 80.67 48.58
Stable Diffusion 3 + PE 58.81 81.48 70.26 70.60 82.16 31.43
Stable Diffusion 3 + Ours 62.89 88.89 72.31 68.98 79.55 51.43
Sana-1.0 1.6B 73.98 85.71 83.44 81.83 91.63 67.12

Table 1: Quantitative evaluation of T2I generation performance on DPG-bench challenging dataset comparing
GenPilot with generative models and other enhancement methods. Our approach consistently achieves superior
Average performance and demonstrates notable improvements across various models.

to 62.12 on SDv1.4 (55.99 and 53.61 by Beautiful-373

Prompt and MagicPrompt, respectively). Similar374

gains are observed on SDv2.1 and SD3, indicating375

the robustness and generalizability of GenPilot, re-376

vealing its ability to enhance weaker models while377

refining top-tier ones. Compared to TTS method378

Sana-1.0 1.6B (73.98), GenPilot enables DALL-E379

3 (74.08) to surpass it and FLUX.1 schnell (73.32)380

to perform comparably, highlighting GenPilot’s ef-381

fectiveness through test-time prompt optimization.382

Although some subcategories show slightly lower383

scores, GenPilot achieves the highest performance384

on average, revealing a balance in optimization385

across different aspects.386

4.2.2 Qualitative Evaluation387

On the second row on the left in Figure 3, the image388

generated by SDv1.4 with GenPilot effectively ex-389

cludes the unwanted items, in contrast to the other390

three images, which fail this exclusion and contain391

them to varying extents. These qualitative exam-392

ples in Figure 3 vividly illustrate the effectiveness393

and generalization ability of GenPilot in handling394

challenging prompts, including accurate attribute395

binding such as counting, complex compositions,396

spatial reasoning, unrealistic description and the397

effective processing of negative constraints. More398

qualitative analysis can be found at Appendix I.399

4.3 Comparison on GenEval benchmark 400

4.3.1 Quantitative Evaluation 401

As illustrated in Table 2, GenPilot applied to 402

the two base models on GenEval, including 403

FLUX.1 schnell and PixArt-α, compared to 404

the Prompt Engineering(PE). GenPilot improves 405

FLUX.1 schnell from 65.82% to 69.60%, outper- 406

forming PE (66.59%) with notable gains in posi- 407

tion, color, and number-related tasks. Similarly, 408

PixArt-α with GenPilot achieves 48.54%, surpass- 409

ing both the base model (46.73%) and its PE- 410

enhanced version (45.98%). These results high- 411

light the capability of GenPilot to improve the im- 412

age quality and text-to-image consistency across 413

models and prompt types. However, in subcat- 414

egories such as single- and dual-object scenes, 415

where the base models are already highly profi- 416

cient, GenPilot shows comparable or slightly lower 417

performance, aligning with its design goal of refin- 418

ing unsatisfactory generations. 419

4.3.2 Qualitative Evaluation 420

Figure 4 shows the qualitative results of FLUX.1 421

schnell and PixArt-α on the GenEval benchmark. 422

As shown in Figure 4, with GenPilot, FLUX.1 423

schnell and PixArt-α can accurately generate the 424

position-related image and unrealistic prompt, com- 425

pared to failures in PE and base models. The qual- 426
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A playful monkey with a chestnut coat and bright eyes is clumsily handling a crimson red 
heart-shaped tea pot. The monkey sits in a verdant jungle environment, surrounded by an 
array of glossy green leaves and suspended vines. The tea pot, with its glossy ceramic 
finish, reflects the dappled sunlight that filters through the dense canopy overhead.

SDv2.1 +Ours+PE +MagicPrompt

+Ours+PE +BeautifulPrompt

A peculiar tree stands in the center of a garden. Its branches are adorned with square-
shaped, blue apples that hang amidst circular, bright yellow leaves. The contrast between 
the unconventional fruit and the vibrant foliage creates a striking visual against the 
backdrop of a clear sky.

SD3

Nine differently colored labels, each featuring the iconographic representation of a 
Central Processing Unit, aligned neatly for visual comparison. These square icons vary in 
shades from vibrant red to deep blue, with the CPU symbol prominently displayed in the 
center. The texture of the labels appears smooth, and they are arranged in a grid pattern 
on a plain, light background that enhances their visibility in the illustration.

FLUX.1schnell + PE + Ours

SDv1.4 +Ours

An imaginative anime-style illustration that features the iconic Sydney Opera House with 
its distinctive white sail-like shells, sitting adjacent to the towering Eiffel Tower with its 
intricate iron lattice work. Both structures are set against a vibrant blue night sky, 
pulsating with dynamic energy, where yellow stars burst forth amidst swirling patterns of 
electric blue. The fantastical scene is further accentuated by the exaggerated proportions 
and stylized elements typical of anime art, creating a surreal and whimsical landscape.

+PE +BeautifulPrompt

A clean white plate sits empty on a polished wooden table, with no bananas in sight. 
Beside it, a clear glass stands, also devoid of any orange juice, reflecting the light from the 
room. The table surface is smooth and the area around the plate and glass is uncluttered, 
emphasizing their emptiness.

DALL·E 3 + PE + Ours

In the open expanse of a school's sports field, under the clear blue sky of a radiant sunny 
day, four vibrant American footballs are captured in mid-flight. The footballs, featuring 
hues of red, blue, yellow, and green, are spherical in shape, contrasting sharply with the 
green turf below. Each ball glistens in the sunlight as they arc gracefully above the field, 
momentarily suspended against the backdrop of a few wispy clouds.

Figure 3: Qualitative comparison with different methods on the DPG-bench challenging dataset on different
generative models. The left columns display two generations from SDv1.4 and one from DALL-E 3. The right
columns present the results from SDv2.1, SD3, and FLUX.1 schnell. For the SD series, we select the best from
BeautifulPrompt and MagicPrompt, along with the PE methods for comparison. GenPilot consistently generates
error-free images across all scenarios, demonstrating its superiority in synthesizing high-quality and accurate images.

Model Overall Position Color_Attr Colors Sin_Obj Two_Obj Counting
FLUX.1 schnell 65.82 29.00 44.50 76.06 99.69 86.62 59.06
FLUX.1 schnell + PE 66.59 31.75 46.50 80.32 99.06 85.35 56.56
FLUX.1 schnell + Ours 69.60 41.50 52.25 81.38 97.19 84.60 60.62
PixArt-α 46.73 8.25 7.00 77.66 98.44 50.00 39.06
PixArt-α + PE 45.98 8.50 8.50 71.54 97.81 45.45 44.06
PixArt-α + Ours 48.54 9.25 9.25 81.91 95.31 49.24 46.25

Table 2: Quantitative results on GenEval benchmark. All scores are reported as percentages (%). The ‘%’ symbol is
omitted for brevity. Sin_Obj refers to a single object, and Two_Obj represents two objects. Color_attr is the color
attribute in short. GenPilot demonstrates superior overall generation ability both on FLUX.1 schnell and PixArt-α,
with a great improvement on most of the subcategories.

a photo of a tie right of a baseball bat

a photo of a blue carrot

a photo of a suitcase left of a banana

a photo of a suitcase right of a boat

FLUX.1schnell + PE + Ours PixArt-𝜶𝜶 + PE + Ours

Figure 4: Qualitative examples on GenEval. The left columns show the comparison of FLUX.1 schnell, FLUX.1
schnell and PE for enhancement, and FLUX.1 schnell with GenPilot. The right columns provide the results of
PixArt-α, PixArt-α and PE for enhancement, and PixArt-α with GenPilot. GenPilot achieves great success in both
position processing and unrealistic prompt generation, highlighting its potential and generalization to improve the
quality of images.
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Model Overall Position Color_Attr Colors Sin_Obj Two_Obj Counting
FLUX.1 schnell 65.82 29 44.5 76.06 99.69 86.62 59.06
+ Ours-M 66.05 35.75 46.75 74.73 98.44 82.83 57.81
+ Ours-C 66.27 35.75 46.75 77.66 97.19 83.08 57.19
+ Ours 69.60 41.50 52.25 81.38 97.19 84.60 60.62

Table 3: Ablation study results on different variants of our method on GenEval with ‘%’ omitted. “+ Ours-M” refers
to FLUX.1 schnell with GenPilot but removing the memory module, and “+ Ours-C” represents the variant without
clustering. GenPilot performs the best with comprehensive improvements, illustrating the effectiveness of these
modules.

itative results reveal the potential of the general-427

ization ability and effectiveness of GenPilot to im-428

prove the text-to-image alignment. More qualita-429

tive results are in Appendix J.430

4.4 Ablation Study431

To comprehensively evaluate the contributions of432

each core component in GenPilot, we conduct ab-433

lation studies on the GenEval benchmark, using434

FLUX.1 schnell. In this section, we systematically435

evaluate the impact of the error integration, the clus-436

tering, and the memory module. As shown in Table437

3, GenPilot achieves the highest score of 69.60%,438

and the score without memory is 66.05%, and439

the score without clustering is 66.27%, declining440

across various subcategories. The results demon-441

strate the significance of the memory module and442

clustering algorithm, as the memory provides refer-443

ences and clustering optimizes the search space on444

text, iteratively scaling up the performance of op-445

timization. Simultaneously, even removing those446

key components, GenPilot variants still outperform447

the base model, revealing the effectiveness of the448

rest modules in GenPilot.449

VQA-based Caption-based Integration
3.78 3.95 4.62

Table 4: Comparison on the accuracy and coverage of
error analysis rated by GPT-4o on VQA-based methods,
caption-based method, and the integration, highlighting
the importance of components in GenPilot.

Meanwhile, we explore the performance of the450

error integration strategy by GPT-4o (OpenAI et al.,451

2024) to score the quality of error analysis in VQA-452

based, caption-based, and integration results from453

1 to 5, and 5 is regarded as the best. As illustrated454

in Table 4, though analysis from both methods pro-455

vides effective information, the integration strategy456

highlights the effectiveness of full coverage and ac-457

curacy with a 4.62 score. A qualitative comparison458

example can be found at Appendix H.459

During the inference stage, the time cost of op-460

timization increases based on the number of iter- 461

ations, error, candidate prompt, sentence, the T2I 462

models, and the image batch size. On average, 463

GenPilot costs 8 minutes for one prompt, including 464

the time cost of the image generation process of 465

SDv1.4, when iteration is 3, cluster number is 3, 466

the total number of candidate prompts is 7, and an 467

image batch contains 3 images. 468

More experiments on visualization of clustering 469

are provided on Appendix C, semantic analysis on 470

embedding is at Appendix D, and analysis on POS 471

distribution shift is shown in Appendix E. 472

4.5 Patterns on Error Analysis and 473

Refinement 474

We release 35 patterns and their corresponding re- 475

finement strategy summarized by GPT-4o, along 476

with cases for better understanding in Appendix K. 477

5 Conclusion 478

In this work, we propose GenPilot, a flexible and 479

effective test-time prompt optimization multi-agent 480

system for enhanced text-to-image generation, aim- 481

ing to address the semantic gap and the compo- 482

sitionality catastrophe, especially for complicated 483

and lengthy prompts. Unlike previous approaches, 484

GenPilot performs test-time scaling directly on the 485

input prompt space, formulating it as a search prob- 486

lem to find the optimal prompts for T2I models, 487

iteratively refining the prompt with clustering al- 488

gorithm. The system integrates modular agents for 489

error analysis, prompt editing, multi-modal LLM 490

scoring, and memory-based feedback to support 491

dynamic adjustment. Extensive experiments on 492

GenEval and DPG-bench demonstrate the effective- 493

ness and superiority of GenPilot over other meth- 494

ods, highlighting the potential of test-time prompt 495

optimization for enhancing T2I generation. We fur- 496

ther release a set of common error patterns and re- 497

finement strategies, providing a practical resource 498

for future research on prompt controllability and 499

optimization. 500
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Limitations501

Despite the improved performance of GenPilot in502

various scenarios, there are still a few challenges503

to address. Firstly, although our framework avoids504

model fine-tuning, it introduces additional compu-505

tation time during inference, which may be non-506

trivial in latency-sensitive applications. Meanwhile,507

the performance of GenPilot is influenced by the508

multimodal large language models used for the509

agent, which may harm the performance if users510

utilize a less capable MLLM that lacks sufficient511

understanding of multimodal information.512

Ethics Statement513

In this work, we utilize Qwen2-VL 72B Instruct514

and GPT-4o as tools for agent or evaluation, along515

with the dpg-bench and GenEval datasets. We fully516

considered the ethical problems when applying the517

large language models. The DPG-bench dataset518

is licensed under Apache 2.0, and the GenEval519

dataset is available under the MIT license. Our us-520

age strictly follows the licenses and their intended521

purposes. The data we utilize do not contain any522

information about unique individual people.523
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A A Detailed Explanation of Metadata715

To offer more structural data for the agent to better716

understand, we design a structural data called meta-717

data. Initially, the main components in metadata718

are error analysis, error mapping, question list, his-719

tory feedback, the original prompt, and the original720

image generated from that prompt. We provide the721

error analysis and mapping, along with the original722

prompt, image, and history for prompt refinement,723

and offer the question list for the MLLM scorer.724

With the structured metadata, the agent is capable725

of better understanding the context and efficiently726

retrieving data.727

B A Detailed Explanation of Scorer728

Subcategory729

We design the rules from the following three as-730

pects inspired by T2I-CompBench (Huang et al.,731

2025).732

Attribute binding: Attribute binding refers to733

the ability to correctly associate specific properties734

with the object as described in the prompt, includ-735

ing color, number, shape, state, and texture of the736

object.737

• The color is used to evaluate whether the cor-738

rect color is applied to a certain object or not,739

especially when multiple objects have differ-740

ent color specifications.741

• The number specifies the exact count of ob-742

jects. Models might struggle with precise743

counts, failing to make the very approximate744

number of different objects.745

• The shape refers to the external form or geo-746

metric shape of an object, ranging from simple747

and concrete forms to complex and abstract748

structures. For example, in the prompt “A per-749

son with a muscular build”, muscular build750

refers to the shape of the human.751

• The state is a broad category referring to the752

condition, mode of being, phase, or dynamic753

activity of an object or entity at a particular754

time. It contains physical conditions for in-755

stance, “ripe” in “ripe bananas”, the action,756

such as the “running” in the prompt “A dog757

running in a field”, the emotional state, for758

example, the “surprised” in “A surprised cat”,759

and the functional state such as “open” in760

“An open door”, and the texture describes the761

surface of the object, including smoothness, 762

roughness, softness and so on. 763

Relationship and position: In addition to the 764

attribute of the object, prompts often include infor- 765

mation about how these objects are interconnected 766

and their positions within the scene. These rela- 767

tionships involve various types of interactions. For 768

example, one object acting upon another, such as 769

“a dog catching a ball”, and the objects in occlusion, 770

such as “a tree partially obscuring a view of the 771

house”, and simple containment or support, such 772

as “Apples in a basket”. Similarly, positional infor- 773

mation describes where the object is located, either 774

relative to one another or at the absolute position 775

within the image frame. 776

Background information and style: Finally, 777

we also defined a further descriptive aspect, the 778

background information and style. The background 779

information encompasses details about the scene 780

that are distinct from the main object, including the 781

style and overall atmosphere in the image. 782

C Clustering Analysis 783

Figure 5: Visualization of clustering result on one case
with the number of clusters set to be 5.

Figure 5 vividly shows how our clustering algo- 784

rithm works. The initial prompt (the yellow star) 785

is close to cluster 2 in green, next to cluster 3 in 786

red and cluster 4 in purple. However, cluster 0 in 787

blue and cluster 1 in orange are far from the initial 788

point. The relevant score of cluster 1 is 5.0 on aver- 789

age, which indicates it as the best prompt this turn, 790

while clusters 2, 3, and 4 with a lower score, such 791

as 4.3 on average. Initially, the candidate prompts 792

generated from the prompt refinement agent might 793
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still predominantly cluster around. As iterations794

progress, GenPilot explores more directions, in-795

cluding the clusters 0 and 1 illustrated in Figure796

5. In this case, cluster 1 represents the optimized797

area that T2I models prefer to generate high-quality798

images. By generating multiple samples and scor-799

ing them into clusters, GenPilot successfully scales800

the prompts and optimizes them, revealing the ef-801

fectiveness and potential of the test-time prompt802

optimization for improving the image quality.803

Another example with an image and a prompt804

can be found at Appendix F.805

D Semantic Analysis on Embedding806

Method GenEval DPG-bench
Origin 0.2443 0.3705
BeautifulPrompt 0.2573 0.3527
PE 0.3193 0.3724
Ours 0.2981 0.3944

Table 5: Comparison of the semantic similarity analysis
with extremely detailed descriptions by GPT-4o.

We conduct a semantic similarity analysis at the807

embedding level to evaluate whether prompt op-808

timization leads to richer textual descriptions on809

the GenEval and DPG benchmark. We generate810

extremely detailed and specific descriptions as ref-811

erence prompts using GPT-4o with the particular812

instruction shown in Appendix G. We then mea-813

sure the cosine similarity between each method’s814

prompt embeddings and the reference for complete-815

ness and semantic content. As shown in Table 5,816

our method achieves the highest average similarity817

scores on DPG-bench, given the highest score of818

performance on DPG-bench in Table 1, indicating819

that GenPilot introduces meaningful and effective820

details into the original prompt. And GenPilot is821

highly competitive on GenEval (0.2981) against822

other methods like Origin, BeautifulPrompt, and823

PE. When the prompt is relatively short and simple,824

rewriting or expanding the abstract prompts sig-825

nificantly improves semantic richness, which posi-826

tively influences generation. However, on GenEval,827

we observe that though PE reaches the highest828

score of similarity, the whole performance of PE829

is lower than ours when the generative model is830

FLUX.1 schnell, and even lower than PixArt-α it-831

self. Therefore, higher semantic similarity for more832

information included does not always lead to bet-833

ter visual results. Simply expanding the prompt,834

especially for complex and lengthy prompts, may 835

not enhance the image result obviously. In contrast, 836

GenPilot consistently turns the semantic gains into 837

meaningful performance improvements, highlight- 838

ing its effectiveness and necessity. 839

E Analysis on POS Distribution Shift 840

To explore the impact of the linguistic struc- 841

ture of generated prompts, we conduct a part-of- 842

speech (POS) level analysis comparing the original 843

prompts and the optimized ones with NLTK (Bird, 844

2006). All tools and functions were used with de- 845

fault settings. We focus on adjectives, nouns, verbs, 846

adverbs, pronouns, and so on. A common trend can 847

be found among PE, BeautifulPrompt, and Ours, re- 848

vealing that adding adjectives may help with more 849

specific information for image generation. Both on 850

DPG-bench and GenEval, our method increases the 851

proportion of adjectives and proper nouns, indicat- 852

ing that prompts generated by GenPilot tend to be 853

more descriptive via adjectives and more specific 854

via proper nouns. 855

F More Detailed Case Analysis 856

In this section, we provide a more detailed case 857

during the iterations, as shown in Figure 7. The 858

main error, according to the error mapping sentence 859

in the original picture in the first row, is the num- 860

ber of baozi. In the original prompt, baozi should 861

be 6, while in the image, it only has three. The 862

best sampled prompt in the next round modified 863

the prompt with “exactly” and some other specific 864

descriptions, rated 4.1 in the end. In the second 865

round, the prompt optimization agent tries to em- 866

phasize the number by repeating the keyword of 867

six. However, it remains 5 baozi in the image, rated 868

4.3 by the MLLM scorer. Next round, the prompt 869

optimization agent concludes the failures of the pre- 870

vious round, and makes an attempt to emphasize by 871

adding an adverb. In round three, an image with 5 872

clearly visible baozi is generated, which is a minor 873

improvement compared to the earlier round. For 874

round 4, prompt optimization tries to change the 875

adverb, which turn out to be successful, rated 5 in 876

the end. After that, the correct modification, the 877

image, and candidate prompt will be stored, as a 878

stop signal for this error. 879

G System Prompt Template 880

In this section, we provide the system prompt used 881

in GenPilot to guide the agent. Figure 8 represents 882
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PE                                                     BeautifulPrompt Ours

DPG-bench

GenEval

Figure 6: Analysis on POS Distribution Shift of PE, BeautifulPrompt, and Ours compared to original prompt on
DPG-bench challenging subset and GenEval benchmark.

the system prompt we use for prompt engineer-883

ing (PE) in the experiment. PE takes the original884

image and prompt as the input and generates the885

optimized prompts.886

In Figure 9, we design the instruction for the887

memory module to store the summary of the de-888

tailed errors that occurred, offering a comprehen-889

sive reference for the next iteration.890

Figure 10 is the system prompt we use to gener-891

ate the detailed descriptive caption of the image.892

In Figure 11, part a represents the instructions for893

the error integration agent to verify and summarize894

the errors. The agent will produce a complete list895

of errors, including patterns and details. Part B in896

this figure plays the role of the branch merge agent897

to combine the modified sentence into the complete898

prompt.899

The instructions for GPT-4o to summarize the900

error pattern and the refinement pattern are shown901

in Figure 12, part B. The system prompt in A in the902

Figure 12 is used to rate the accuracy and cover-903

age of VQA-based, caption-based, and integration904

results.905

Following the sequence of A, B, and C, Figure906

13 shows the prompt used for the VQA in MLLM907

scorer, the VQA in error detection, and the error908

mapping.909

In Figure 14, we provide the instructions for910

MLLM rating (A) and question list generation (B).911

Figure 15 shows the system prompt for prompt 912

refinement agent (A) and caption-based error de- 913

tection (B). 914

H Detailed Example on Comparison for 915

Error Analysis Methods 916

As shown in Figure 16, GenPilot takes advantage 917

of both methods and verifies each result to generate 918

a complete error analysis. 919

I More Results on DPG-bench 920

In this section, more results conducted on the DPG- 921

bench are illustrated. As shown in Figure 19, we 922

compare the FLUX.1 schnell with PE-optimized 923

and GenPilot-optimized images. For the first row, 924

the main objects in the original prompt are the 925

Pyramids, the Sphinx, an astronaut, and Earth. Our 926

method clearly renders the iconic Great Pyramids, 927

the Sphinx, the astronaut from behind, and a vividly 928

contrasting Earth, while PE provides an astronaut 929

from the front, and the FLUX image mistakenly 930

combines the Pyramids and the Sphinx together. 931

In the second row, our approach successfully gen- 932

erates “two square-shaped pink erasers” next to a 933

toilet, compared to the square erasers on the toilet 934

in the FLUX image and the tube-shaped erasers 935

in the PE image. Moreover, PE image misses the 936

blue bath mat and the handle in the background. 937

Finally, in the challenging prompt of an aged room 938
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Under the soft glow of a rising sun, a 
round jade-colored table supports six 
six six freshly steamed baozi, each with 
its white wrapper slightly translucent, 
emitting tender wisps of steam. 

Under the warm and radiant soft glow of 
a rising sun, a round, distinctly jade-
colored table supports exactly six freshly 
steamed baozi, each with its white 
wrapper slightly translucent, gently 
emitting tender wisps of steam. 

Under the soft glow of a rising sun, a 
round jade-colored table supports 
six freshly steamed baozi, their 
white wrappers slightly translucent, 
emitting tender wisps of steam. 

Under the soft glow of a rising sun, a 
round jade-colored table supports 
exactly six freshly steamed baozi, 
each with its white wrapper slightly 
translucent, emitting tender wisps of 
steam. 

Under the soft glow of a rising sun, a 
round jade-colored table supports 
precisely six freshly steamed baozi, 
each with its white wrapper slightly 
translucent, emitting tender wisps of 
steam. 

Figure 7: A detailed sample of iterations and the results.
0 represents the initial start point. GenPilot optimizes
the sentence with the error “the number of baozi” and
achieves the accurate synthesis on the fourth round.

with multiple projectors and keyboards in the third939

row, GenPilot accurately generates 4 spherical, sil-940

ver projectors, in contrast to the 5 and 2 in FLUX941

image and PE image. These qualitative compar-942

isons in Figure 19 demonstrate the superior abil-943

ity of GenPilot to interpret complex prompts for944

enhanced image generation. Our approach accu-945

rately renders distinct objects with their specified946

attributes, correct spatial relationships, and the pre-947

cise number, revealing the effectiveness and po-948

tential of GenPilot to improve image quality in949

text-to-image synthesis.950

J More Results on GenEval951

In this section, we provide more qualitative ex-952

perimental results on the GenEval benchmark, as953

Based on the image and the original prompt, 
please optimize the original prompt so that the 
text-to-image generation model could generate 
better image. NOTE that you should only give the 
optimized prompt without any other words.

Figure 8: The system prompt for prompt engineering
(PE) with the initial prompt and image as the input.

You are tasked with analyzing and summarizing 
errors related to an AI-generated image. I will 
provide a list of text, your goal is to:
Analysis the errors from both pieces of text to 
produce a complete list of all errors in short. 

Please point out the important object or 
relationship that leads to the error.
Ensure no key detail or information from either 
text is overlooked while summarizing the errors.
Note that both texts are generated from 
different AI models, so you must have to judge 
from comprehensive perspective. Split each 
error with '\n'.

Input: {prompt}

Your job is to answer the question based on the AI-generated image and check whether this object aligns with the breakdown of the original prompt.
I will give you the image, the breakdown prompt and a question. 
You should 1. answer the question based on image 2. check whether the objects in the answer are consistent with the breakdown prompt. 
Please check the image carefully. 
Your standards need to be very strict. For example, if the question is "Is there apple here?", please answer "No" when the apples in the image are hard to be 
recognized as apples or hard to be found.
If they match, just say YES. If not, point out the detailed errors.

Here is an example:

Input:
    Breakdown prompt:
    A dense forest surrounds a large frozen lake below the mountains.
    Question:
    Is the forest dense around the lake, as described?
    an AI-generated image.

Answer:
    Error: the forest is not around the lake.

Input: {prompt}

Your job is to analyze errors in AI-generated images and mapping these errors back to specific sentence of the original prompt. 
I will provide: 1. The original prompt, which is a detailed description broken into sentences or phrases. 2. A list of errors identified in the generated images.

Your task is to:
Analyze the errors and determine which specific sentence or phrase in the original prompt each error is related to.
Clearly map each error back to its corresponding sentence or phrase.
Ensure that the mapping is accurate and that no detail from the errors or the prompt is overlooked.
Note that you must accurately paraphrase the corresponding sentence in the original prompt, without making any changes to the original sentence. Copying the 
sentence as it is should be the answer, and you do not need to output any other words or prompts.

If there is no error, just say NO ERROR. If there are errors, just say the sentence without any other words.

Here is an example:
    Input:
        Original Prompt:
        An icy landscape. A vast expanse of snow-covered mountain peaks stretches endlessly. Beneath them is a dense forest and a colossal frozen lake. Three people 
are boating in three boats separately in the lake. Not far from the lake, a volcano threatens eruption, its rumblings felt even from afar. Above, a ferocious red dragon 
dominates the sky and commands the heavens, fueled by the volcano's relentless energy flow.
        Identified Errors:
        The forest around the lake is not dense, as the area is largely open with some trees visible.
    
    Answer:
        Beneath them is a dense forest and a colossal frozen lake. 

just say the sentence without any other words.

Input: {prompt}

Figure 9: The system prompt to summarize and explain
the reasons for the MLLM agent rating score.

shown in Figure 20 and Figure 21. Though Flux.1 954

schnell and PixArt-α have achieved relatively great 955

performance, sometimes they may fail, such as in 956

the unrealistic ones and position-related prompts. 957

In Figure 20, when the prompt describes an un- 958

common scene, “a photo of a train above a potted 959

plant”, Flux.1 schnell generates an image of a train 960

behind a plant, which is consistent with real-world 961

principles. With GenPilot, Flux.1 schnell can accu- 962

rately generate an unreal scene with a train floating 963

above a plant. 964

PixArt-α in Figure 21 is not skilled in drawing 965

shapes and details, especially for the combination 966

of multiple objects. In contrast, with GenPilot, 967

PixArt-α is capable of generating specific details, 968

for example, the image in the second row of a base- 969

ball glove. 970

The qualitative results highlight the effectiveness 971

and capability of seamlessly applying to various 972

models. 973
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You are an assistant that helps with image 
description.
Given the image, provide the following 
information:
    - A detailed description of the image

Your job is to answer the question based on the AI-generated image and check whether this object aligns with the breakdown of the original prompt.
I will give you the image, the breakdown prompt and a question. 
You should 1. answer the question based on image 2. check whether the objects in the answer are consistent with the breakdown prompt. 
Please check the image carefully. 
Your standards need to be very strict. For example, if the question is "Is there apple here?", please answer "No" when the apples in the image are hard to be 
recognized as apples or hard to be found.
If they match, just say YES. If not, point out the detailed errors.

Here is an example:

Input:
    Breakdown prompt:
    A dense forest surrounds a large frozen lake below the mountains.
    Question:
    Is the forest dense around the lake, as described?
    an AI-generated image.

Answer:
    Error: the forest is not around the lake.

Input: {prompt}

Your job is to analyze errors in AI-generated images and mapping these errors back to specific sentence of the original prompt. 
I will provide: 1. The original prompt, which is a detailed description broken into sentences or phrases. 2. A list of errors identified in the generated images.

Your task is to:
Analyze the errors and determine which specific sentence or phrase in the original prompt each error is related to.
Clearly map each error back to its corresponding sentence or phrase.
Ensure that the mapping is accurate and that no detail from the errors or the prompt is overlooked.
Note that you must accurately paraphrase the corresponding sentence in the original prompt, without making any changes to the original sentence. Copying the 
sentence as it is should be the answer, and you do not need to output any other words or prompts.

If there is no error, just say NO ERROR. If there are errors, just say the sentence without any other words.

Here is an example:
    Input:
        Original Prompt:
        An icy landscape. A vast expanse of snow-covered mountain peaks stretches endlessly. Beneath them is a dense forest and a colossal frozen lake. Three people 
are boating in three boats separately in the lake. Not far from the lake, a volcano threatens eruption, its rumblings felt even from afar. Above, a ferocious red dragon 
dominates the sky and commands the heavens, fueled by the volcano's relentless energy flow.
        Identified Errors:
        The forest around the lake is not dense, as the area is largely open with some trees visible.
    
    Answer:
        Beneath them is a dense forest and a colossal frozen lake. 

just say the sentence without any other words.

Input: {prompt}

Figure 10: The system prompt for generating the corre-
sponding caption of the image.

K Detailed Pattern on Error and974

Optimization Analysis975

In this section, we list the patterns of errors and the976

refinement strategy summarized by GPT-4o based977

on the original prompt and optimized prompt. The978

system prompt for GPT-4o can be found at Ap-979

pendix G. We release 35 patterns and their corre-980

sponding refinement strategy, along with cases for981

better understanding.982

Quantity Errors: Quantity Errors refer to the983

number of objects in the generated image that does984

not match the description in the prompt. To address985

this issue, the optimized prompt employs a strategy986

of repeating quantity keywords and incorporates987

the adverbs “exactly” and “precisely” to enhance988

precision. For example, the original prompt did989

not guarantee the correct depiction of exactly eight990

chairs. The optimized prompt emphasizes the ex-991

act number of “eight chairs” and uses “exactly” to992

reinforce the precision of the quantity, thereby en-993

suring that the generated image accurately reflects994

the specified number of objects.995

Spatial Positioning Errors: Spatial Positioning996

Errors arise when objects in the generated im-997

age are placed incorrectly relative to one another.998

The optimized prompt addresses this by introduc-999

ing a more systematic approach to spatial descrip-1000

tion. It explicitly defines objects’ coordinates, an-1001

gles, and distances to other objects within a three-1002

dimensional framework. For example, the original1003

prompt caused errors in the depiction of the boy’s1004

position relative to the woman, resulting in incon-1005

sistencies with the intended positioning. The opti-1006

mized prompt clarifies spatial positions with terms1007

like “precisely” and “directly behind” to reduce1008

ambiguity and ensures that spatial relationships1009

are conveyed unambiguously, thereby minimizing1010

spatial positioning errors and eliminating inconsis-1011

tencies in the generated image.1012

Texture Errors: Texture Errors happen when the 1013

surface textures of objects in the generated image 1014

do not match real-world expectations or appear 1015

missing. The optimized prompt tackles this issue 1016

by introducing more detailed texture descriptions 1017

and emphasizing them. For example, the original 1018

prompt failed to highlight the frosty texture on the 1019

boards, which is inadequately visible. The opti- 1020

mized prompt provides more detailed descriptions 1021

of the texture and repeatedly emphasizes the frosty 1022

texture on both ice and boards to correct texture vis- 1023

ibility errors and make the generated image more 1024

realistic. 1025

Color Errors: Color Errors mean the colors of 1026

objects in the generated image deviate from the 1027

specified requirements. The optimized prompt in- 1028

troduces a more systematic approach to color de- 1029

scription by incorporating precise color terminol- 1030

ogy and describing colors across multiple dimen- 1031

sions such as hue, brightness, and saturation. For 1032

example, the original prompt’s lack of specificity 1033

in defining the pear’s color resulted in variations 1034

and potential color mismatches in the output. To 1035

address this, the optimized prompt employs exact 1036

color references like “Pantone 376C” to specify 1037

the pear’s color, thereby reducing ambiguity and 1038

enhancing color accuracy in the generated image. 1039

Shape Errors: Shape Errors occur when the 1040

shapes of objects in the generated image do not 1041

meet the requirements or are illogical. The opti- 1042

mized prompt tackles this issue by repeatedly em- 1043

phasizing the unique shape of the object and adding 1044

detailed descriptions. For example, the glasses on 1045

the horse were not clearly differentiated in terms of 1046

color and shape from the original prompt. The opti- 1047

mized prompt provides a clearer distinction for the 1048

types of glasses by detailing their specific colors 1049

and frame shapes through expanded descriptions, 1050

thereby enhancing the accuracy and logic of the 1051

object’s shape in the generated image. 1052

Proportion Errors: Proportion Errors refer to the 1053

scale and size of objects in the generated image 1054

are imbalanced or illogical. The optimized prompt 1055

addresses this by providing detailed descriptions 1056

of object proportions and introducing specific mea- 1057

surement references. For example, the original 1058

prompt failed to effectively depict the size relation- 1059

ship between the oversized blue rubber ball and 1060

the net and hoop. The optimized prompt empha- 1061

sizes the impossibility of the ball passing through 1062

the hoop by enhancing the description of the ball’s 1063

oversized nature, thereby ensuring a more realis- 1064
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Your task is to analyze and summarize errors related to an AI-generated image. 
I will provide two pieces of text and the original prompt:
First text:  analysis of potential errors from the visual question answering conversation. If None, it means no error been analyzed here.
Second text: analysis of potential errors between the breakdown prompt and the caption of image. If None, it means no error been analyzed here.
Original prompt: Full origin prompt. The original prompt is the ground truth.

Your goal is to:
Comparing to the original prompt, analysis the errors from both pieces of text to produce a complete list of all errors. 

Follow these rules:
    Rule1: Please point out the most important object or relationship that leads to the error in short. Just say the key point.
    Rule3: You must have to judge whether the text is an error or not based on the full original prompt. 
    Rule4: If some thing is not mentioned in the whole orinal prompt, then it is an error and you should point out.
    Rule5: If the text say that some thing is not mentioned in breakdown prompt, you should analysis based on the original prompt. If it matches with original 
prompt, then just ignore it.
    Rule6: List all errors carefully and split each error with '\n'.
    Rule7: If no error, just say None
Note that do not say "the caption mentions something but the original prompt something else". In that case, just say something is wrong, it should be...

Here is an example:
    Input:
        Text 1:
        The monkey is on the blue bike not a green bike. The monkey should be on a green bike.
        The caption mentions a bottle in the image but it does not appears in the breakdown prompt.([here for setences like this, you have to judge whether it is an 
error based on the full original prompt, in case of bottle mentioned in some other places in the propmt])

        Text 2:
        Error:
        - The prompt describes a green bike with a monkey on it; however, the caption introduces a blue bike, which should be green.
        YES.The bottle is not the primary focus of the image; the focus appears to be on the monkey.

        Original full prompt:
        A monkey is sitting on a green bike and a bottle on the road.
        
    Answer:
        Error1: The color of the bike is wrong. The monkey should be on a green bike, not a blue one.

Input: {prompt}

You are tasked with integrating modified sentences into an original description while keeping changes minimal and maintaining grammatical correctness. Here is 
the situation:

I will provide:
1. The original description (prompt) that was used to generate the images.
2. A list of modified sentences that address specific errors found in the generated images.

Your task is to:
Replace the corresponding sentences in the original description with the provided modified sentences.
Ensure all other sentences in the original description remain unchanged.
Keep the overall description coherent, concise, and grammatically correct with the smallest necessary adjustments.

Note that keep changes minimal and do not delete other sentence or phase or other information in the original prompt. Just replace and merge without 
information missing.
Note that you just say the whole prompt after merge and you do not need to output any other words or prompts.
Note that if no error or none changes just say the original prompt.
Note that the prompt after replacement should be better for generative models to follow the prompt when generating images.
Do not missing other information in the original prompt!

Here is an example
    Input:
        Prompt:
        An icy landscape. A vast expanse of snow-covered mountain peaks stretches endlessly. Beneath them is a dense forest and a colossal frozen lake. Three 
people are boating in three boats separately in the lake. Not far from the lake, a volcano threatens eruption, its rumblings felt even from afar. Above, a ferocious 
red dragon dominates the sky and commands the heavens, fueled by the volcano's relentless energy flow.
        Modified sentence:
        Beneath them is a dense dense dense forest and a colossal frozen lake. 
    Answer:
        An icy landscape. A vast expanse of snow-covered mountain peaks stretches endlessly. Beneath them is a dense dense dense forest and a colossal frozen lake. 
Three people are boating in three boats separately in the lake. Not far from the lake, a volcano threatens eruption, its rumblings felt even from afar. Above, a 
ferocious red dragon dominates the sky and commands the heavens, fueled by the volcano's relentless energy flow.

Just say the whole complete prompt after merge without any other words.

Input: {prompt}

Your job is to analyze errors in AI-generated images and mapping these errors back to specific sentence of the original prompt. 
I will provide: 1. The original prompt, which is a detailed description broken into sentences or phrases. 2. A list of errors identified in the 
generated images.

Your task is to:
Analyze the errors and determine which specific sentence or phrase in the original prompt each error is related to.
Clearly map each error back to its corresponding sentence or phrase.
Ensure that the mapping is accurate and that no detail from the errors or the prompt is overlooked.
Note that you must accurately paraphrase the corresponding sentence in the original prompt, without making any changes to the original 
sentence. Copying the sentence as it is should be the answer, and you do not need to output any other words or prompts.

If there is no error, just say NO ERROR. If there are errors, just say the sentence without any other words.

Here is an example:
    Input:
        Original Prompt:
        An icy landscape. A vast expanse of snow-covered mountain peaks stretches endlessly. Beneath them is a dense forest and a colossal 
frozen lake. Three people are boating in three boats separately in the lake. Not far from the lake, a volcano threatens eruption, its rumblings 
felt even from afar. Above, a ferocious red dragon dominates the sky and commands the heavens, fueled by the volcano's relentless energy 
flow.
        Identified Errors:
        The forest around the lake is not dense, as the area is largely open with some trees visible.
    
    Answer:
        Beneath them is a dense forest and a colossal frozen lake. 

just say the sentence without any other words.

Input: {prompt}

Figure 11: The system prompt for integration error analysis (A), which combines and verifies the error analysis
from VQA-based methods and caption-based analysis, and the instructions for the branch-merge agent for merging
the modifications into the original prompt (B).
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Please act as a professional image analysis assistant to help me score the errors in text-to-image generation.

Background information:
I am conducting research on text-to-image generation and have obtained a text and the image generated from this text-to-image.

Task requirements:
You need to quantitatively score the obtained errors on a scale of 1-5 points (can not be a decimal). 

The scoring criteria are as follows: 
- **5**: The error identification is complete and accurate, capturing all major differences between the image and the text. The description of errors 
is clear and precise. 
- **1**: The error identification is completely incorrect or missing, failing to capture any significant differences. The description of errors is unclear 
or irrelevant. You should focus on whether there are any errors that have not been identified or mentioned. Are there major differences between 
the image and the text that were overlooked? Did the error identification miss any important semantic errors?

Please output the result in the following JSON format: 
```json 
{ 
    \"scores\" : [score], 
    \"reasons\" : \"[reason]\" 
} 
``` 
Replace [score] with the numerical score and [reason] with a brief explanation of the score. 

Please ensure that the output is ONLY the JSON format as specified above.

Could you please act as a professional image analysis assistant to help me analyze the prompts before and after optimization in text-to-image 
generation and the corresponding generated images?
The following are the original prompt and the optimized prompt:
The first four pictures are the ones before optimization, and the last four are the ones after optimization.
prompt before optimization: a photo of a bench
Optimized prompt: a photo of a wooden bench with metal armrests and supports,  set against a simple and neutral background with no 
additional objects or elements.
Please analyze according to the following steps and directly output the final condensed error mode and modification mode:
Compare the original prompt with the optimized one to identify the differences between them in terms of described content, word choice, 
structure, etc. Focus on the aspects in which the optimized prompt has been improved, such as whether specific details have been added, 
whether more precise vocabulary has been used, and whether the hierarchy and logic of the description have been adjusted, etc.
2. By combining the original and generated images, analyze the impact of these differences on the image generation effect, and summarize the 
error patterns caused by the original prompt, such as:
[Quantity Ambiguity] : Ambiguity in quantity expression (such as "several" instead of "eight") leads to quantity deviation in the generation
[Single color] : Only the basic color (" green ") is used to describe without distinguishing the differences in saturation/lightness
[Implicit relationship] : The spatial relationship is not clearly defined (the positional association between "field" and "cabbage" is not clear)
[Lack of texture] : Completely ignoring the description of the surface texture and volume of the object
[Brief description of the environment] : Only the scene elements are mentioned without creating a complete atmosphere
[Proportion distortion] : Short text causes an imbalance in the proportion between the main subject and background elements
3. Similarly, by combining the original and generated images, analyze in which aspects the optimized prompt has been modified and how these 
modifications have addressed the errors in the original prompt. Summarize the optimized modification patterns and focus on the optimization 
methods and techniques, such as:
The optimized prompt clearly indicates the specific quantity of the object by repeating the keyword "three apples".
The optimized prompt elaborately describes the spatial positions of the objects by elaborating that "apples are arranged from left to right on 
the table in sequence".
The optimized prompt clarifies the color of the object by emphasizing "The apple is red".
Disassembly description: The optimized prompt adds texture details of the object by disassembling the description "The surface of the apple is 
smooth and shiny".
4. Summarize and classify the above-mentioned error patterns and modification patterns respectively. There is no need for a one-to-one 
correspondence between the two. The categories should be as simple as possible to avoid being overly templated. Make the categories 
general and targeted, and be able to clearly reflect the problems of the original prompt and the improved strategies after optimization. 
Specifically, as follows:
Error mode:
[Category 1] : [Briefly describe the specific error caused by the original prompt]
[Category 2] : [Briefly describe the specific error caused by the original prompt]
...
Modification mode:
[Category 1] : [Briefly describe the modification strategy of prompts before and after optimization]
[Category 2] : [Briefly describe the modification strategy of prompts before and after optimization]
...

Your job is to analyze errors in AI-generated images and mapping these errors back to specific sentence of the original prompt. 
I will provide: 1. The original prompt, which is a detailed description broken into sentences or phrases. 2. A list of errors identified in the 
generated images.

Your task is to:
Analyze the errors and determine which specific sentence or phrase in the original prompt each error is related to.
Clearly map each error back to its corresponding sentence or phrase.
Ensure that the mapping is accurate and that no detail from the errors or the prompt is overlooked.
Note that you must accurately paraphrase the corresponding sentence in the original prompt, without making any changes to the original 
sentence. Copying the sentence as it is should be the answer, and you do not need to output any other words or prompts.

If there is no error, just say NO ERROR. If there are errors, just say the sentence without any other words.

Here is an example:
    Input:
        Original Prompt:
        An icy landscape. A vast expanse of snow-covered mountain peaks stretches endlessly. Beneath them is a dense forest and a colossal 
frozen lake. Three people are boating in three boats separately in the lake. Not far from the lake, a volcano threatens eruption, its rumblings 
felt even from afar. Above, a ferocious red dragon dominates the sky and commands the heavens, fueled by the volcano's relentless energy 
flow.
        Identified Errors:
        The forest around the lake is not dense, as the area is largely open with some trees visible.
    
    Answer:
        Beneath them is a dense forest and a colossal frozen lake. 

just say the sentence without any other words.

Input: {prompt}

Figure 12: The system prompt designed for evaluating the accuracy and coverage of error analysis (A), and the
instructions to summarize the systematic patterns of errors and optimization strategies (B).
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You job is to answer the question based on the AI-generated image and check whether this object aligns with the breakdown of the original prompt.
Your standards need to be very strict. For example, if the question is "Is there apple here?", please answer "No" when the apples in the image are hard to be 
recognized as apples or hard to be found.
I will give you the image, the prompt and a question.
Note that you first must answer YES or NO. If NO, please analyze the error in the image in one sentence.

Here is an example:
    Input:
        prompt:
        A dense forest surrounds a large frozen lake below the mountains.
        Question:
        Is the forest dense around the lake, as described?
        and an AI-generated image.

    Answer:
        NO. The forest should be around the lake, but in image this forest is not around the lake.

Input: {prompt}

Your job is to answer the question based on the AI-generated image and check whether this object aligns with the breakdown of the original prompt.
I will give you the image, the breakdown prompt and a question. 
You should 1. answer the question based on image 2. check whether the objects in the answer are consistent with the breakdown prompt. 
Please check the image carefully. 
Your standards need to be very strict. For example, if the question is "Is there apple here?", please answer "No" when the apples in the image are hard to be 
recognized as apples or hard to be found.
If they match, just say YES. If not, point out the detailed errors.

Here is an example:

Input:
    Breakdown prompt:
    A dense forest surrounds a large frozen lake below the mountains.
    Question:
    Is the forest dense around the lake, as described?
    an AI-generated image.

Answer:
    Error: the forest is not around the lake.

Input: {prompt}

Your job is to analyze errors in AI-generated images and mapping these errors back to specific sentence of the original prompt. 
I will provide: 1. The original prompt, which is a detailed description broken into sentences or phrases. 2. A list of errors identified in the generated images.

Your task is to:
Analyze the errors and determine which specific sentence or phrase in the original prompt each error is related to.
Clearly map each error back to its corresponding sentence or phrase.
Ensure that the mapping is accurate and that no detail from the errors or the prompt is overlooked.
Note that you must accurately paraphrase the corresponding sentence in the original prompt, without making any changes to the original sentence. Copying the 
sentence as it is should be the answer, and you do not need to output any other words or prompts.

If there is no error, just say NO ERROR. If there are errors, just say the sentence without any other words.

Here is an example:
    Input:
        Original Prompt:
        An icy landscape. A vast expanse of snow-covered mountain peaks stretches endlessly. Beneath them is a dense forest and a colossal frozen lake. Three people 
are boating in three boats separately in the lake. Not far from the lake, a volcano threatens eruption, its rumblings felt even from afar. Above, a ferocious red dragon 
dominates the sky and commands the heavens, fueled by the volcano's relentless energy flow.
        Identified Errors:
        The forest around the lake is not dense, as the area is largely open with some trees visible.
    
    Answer:
        Beneath them is a dense forest and a colossal frozen lake. 

just say the sentence without any other words.

Input: {prompt}

Figure 13: The system prompt for the VQA module in MLLM scorer (A), the VQA-based error detection (B), and
the error mapping (C).
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Your goal is to identify whether the improvements made in the new prompt lead to more accurate and effective image generation, addressing any errors in the previous 
image generation.
I will give you the original prompt (round 1), the error in round 1, a modified prompt (round 2), the image generated by modified prompt (round 2) and part of errors in 
round 2.

You should rate the modified prompt based on the aspects roles.
please rate the quality of the output by scoring it from 1 to 5 individually on alignment with each aspect. 
- 1: strongly disagree 
- 2: disagree 
- 3: neutral
- 4: agree
- 5: strongly agree

aspects = {
"Attribute-Binding":"Evaluate whether the modified prompt improves the accuracy of attribute-object associations in the generated image. A perfect score of 5 indicates 
that the modified prompt successfully ensures all attributes (e.g., color, shape, texture, number) are correctly bound to their corresponding objects as described, while a 
1 suggests the modifications introduced or failed to correct significant errors in attribute binding.",
"Object-Relationship": "Evaluate whether the modified prompt enhances the correctness of the relationships between objects in the generated image. This includes 
both spatial relationships (e.g., on the left of, near) and non-spatial relationships (e.g., holding, sitting on). A perfect score of 5 indicates all described relationships are 
accurately depicted after the modifications, while a 1 suggests the changes did not improve or worsened the depiction of these relationships.",
"Background-Consistency": "Assess whether the modified prompt improves the consistency and alignment of the background information or atmosphere in the 
generated image with the intended context. A perfect score of 5 indicates the background seamlessly matches the described setting or atmosphere after the prompt 
modification, while a 1 suggests significant mismatches or new errors were introduced."
}

Note that your answer should follow this, returun json format information:
```json
{
    "scores" : {
        "Attribute-Binding": [your Attribute-Binding score here],
        "Object-Relationship": [your Object-Relationship score here],
        "Background-Consistency": [your Background-Consistency score here],
    },
    "reasons" : {
        "Attribute-Binding": [the reasons why you rate this Attribute-Binding score. in short sentence],
        "Object-Relationship": [the reasons why you rate thisObject-Relationship score here. in short sentence],
        "Background-Consistency": [the reasons why you rate this Background-Consistency score here. in short sentence],
    }
}
```

Input: {prompt}   

You will analyze AI-generated images based on their original prompts, which have been broken down into specific descriptions. Your task is to write one or more object-
focused questions aimed at identifying possible errors in the images or clarifying their alignment with the descriptions.
I will provide you with: 1. A breakdown of the original prompt into object-specific descriptions. 2.A generated image.

Based on the provided image and descriptions, you should:
   - Compare the image with the descriptions and identify any discrepancies.
   - Formulate one or more clear questions focusing on specific objects or relationships in the image to help uncover or address errors.

Please make questions based on the following rules:
   Rule1: Make questions about whether it contains every object mentioned in the text. Check every object for existence.
   Rule2: The main aspect involves the objects contained in the text, together with their own attributes like their color, shape, texture, number, the positions of the objects, 
the relationship among these different objects, the background or the scene of the image.
   Rule2: You should only check the items mentioned in original prompt for any inconsistencies.

For example:
   if the original prompt is "On a calm afternoon, a soft blue linen cloth gently wraps a ripe, deep red apple, standing in stark contrast to the smooth, glossy surface of the 
fruit"
   The main object here is 1. linen cloth 2. apple 3. calm afternoon
   The linen cloth has attributes such as soft blue and the number is 1. The apple has attributes ripe, deep red, smooth, glossy surface and the number is 1. The relationship 
between these two object is that linen cloth gently wraps red apple. And the cloth is contrast to the apple.

   So the questions should be:
      Is there a linen cloth?
      Is there an apple?
      Is the linen cloth soft blue?
      Is there exactly 1 linen cloth?
      Is the apple exactly ripe, deep red, smooth, glossy surface?
      Is there exactly 1 apple?
      Does the linen cloth gently wrap the apple?
      Does linen give you a feeling that contrasts with apples?

Note that split the questions with the '\n'. Please note that only provide the questions without any additional text.

Input: {prompt}

Your job is to analyze errors in AI-generated images and mapping these errors back to specific sentence of the original prompt. 
I will provide: 1. The original prompt, which is a detailed description broken into sentences or phrases. 2. A list of errors identified in the 
generated images.

Your task is to:
Analyze the errors and determine which specific sentence or phrase in the original prompt each error is related to.
Clearly map each error back to its corresponding sentence or phrase.
Ensure that the mapping is accurate and that no detail from the errors or the prompt is overlooked.
Note that you must accurately paraphrase the corresponding sentence in the original prompt, without making any changes to the original 
sentence. Copying the sentence as it is should be the answer, and you do not need to output any other words or prompts.

If there is no error, just say NO ERROR. If there are errors, just say the sentence without any other words.

Here is an example:
    Input:
        Original Prompt:
        An icy landscape. A vast expanse of snow-covered mountain peaks stretches endlessly. Beneath them is a dense forest and a colossal 
frozen lake. Three people are boating in three boats separately in the lake. Not far from the lake, a volcano threatens eruption, its rumblings 
felt even from afar. Above, a ferocious red dragon dominates the sky and commands the heavens, fueled by the volcano's relentless energy 
flow.
        Identified Errors:
        The forest around the lake is not dense, as the area is largely open with some trees visible.
    
    Answer:
        Beneath them is a dense forest and a colossal frozen lake. 

just say the sentence without any other words.

Input: {prompt}

Figure 14: The rules and strategy for rating the generated images (A) and the structural output in JSON format. B
represents how we generate the question centered on the object.
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You are tasked with improving the accuracy of prompts for AI image generation. The image should correspond to the text. Here is the situation:

I will provide you with:
1. A list of errors identified in the generated images
2. the corresponding sentence(s) in original user's prompt where these errors are rooted.
3. some revision histories and their rating(ranging from 1 to 5).

The rating follow these roles 
- Attribute Binding: The prompt should ensure accurate associations between the described attributes (e.g., color, shape, texture, number) and their 
corresponding objects in the generated image.
- Object Relationship: The prompt should guide the AI model to correctly represent the relationships between objects in the image (both spatial and non-spatial).
- Background Consistency: The prompt should result in a background that aligns with the context and atmosphere described, maintaining consistency with the 
overall scene. 

Your task is to:
Please learn from these histories and rating to better modify the prompt. If rate score is lower than 5, which means this modification still can not solve the error. 
Then you should learn from the experience and generate some different prompt.
The goal is to adjust the prompt so that the generation model produces images that align with the intended description.
For difficult tasks you can emphasize the key point for avoiding errors, for example, repeating number may be help or add some constrained words.

Note that the prompt after correction should be better for generative models to follow the prompt when generating images. 
Note that you just say the prompt after correction and you do not need to output any other words or prompts.
Note that if no error or none changes or None just say NONE.

Here is an example
Input:
    1. Errors:
        The forest around the lake is not dense, as the area is largely open with some trees visible.
    2. Sentence:
        Beneath them is a dense forest and a colossal frozen lake. 
    3. Revision history:
        [a list of histories, their rating and the reasons]
Answer:
    Beneath them is a dense dense dense forest and a colossal frozen lake. 

Just say the prompt after correction without any other words.

Input: {prompt}

Your job is to verify whether the caption of a generated image aligns with the breakdown of user's original prompt.
Follow these roles:
    Rule1: The main aspect involves the objects contained in the text, together with their own attributes like their color, shape, texture, number, the positions of the 
objects, the relationship among these different objects, the background or the scene of the image. For example, for the text “A realistic photo with a monkey sitting 
above a green motorcycle on the left and another raccoon sitting above a blue motorcycle on the right”, the caption should contain a monkey, a raccoon, a green 
motorcycle, a blue cycle. The position of the monkey is on the left, the raccoon is on the right. The monkey and the raccoon should sit on motorcycles. The photo 
should be a realistic scene, rather than oil painting style or others.
Note that I will only give you the original prompt, so you should compare the same object or relationship or style or background information in caption and the 
breakdown prompt.
    Rule2: You should only check the items mentioned in breakdown prompt for any inconsistencies. If some other objects in caption and not in breakdown prompt, 
ignore them and only only check the thing mentioned in breakdown prompt for any inconsistencies. 

If they match, just say YES. If something is not clear in the caption, just say UNCLEAR. If something is not mentioned in original prompt, just say NOT MENTIONED. If 
they do not match, please point out the errors.

Here is an example:
    Input:
        Part of origin prompt:
        monkey is sitting above a green motorcycle on the left
        Captions:
        A realistic photo with a monkey sitting above a green motorcycle on the left and another raccoon sitting above a blue motorcycle on the right

    Answer:
        ERROR[this should be the answer flag, which is ERROR or YES or UNCLEAR or NOT MENTIONED]:
        The motorcycle is not green, and it is red.
        On the motorcycle there should be a monkey rather than a rabbit.

Input: {prompt}

Your job is to analyze errors in AI-generated images and mapping these errors back to specific sentence of the original prompt. 
I will provide: 1. The original prompt, which is a detailed description broken into sentences or phrases. 2. A list of errors identified in the 
generated images.

Your task is to:
Analyze the errors and determine which specific sentence or phrase in the original prompt each error is related to.
Clearly map each error back to its corresponding sentence or phrase.
Ensure that the mapping is accurate and that no detail from the errors or the prompt is overlooked.
Note that you must accurately paraphrase the corresponding sentence in the original prompt, without making any changes to the original 
sentence. Copying the sentence as it is should be the answer, and you do not need to output any other words or prompts.

If there is no error, just say NO ERROR. If there are errors, just say the sentence without any other words.

Here is an example:
    Input:
        Original Prompt:
        An icy landscape. A vast expanse of snow-covered mountain peaks stretches endlessly. Beneath them is a dense forest and a colossal 
frozen lake. Three people are boating in three boats separately in the lake. Not far from the lake, a volcano threatens eruption, its rumblings 
felt even from afar. Above, a ferocious red dragon dominates the sky and commands the heavens, fueled by the volcano's relentless energy 
flow.
        Identified Errors:
        The forest around the lake is not dense, as the area is largely open with some trees visible.
    
    Answer:
        Beneath them is a dense forest and a colossal frozen lake. 

just say the sentence without any other words.

Input: {prompt}

Figure 15: The system prompt for prompt refinement based on the prompt, image, error analysis, error mapping and
revision history, including rate score, feedback, and modified history (A). And B refers to the system prompt used
for caption-based error detection.
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Three white golf balls are precisely placed on the black, moving 
conveyor of a large treadmill. The golf balls, significantly smaller in 
scale, appear almost like tiny planets gliding along the treadmill‘s 
expansive surface. The ambient light casts a soft glow on the scene, 
accentuating the contrast between the smooth texture of the golf 
balls and the textured belt of the treadmill, as the treadmill operates 
in a room with fading daylight filtering through a nearby window.

Count Error: Says there are three golf balls, but 
only two are present.
Texture Error: Says the balls are smooth, but 
they have a dimpled texture.

Count Error: States there are two golf balls, but 
there should be three.
Missing Detail: Omits the description of golf 
balls resembling tiny planets.

Count Error: Only two golf balls are mentioned instead of three.
Missing Visual Detail: Omits the comparison of golf balls to tiny planets.
Texture Error: Golf balls are described as smooth, but they have a dimpled texture.

Original Image Original Prompt

Caption-based Result VQA-based Result

Error Integration Result

Figure 16: An example that compares the error analysis
from the VQA-based method, the caption-based method,
and GenPilot. According to the original prompt, the
inconsistencies are the number, the texture, and the
details of golf balls. VQA-based method misses the
details errors and the caption-based method ignores the
texture errors. Based on these two analyses, GenPilot is
able to perform accurate error analysis.

tic representation of proportions in the generated1065

image.1066

Action or Pose Errors: Action or Pose Errors oc-1067

cur when the movements or postures of figures1068

or animals in the generated image do not align1069

with the description or logical expectations. The1070

optimized prompt addresses this by incorporating1071

detailed action descriptions and emphasizing dy-1072

namic balance. For example, the original prompt1073

resulted in ambiguities related to spatial relation-1074

ships between body parts, especially in arm and leg1075

positioning, which affected the sense of balance.1076

The optimized prompt utilizes specific descriptions1077

to define spatial relationships and emphasizes pre-1078

cise alignment and balance, thereby enhancing the1079

overall dynamic and harmonic posture in the gen-1080

erated image.1081

Scene Element Omissions: Scene Element1082

Omissions occur when key components of a scene1083

are missing or underrepresented in the generated1084

image. The optimized prompt solves this by explic-1085

itly listing all critical elements required in the scene1086

and reiterating their quantity and spatial relation-1087

ships. For example, the original prompt mentioned1088

tools and metal racks but failed to highlight their1089

prominence, resulting in a minimalist scene that1090

deviated from the intended complexity. The opti-1091

mized prompt explicitly lists elements like “tools”1092

and “metal racks” through repetition, ensuring they1093

are visually emphasized and properly positioned,1094

thereby enriching the scene and aligning it with the1095

detailed description provided 1096

Extraneous Scene Elements: Extraneous Scene 1097

Elements arise when the generated image includes 1098

objects or components not specified in the prompt. 1099

The optimized prompt addresses this issue by ex- 1100

plicitly excluding unnecessary elements and em- 1101

phasizing their absence. For example, the original 1102

prompt failed to specify the absence of other furni- 1103

ture or objects in the room, leading to the inclusion 1104

of unintended elements. The optimized prompt 1105

distinctly stated the absence of other elements like 1106

benches or lighting in the room, thereby prevent- 1107

ing superfluous additions and ensuring the scene 1108

remains faithful to the intended description. 1109

Indistinct Background Errors: Indistinct Back- 1110

ground Errors mean the background details in the 1111

generated image are unclear or underdeveloped. 1112

The optimized prompt solves this by explicitly enu- 1113

merating background elements and emphasizing 1114

their characteristics, positions, and spatial relation- 1115

ships relative to the foreground. For example, the 1116

original prompt’s vague description of the evening 1117

sky and surrounding foliage resulted in inconsis- 1118

tent or underdeveloped background details. The 1119

optimized prompt added precise descriptions of 1120

elements like “large, reflective aviator sunglasses” 1121

and the cat’s “small, furry face” ensuring these fea- 1122

tures are clearly generated while also detailing the 1123

background to enhance overall image coherence. 1124

Lighting Errors: Lighting Errors arise when the 1125

generated image features lighting that does not 1126

align with the intended direction or intensity as 1127

described in the prompt. The optimized prompt ad- 1128

dresses this by explicitly defining the light source, 1129

direction, intensity, color, and its interplay with 1130

objects in the scene. For example, the original 1131

prompt failed to effectively capture the interaction 1132

between light and mist, which is critical for cre- 1133

ating a misty atmosphere. The optimized prompt 1134

greatly enhances the accuracy of the lighting el- 1135

ements by specifically defining the light’s origin, 1136

direction, intensity, color, and interaction with mist. 1137

Shadow Errors: Shadow Errors happen when the 1138

position and shape of shadows in the generated im- 1139

age don’t match the light source and objects. The 1140

optimized prompt tackles this issue by clearly spec- 1141

ifying the light source, direction, intensity, and 1142

the material and shape of objects. For instance, 1143

the original prompt’s lighting didn’t consistently 1144

emphasize the bristles or cast long shadows, lead- 1145

ing to inaccurate shadow patterns. The optimized 1146

prompt highlights the monitor’s soft glow as the 1147
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SDv2.1 +PE +MagicPrompt +Ours 

An individual stands at the water's edge, a fishing rod in hand, poised and 
focused on the task at hand. The bank is lined with reeds and rocks, providing a 
natural habitat for the fish. In the distance, the gentle flow of the water creates a 
serene backdrop for this tranquil fishing scene.

In the foreground, two birds with vibrant feathers are perched upon rugged grey 
rocks that jut out near a tranquil pond with lush green plants at the water's edge. 
In the midground, a rustic wooden fence creates a boundary line, subtly dividing 
the natural scene from the world beyond. The background extends into a vast 
expanse of soft blue sky dotted with tufts of white clouds, stretching far into the 
horizon.

SDv3 +PE +BeautifulPrompt +Ours 

On a high exterior wall, two large white air conditioning units sit securely 
bracketed, their vents showing signs of weathering from constant exposure to 
the elements. Beside them, a rail mounted to the wall supports five sleek black 
hangers, their long forms casting faint shadows under the faint glow of the 
nearby street lamp. Above, the dark night sky stretches endlessly, with stars 
twinkling subtly far in the distance.

Figure 17: The additional examples on DPG-bench challenging dataset with SDv2.1 in the first and second row,
and with SD3 on the last row. For comparison, we choose the higher baseline method from BeautifulPrompt
and MagicPrompt. The results highlight the superiority of GenPilot in accurately rendering complicated scenes
compared to generative models and other enhancement methods.
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SDv3 +PE +BeautifulPrompt +Ours 

A dynamic scene unfolds at the historic Colosseum, where a fleet of sleek, 
multicolored racing cars roar past an excited crowd. The vehicles, adorned with 
vibrant decals and sponsor logos, navigate a temporary circuit that has been 
meticulously laid out within the ancient arena's interior. Spectators are perched 
on stone seats that have withstood the test of time, their attention fixed on the 
blur of machines vying for the lead under the bright afternoon sun.

FLUX.1schnell + PE + Ours

Three vibrant green lettuce leaves gently float on the surface of crystal-clear 
water in a shallow white porcelain basin. The sunlight catches the delicate veins 
of the leaves, highlighting their fresh, crisp texture. Nearby, tiny air bubbles cling 
to the edges of the leaves and the smooth inner surface of the basin.

A rustic wooden table with a natural grain finish, bathed in soft light. On its 
surface, a cluster of ripe oranges is arranged next to two glass jars filled with a 
vibrant orange marmalade. The jars catch the light, highlighting the rich color 
and texture of the contents within.

DALL·E 3 + PE + Ours

Figure 18: More qualitative results on DPG-bench challenging dataset with SD3 in the first row, DALL-E 3 on the
second row, and FLUX.1 schnell on the last row. The results clearly demonstrate the significant advantages of our
method over the FLUX.1 schnell and the PE method. Specifically, our approach accurately renders key details from
the prompt, such as “three”.
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FLUX.1schnell + PE + Ours

A surreal lunar landscape unfolds with the iconic Great Pyramids and the Sphinx, all 
replicated in meticulous detail on the moon's dusty, grey surface. In the foreground, 
the silhouette of an astronaut, clad in a pearly white spacesuit, is captured from behind, 
gazing upon the ancient wonders. Above this otherworldly scene, the Earth hangs 
majestically in the dark expanse of space, its blue and white visage a stark contrast to 
the barren moonscape.

Two square-shaped pink erasers rest on the tiled floor next to a pristine white 
porcelain toilet. The erasers feature slight smudges from use and are positioned closely 
to each other. In the background, the metal toilet flush handle gleams under the bright 
bathroom light, and a soft blue bath mat lies a short distance away, partially visible in 
the scene.

An aged and quaint room, lined with crinkled wallpaper, houses a row of four spherical, 
silver projectors resting on a weathered shelving unit at the rear. These projectors cast 
bright, focused beams of light toward the room's center, where an expansive antique 
oak desk sits solemnly. On the desk’s polished surface, three electronic keyboards, 
each with a different design and layout, are neatly arranged, waiting to be played.

Figure 19: Qualitative results for complex and long prompts on DPG-bench challenging dataset compared to PE
and FLUX.1 schenell. GenPilot exhibits superior faithfulness to the detailed textual description, for example “from
behind” and “metal toilet flush handle” can be accurately generated with the test-time prompt optimization.
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FLUX.1schnell + PE + Ours

a photo of a train above a potted plant

a photo of a red train and a purple bear

a photo of a yellow bowl and a white baseball glove

a photo of a white banana and a black elephant

Figure 20: The qualitative results on GenEval with FLUX.1 schnell, FLUX.1 schnell with PE, and FLUX.1 schnell
with GenPilot. Our system accurately synthesizes the unrealistic image, demonstrating the significant superiority of
our method in understanding and generating images.
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PixArt + PE + Ours

a photo of a toothbrush

a photo of a baseball glove

a photo of a broccoli and a vase

a photo of a tennis racket and a bird

Figure 21: Additional examples on GenEval with PixArt-α and enhancement methods PE and GenPilot. The results
reveal the advantages of dealing with the details, such as the baseball glove of GenPilot.
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main light source for highlighting the bristles and1148

casting shadows, enhancing shadow depiction accu-1149

racy, and ensuring light sources, objects, and their1150

shadows are consistent in the generated image.1151

Reflection Errors: Reflection Errors occur when1152

the reflection on object surfaces does not comply1153

with physical laws. The optimized prompt ad-1154

dresses this by strengthening the description of the1155

reflection process and detailing the light source’s1156

origin, direction, intensity, and the object’s material1157

and surface properties. For instance, the original1158

prompt failed to effectively capture the reflection1159

of lighting on the desk’s surface due to a lack of1160

emphasis on reflective qualities. The optimized1161

prompt enhances the description of lighting reflec-1162

tion by using phrases like “clearly reflecting the1163

soft glow” thereby improving clarity on reflective1164

surfaces and ensuring the generated image adheres1165

to physical reflection principles.1166

Object Blurriness: Object Blurriness happens1167

when object outlines and details are unclear in the1168

generated image. The optimized prompt addresses1169

this by emphasizing clear contours and layered de-1170

tails, introducing terms like “sharpness” and “high1171

resolution” while providing multi-level descrip-1172

tions of local details. For example, the original1173

prompt resulted in a blurred depiction of the anime1174

character’s facial features. The optimized prompt1175

emphasizes “ultra-high-definition rendering” and1176

specifies details like “distinct eyelash strands” and1177

“subtle skin pores visible under studio lighting” to1178

ensure clarity in both macro and micro details of1179

the object.1180

Style Errors: Style Errors arise when the overall1181

style or specific elements in the generated image1182

deviate from the intended aesthetic. The optimized1183

prompt addresses this by introducing stylized key-1184

words and specifying style characteristics such as1185

line thickness, color saturation, and lighting treat-1186

ment, all while emphasizing stylistic uniformity.1187

For example, the original prompt led to inconsis-1188

tencies in the steampunk style of the clockwork1189

mechanism. The optimized prompt specifies fea-1190

tures like “hyper-detailed brass gears with visible1191

rivets” and “soft Edison bulb illumination” to en-1192

force stylistic coherence across all components,1193

ensuring a unified visual style in the generated im-1194

age.1195

Material Errors: Material Errors happen when1196

the generated image inaccurately represents the ma-1197

terial properties of objects. The optimized prompt1198

addresses this by explicitly specifying the physical1199

attributes of materials, such as roughness, glossi- 1200

ness, and transparency. For example, the original 1201

prompt failed to render the metallic texture of the 1202

samurai armor. The optimized prompt uses precise 1203

material descriptors like “matte blackened steel 1204

with brushed titanium accents” to refine material 1205

fidelity, ensuring the generated image accurately 1206

reflects the intended texture and finish. 1207

Composition Errors: Composition Errors arise 1208

when the layout of the scene in the generated image 1209

does not meet the requirements or defies common 1210

sense. The optimized prompt resolves this issue by 1211

combining composition keywords with quantified 1212

object placement and proportion, and by clarify- 1213

ing the hierarchical relationship between the main 1214

subject and the background. For example, the orig- 1215

inal prompt resulted in an unbalanced composition 1216

with the main subject positioned at the edge of the 1217

frame. The optimized prompt specifies “precise 1218

frame composition with the subject centered at the 1219

golden ratio point” to achieve harmonic visual bal- 1220

ance, ensuring the layout aligns with the intended 1221

design principles. 1222

Interaction Errors: Interaction Errors occur 1223

when the relationships between objects in the gen- 1224

erated image are incorrectly portrayed. The op- 1225

timized prompt addresses this by using emphasis 1226

and contrast to enhance the description of interac- 1227

tion details, ensuring vivid and accurate depictions 1228

of how objects interact. For example, the faint 1229

trail of damp grass left on the ball as it moves was 1230

entirely missing in the original prompt. The opti- 1231

mized prompt includes a clearer depiction of the 1232

interaction between the damp grass and the rolling 1233

baseball, ensuring the faint trail is distinctly notice- 1234

able and the interaction between the two elements 1235

is portrayed realistically. 1236

Ambiguous Object States: Ambiguous Object 1237

States occur when the condition or status of ob- 1238

jects in the generated image is unclear. The opti- 1239

mized prompt addresses this by explicitly defining 1240

the specific state of objects, such as motion, power 1241

status, or deformation, and incorporating dynamic 1242

descriptions. For example, the original prompt led 1243

to ambiguity in whether the lamp was on or off. 1244

The optimized prompt specifies “the lamp is in an 1245

on state with warm light” to clarify its operational 1246

status, ensuring the generated image accurately re- 1247

flects the intended state of the object. 1248

Object Fusion Errors: Object Fusion Errors hap- 1249

pen when multiple objects in the generated image 1250

are incorrectly merged together. The optimized 1251
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prompt addresses this by emphasizing the indepen-1252

dence and boundaries of objects, employing clear1253

separation descriptions. For example, the original1254

prompt caused the cat and the dog to merge into1255

a single indistinct shape. The optimized prompt1256

specifies “next to” and enforces “visible fur texture1257

differentiation” to maintain their individual identi-1258

ties, preserving the distinctness of each object in1259

the generated image.1260

Emphasis Errors: Emphasis Errors occur when1261

elements that should be highlighted in the gener-1262

ated image are not sufficiently emphasized. The1263

optimized prompt addresses this issue by incor-1264

porating emphasis keywords such as “highlight”1265

and “emphasize”, combined with contrastive de-1266

scriptions to draw attention to focal points. For1267

example, the original prompt failed to highlight the1268

majestic appearance of the dragon. The optimized1269

prompt emphasizes “the dragon’s scales gleaming1270

with iridescent hues” to ensure it stands out as the1271

focal point, thereby enhancing the visual impact1272

and ensuring the intended elements are prominently1273

featured in the generated image.1274

Atmospheric Mismatch Errors: Atmospheric1275

Mismatch Errors occur when the generated image1276

fails to align with the intended mood or atmosphere1277

described in the prompt. The optimized prompt ad-1278

dresses this by incorporating explicit atmospheric1279

keywords like “mood” and “atmosphere” alongside1280

detailed descriptions of environmental elements1281

such as lighting, color tones, and specific details.1282

For example, the original prompt failed to create1283

the intended mysterious forest atmosphere. The op-1284

timized prompt emphasizes “a dark and mysterious1285

atmosphere with fog swirling around ancient tree1286

roots” and specifies “dappled moonlight filtering1287

through dense branches with a cool blue tone” to1288

enhance the intended mood, ensuring the generated1289

image effectively conveys the desired atmosphere.1290

Cluttered Background Errors: Cluttered Back-1291

ground Errors arise when background elements1292

in the generated image are excessive or disorderly,1293

detracting from the main focus. The optimized1294

prompt addresses this by defining a neutral and1295

clean background and imposing restrictions on1296

background elements. For example, inadequate de-1297

tails in the original prompt led to distracting back-1298

ground elements that interfered with the scene’s1299

focus. The optimized prompt defined a neutral and1300

uncluttered background to emphasize the piano1301

and bench, preventing distractions and ensuring the1302

main subjects remain the focal point in the gener-1303

ated image. 1304

Partial Object Generation: Partial Object Gen- 1305

eration happens when parts of objects in the gen- 1306

erated image are missing. The optimized prompt 1307

addresses this by detailing the object’s overall struc- 1308

ture and each part’s specifics, clarifying the connec- 1309

tions between parts, and repeatedly emphasizing 1310

the object’s completeness. For example, the origi- 1311

nal prompt caused the generation of a bicycle with 1312

a missing rear wheel. The optimized prompt speci- 1313

fies the “complete structure of a bicycle with two 1314

wheels” and repeatedly emphasizes that “all com- 1315

ponents, including handlebars, seat, pedals, and 1316

both wheels, are fully intact and firmly attached” 1317

to ensure no part is omitted in the generated image. 1318

Object Occlusion Errors: Object Occlusion Er- 1319

rors occur when key parts of objects in the gener- 1320

ated image are inappropriately blocked by other 1321

elements. The optimized prompt addresses this by 1322

explicitly defining the spatial hierarchy between 1323

objects and emphasizing the visibility of critical 1324

items. For example, the original prompt caused the 1325

woman’s face to be partially obscured by the vase 1326

in the foreground. The optimized prompt specifies 1327

the “woman positioned in the foreground with a 1328

clear, unobstructed view of her face” and adjusts 1329

the spatial arrangement by stating “the vase placed 1330

behind the woman” ensuring key elements remain 1331

visible and the intended focus is maintained in the 1332

generated image. 1333

Unwanted Brand Elements: Unwanted Brand 1334

Elements occur when brand logos or identifiers 1335

appear inappropriately in the generated image. The 1336

optimized prompt addresses this by explicitly stat- 1337

ing the exclusion of any brand characteristics and 1338

emphasizing their absence. In this case, the origi- 1339

nal image features undesired brand symbols such 1340

as “NEFE” on the paintbrush, which were not spec- 1341

ified in the original prompt. The optimized prompt 1342

explicitly excludes brand names or symbols, lead- 1343

ing to cleaner results without unwanted visual ele- 1344

ments. 1345

Temporal Ambiguity Errors: Temporal Ambigu- 1346

ity Errors occur when the time setting in the gener- 1347

ated image is unclear or inaccurately represented. 1348

The optimized prompt addresses this by explicitly 1349

specifying the exact time point or time period to 1350

eliminate ambiguity. For example, the original 1351

prompt inadequately linked the scene to a clear 1352

midnight context, creating ambiguity regarding the 1353

setting. In the optimized prompt, midnight con- 1354

text details were reinforced with references to the 1355
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moon’s alignment, object illumination, and atmo-1356

spheric serenity, ensuring a precise and unambigu-1357

ous temporal setting in the generated image.1358

Seasonal Element Errors: Seasonal Element Er-1359

rors occur when elements related to seasons in the1360

generated image are illogical or inconsistent. The1361

optimized prompt addresses this by explicitly spec-1362

ifying the exact season and detailing natural charac-1363

teristics, climate conditions, and typical activities1364

associated with that season. For example, the orig-1365

inal prompt led to confusion over specific items1366

associated with each season, resulting in misplaced1367

elements like pumpkins in spring and summer im-1368

ages. The optimized prompt explicitly rejects in-1369

appropriate additional objects and emphasizes rele-1370

vant seasonal motifs and colors, ensuring the gener-1371

ated image accurately reflects the intended season.1372

Facial Expression Errors: Facial Expression Er-1373

rors occur when the facial expressions of charac-1374

ters in the generated image do not align with the1375

intended emotions described in the prompt. The op-1376

timized prompt addresses this by providing detailed1377

descriptions of facial features and utilizing environ-1378

mental contrasts to highlight the desired expression.1379

For example, the original prompt failed to fully con-1380

vey the fierce expression of fiery vengeance, partic-1381

ularly in the eyes and mouth area. The optimized1382

prompt intensely highlighted key facial features1383

with flames to enhance the skull’s menacing and1384

vengeful expression, ensuring the generated image1385

accurately reflects the intended emotion through1386

detailed facial rendering and environmental empha-1387

sis.1388

Transparency Errors: Transparency Errors occur1389

when the transparency of objects in the generated1390

image is depicted unreasonably. The optimized1391

prompt addresses this by emphasizing the transpar-1392

ent effects of objects and providing details on how1393

light refracts and reflects through them, as well1394

as how other objects are reflected. For example,1395

the astronaut’s helmet does not correctly reflect1396

or have transparency showing the lunar landscape.1397

The improved prompt focuses on the helmet’s trans-1398

parency property, ensuring its integration with the1399

lunar landscape.1400

Background Inconsistency Errors: Background1401

Inconsistency Errors happen when the style and1402

elements of the background in the generated image1403

are not unified. The optimized prompt addresses1404

this issue by emphasizing the need for background1405

consistency and setting an overall style theme. For1406

instance, the original prompt failed to ensure the en-1407

tire scene, including the background, maintained vi- 1408

sual coherence. The optimized prompt establishes 1409

“a historical 15th-century European setting” and 1410

stresses the importance of keeping the background 1411

consistent with this theme, thereby achieving visual 1412

harmony in the generated image. 1413

Contrast Errors: Contrast Errors arise when the 1414

overall contrast in the generated image is inappro- 1415

priate, leading to poorly defined distinctions be- 1416

tween elements. The optimized prompt resolves 1417

this by explicitly specifying the desired contrast 1418

and reinforcing related descriptions. For example, 1419

the lack of emphasis on visual contrast between ap- 1420

ples and leaves resulted in less defined distinctions 1421

in the images. The optimized prompt highlights 1422

the contrast between the circular leaves and square 1423

apples to improve visual discrepancy, ensuring the 1424

generated image reflects the intended clarity and 1425

distinction through enhanced contrast. 1426

Color Disharmony Errors: Color Disharmony 1427

Errors occur when colors in the generated image 1428

clash or fail to create a harmonious visual effect. 1429

The optimized prompt addresses this by emphasiz- 1430

ing the need for overall color coordination and pro- 1431

viding a harmonious color scheme. For example, 1432

the lack of emphasis on color harmony between el- 1433

ements led to disjointed visual tone representations. 1434

By emphasizing color harmony and warm tones, 1435

the optimized prompt established better visual and 1436

thematic coherence. 1437

Emotional Tone Errors: Emotional Tone Errors 1438

occur when the overall image fails to convey the 1439

intended emotional tone. The optimized prompt 1440

addresses this by elaborately describing the emo- 1441

tional atmosphere and integrating elements like 1442

color, lighting, and composition, while emphasiz- 1443

ing emotional keywords. For example, the original 1444

prompt failed to capture the intended sadness in 1445

the scene of a solitary figure by the window. The 1446

optimized prompt counters this by specifying “a 1447

melancholic atmosphere with soft blue and gray 1448

tones,” ensuring the generated image aligns with 1449

the desired emotional impact through cohesive use 1450

of color and lighting. 1451

Object Boundary Errors: Object Boundary Er- 1452

rors occur when the boundaries of objects in the 1453

generated image are unclear or incomplete. The 1454

optimized prompt addresses this by detailing the 1455

object’s contours, edge characteristics, and contrast 1456

with the background, thereby emphasizing clear 1457

boundaries. For instance, the original prompt re- 1458

sulted in a tree whose edges blended ambiguously 1459
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with the background, making the boundary unclear.1460

The optimized prompt specifies that the tree should1461

have “crisp, well-defined edges with high contrast1462

against the sky” ensuring the object stands out dis-1463

tinctly in the generated image.1464
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