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Abstract

A key challenge in the design of effective social protection programs is determining
who should be eligible for program benefits. In low and middle-income countries,
one of the most common criteria is a Proxy Means Test (PMT) – a rudimentary
application of machine learning that uses a short list of household characteristics to
predict whether each household is poor, and therefore eligible, or non-poor, and
therefore ineligible. Using nationwide survey data from six low and middle-income
countries, this paper documents an important weakness in this use of machine
learning: that the accuracy of the PMT prediction algorithm decreases steadily over
time, by roughly 1.5-1.9 percentage points per year. We illustrate the implications
of this finding for real-world anti-poverty programs, which typically update the
PMT model only every 5-8 years, and then show that the aggregate effect can be
decomposed into two forces: “model decay” caused by model drift, and “data
decay” caused by changing household characteristics. Our final set of results
show how an understanding of these forces can be used to optimize data collection
policies to improve the efficiency of social protection programs.

1 Introduction

Each year, over a trillion dollars are spent on social protection programs globally, making up on
average 13% of each country’s gross domestic product [1]. Many of these programs are targeted,
providing benefits to only eligible households. In low- and middle-income countries (LMICs), where
high-quality poverty data is often unavailable, incomplete, or out-of-date [2], a rudimentary machine
learning approach called a proxy means test (PMT) is a dominant targeting method. PMTs are
currently in use in over fifty LMICs collectively containing over a billion people [3], making them
one of the more widespread and consequential use cases of machine learning in government policy.

Proxy-means tests [4] use a machine learning (ML) model to predict per capita household con-
sumption from data on household characteristics, including assets and demographics, collected in
a comprehensive social registry. The ML model is trained on a representative household sample
survey containing consumption expenditure labels; the model is then used to estimate the per capita
consumption of every household for which characteristics are available in the registry. Program
eligibility is determined by a threshold on estimated consumption.

PMT accuracy, typically quantified through targeting error rates of wrongful inclusion and exclusion,
has been evaluated in a large number of papers [5, 6, 7, 4, 8, 9, 10]. However, the vast majority
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of this literature looks at the performance of a PMT at a single point in time — the moment when
the PMT data are collected and the PMT decision rule is implemented — which is also when the
performance of the PMT is highest. In practice, most PMT-based targeting approaches are updated
infrequently [11, 12]. This delay occurs because the updates are costly, involving some combination
of (i) updating the household-level data in the registry with a “PMT sweep”, which we estimate costs
around $57 million purchasing power parity (PPP) in the median country (of the 13 for which we
have data); and (ii) recalibrating the ML model with a new sample survey, which has a median cost
of $14 million PPP.

In the time gap between PMT data collection and when policy decisions are made based on these
data, the living conditions and poverty status of households may change. In this paper, we adapt the
dataset shift framework [13] to quantify how PMT accuracy is impacted by gaps in time between
data collection and PMT deployment. Leveraging 25 rounds of survey data from six countries over
twelve years, we find that (i) for each year that a PMT is not updated, it explains 6 percentage points
less of the variation in household consumption, resulting in an increase of targeting errors of 1.5-1.9
percentage points, (ii) data decay (losses in PMT accuracy due to covariate shift in PMT covariates)
is roughly three times as powerful as model decay (losses in accuracy due to model drift in the learned
relationship between the covarites and consumption expenditure), and (iii) based on international
information on survey costs, most social protection programs should aim to collect social registry
data and recalibrate the PMT model every 1-3 years.

2 Methods and Results

2.1 Data

Our analysis relies on publicly available panel surveys from the Living Standards Measurement Study
(LSMS) in Ethiopia, Nigeria, Tanzania, and Uganda, the Ghana Panel Survey, and Peru’s Encuesta
National de Hogares. Each panel contains between three and five rounds, covering between five
and eleven years (Table S1). Since our analysis relies on observing changing households conditions,
we consider only households that appear in all rounds of the survey in each country. The resulting
sample sizes range from 424 households in Tanzania to 3,393 households in Ghana.

2.2 Machine learning approach

Following the standard implementation of a PMT [4, 14, 9], we construct a machine learning
experiment in which log-transformed per capita household consumption expenditure2 is estimated
based on “registry covariates” including: (i) housing-related variables, such as the material of the
roof, walls, and floor; amenities such as a toilet or electricity; and information on building size and
ownership, (ii) asset ownership variables unique to each country’s context, and (iii) demographic
information such as such as household size, number of children, and characteristics of the household
head. Our base specification divides the surveyed households of each country randomly into a training
set of 75% of households and an evaluation set of 25%. For each survey round, we train our machine
learning models to predict per capita household consumption from the social registry covariates on
training set households, and evaluate performance on the test set. Survey weights are used both in
training and in calculating the accuracy metrics.

The primary machine learning approach we test is a linear regression paired with stepwise forward
selection of input variables. Although a variety of machine learning models are used for PMTs in
practice, and recent work has suggested that more complex models may provide marginal accuracy
gains [9, 8, 15], linear regression with stepwise forward selection remains a standard approach to
calibrating PMTs. We also compare the performance of the stepwise approach with a number of
other models, including ordinary least squares with the full set of registry covariates, the LASSO, a
random forest, and a gradient boosting machine (Table S2).

To evaluate PMT performance, we calculate the R2 score and Spearman’s rank correlation between
predicted and ground truth consumption values on the test set. We also calculate targeting error rates
of the PMT for hypothetical cash transfer programs that aim to target the poorest 20% and 40% of

2Throughout our consumption expenditure measures are adjusted for inflation across survey years using the
consumer price index and then converted to purchasing power parity (PPP) dollars.
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Table 1: Quantifying yearly decay for a PMT that is not updated

Baseline Performance Combined Spec. Decomposed Spec.
Data Decay Model Decay Interaction Term

R2 0.5053 -0.0610*** -0.0544*** -0.0479*** 0.0058***

(0.0064) (0.0103) (0.0103) (0.0021)

Spearman 0.6923 -0.0287*** -0.0347*** -0.0115*** 0.0033***

(0.0040) (0.0033) (0.0033) (0.0007)

TER(20) 0.4667 0.0186*** 0.0207*** 0.0078*** -0.0020***

(0.0021) (0.0018) (0.0018) (0.0004)

TER(40) 0.2947 0.0148*** 0.0167*** 0.0057*** -0.0014***

(0.0016) (0.0013) (0.0013) (0.0003)

Notes: Left: Average pre-decay performance (across countries). Middle: combined decay parameterization.
Right: Decomposing combined decay into data decay, model decay, and their interaction. Stars determine
statistical significance: * indicates p < 0.10, ** indicates p < 0.05, and *** indicates p < 0.01.

households.3 All evaluation metrics are calculated separately for 100 simulations with random data
splits, and the average across splits is reported.

2.3 Quantifying decay

To simulate decay caused by temporal gaps between data collection, model calibration, and de-
ployment, we conduct the same machine learning experiment described in the base specification
above, but this time introduce lags between training and evaluation sets. We start by estimating
combined decay, the setting in which the PMT model and the social registry covariates are equally
out-of-date. To simulate combined decay, the ML model is trained on the training set from round wi,
and performance metrics are calculated on the test set using predictions based on covariates from
round wi versus ground truth consumption data from round wj , for all i = j in the panel survey. To
estimate combined decay, we regress the difference between PMT performance with temporal lags
and performance using data that matches the time of the evaluation on the temporal lapse.

Next, to estimate the contributions of model and data decay to combined decay in PMT accuracy,
we expand our dataset to include lag combinations where the model and data are unequally out-
of-date. In this setting, the ML model is trained on the training set from round wi, performance
metrics are calculated on the evaluation set predictions that use covariates from round wj , and true
consumption data is taken from round wk, for all i, j <= k in the panel survey. In our decomposed
specification, we regress decay on the time since model calibration, the time since data collection,
and the interaction of the two.

We find that the PMT’s accuracy degrades significantly over time: our combined decay estimates in
Table 1 below and Figure S1 indicate that each year that a PMT is not updated results in a reduction
of roughly six percentage points of the explained variation in household consumption. Targeting
errors increase by between 1.5 and 1.9 percentage points each year, depending on the total coverage
of the program. To put these numbers in context, with a program the size of PROGRESA in Mexico
(which provides benefits to approximately 2.6 million households annually [16]), a delay of five
years between PMT updates would be expected to produce around 200,000 additional exclusion and
inclusion errors. We also find that although data decay and model decay contribute approximately
equally to decreases in the R2 score (coefficients of -5.4 and -4.8 percentage points, respectively), data
decay is approximately three times more powerful in increasing targeting errors: decay parameters of
1.7-2.1 and 0.6-0.8 percentage points per year, respectively.

3Under such a quota approach, inclusion and exclusion error rates are equal and referred to as the targeting
error rate (TER), following [14]. We notate the targeting error rate with the relevant quota: for example, the
targeting error rate for a program aiming to reach the poorest 20% of households is notated TER(20).
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Table 2: Recommended updating policies for selected real-world social protection systems
Country Budget per Household Recommendation

Argentina $261 2

Benin $20 10

Colombia $184 3

Congo $1,163 1

Costa Rica $2,651 1

Ecuador $1,060 1

El Salvador $721 1

Country Budget per Household Recommendation

Ghana $106 4

Jamaica $835 1

Mexico $1,465 1

Peru $156 3

Philippines $194 3

Togo $69 6

Median $261 2

Notes: Recommended updating policies calculated using program data from the Manchester Social Assistance
Database [3], registry coverage data from [17], [18], [19], and [20], population data from the World Bank [21],
and average household size data from the UN [22]. We assume 11% of each program’s budget goes towards
administrative costs [23]. The recommended updating frequencies assume a program coverage level of 20%
(although recommended strategies are generally fairly robust across coverage levels). For all real-world programs,
the recommended updating policy is symmetrical (that is, the ML model is recommended to be recalibrated
at the same frequency as PMT sweeps), though non-symmetrical updating policies may be recommended for
alternative benefit levels (see Figure S2). All costs are measured in 2015 USD PPP.

2.4 Assessing model and data refresh policies

Data collection for model recalibration and PMT sweeps is costly, but our results show that accuracy
decay leads to a mis-allocation of social assistance towards households that are ineligible. The
resulting dilemma for policymakers is how to balance survey cost and accuracy decay economically.

We test a set of 100 model and data refresh policies, representing every combination of social registry
data updating and PMT model recalibration frequency from every 1-10 years. We consider the best
updating policy as the one that minimizes the total cost of social registry data collection, consumption
survey data collection for calibrating the PMT model, and benefit payments lost to mis-targeting.4
We estimate the costs of consumption sample surveys and social registry data collection based on
the median reported in the literature (Tables S3 and S4), coming out to $3.33 PPP per social registry
household for the consumption sample suvey to train the PMT, and $13.31 PPP per social registry
household for PMT covariate data collection. The best updating policy will also depend on the
program’s coverage, the size of the social registry, and the benefit amount that the program provides.

Table 2 analyzes thirteen social protection systems for which data on design parameters (including
registry coverage and program budget) are available from the Manchester Social Assistance Explorer
[3], paired with our estimates of the best updating strategy. While information on status quo updating
policies is not generally available a gap of 5-8 years is typical [11]. Our results call for more frequent
updating: most programs should collect new registry data and update their ML model every 1-3 years.

3 Discussion

Our work investigates the impact of dataset shift on the widely applied predictive modelling task of
proxy means testing. We find that 1.5-1.9% of intended social assistance beneficiaries are excluded
if the ML model and registry covariates used in a PMT are allowed to go out-of-date by a single
year. By year five, which may be a fair estimate of the lag between data collection rounds [11, 12],
that number has risen to around 8.5% of beneficiaries. These figures and the scale of targeted social
assistance programs [3, 24] suggest that millions suffer the effects of accuracy decay each year.

There are several extensions of this work that we are currently exploring. First, we are investigating
the welfare impacts of data and model decay using the framework from [5], and identifying welfare-
maximizing PMT updating policies. Second, we are quantifying additional loss in PMT accuracy
resulting from the creation of new households over time (see [25] on the importance of complete
household lists). Third, and most central to our ongoing analysis, we are exploring methods from
the domain adaptation and domain generalization literature [26] to design “decay-robust PMTs” less

4In ongoing work, we are also testing an alternative approach to identifying the best recalibration frequency
based on optimizing a utility function assuming a fixed budget for data collection and program benefits.
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prone to dataset shift than the standard approach. Specifically, we are comparing state-of-the-art
approaches from the ML literature (such as invariant risk minimization [27], distributionally robust
optimization [27], and CORAL [28]) to simpler feature selection approaches to reduce decay. Our
preliminary results indicate substantial decreases in decay from eliminating unstable features, but
little improvement from domain adaptation and generalization methods.5

5This preliminary result is consistent with other recent work that has found little benefit of domain general-
ization methods “in the wild” [26].
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Supplementary Tables and Figures

Table S1: Panel surveys used in our analysis

Country Survey Waves Households Social Registry
Covariates

Ethiopia Three waves over five years: 2011, 2013, 2015 3,169 52
Ghana Three waves over eight years: 2009, 2013, 2017 3,393 54
Nigeria Four waves over nine years: 2010, 2012, 2015, 2018 1,237 48
Peru Five waves over five years: 2015, 2016, 2017, 2018, 2019 1,575 28
Tanzania Five waves over eleven years: 2008, 2010, 2012, 2014, 2019 424 68
Uganda Five waves over seven years: 2009, 2010, 2011, 2013, 2015 1,041 32

Notes: Summary statistics on the six panel surveys used throughout our analysis.

Table S2: Estimates of combined decay for different ML models

Stepwise + LR LR LASSO Random Gradient
Forest Boosting

R2 -0.0610*** -0.0682*** -0.0580*** -0.0597*** -0.0645***
(0.0064) (0.0068) (0.0066) (0.0059) (0.0064)

Spearman -0.0287*** -0.0307*** -0.0293*** -0.0308*** -0.0324***
(0.0040) (0.0039) (0.0041) (0.0042) (0.0043)

TER(10) 0.0173*** 0.0180*** 0.0166*** 0.0162*** 0.0198***
(0.0021) (0.0023) (0.0022) (0.0027) (0.0027)

TER(20) 0.0186*** 0.0200*** 0.0184*** 0.0204*** 0.0229***
(0.0021) (0.0023) (0.0023) (0.0022) (0.0023)

TER(30) 0.0170*** 0.0185*** 0.0181*** 0.0187*** 0.0193***
(0.0017) (0.0019) (0.0019) (0.0020) (0.0020)

TER(40) 0.0148*** 0.0165*** 0.0155*** 0.0151*** 0.0163***
(0.0016) (0.0016) (0.0017) (0.0018) (0.0018)

Notes: Replication of results on combined decay in Table 1 for five different ML ap-
proaches. Stars are determined by statistical significance of the coefficient in the relevant
regression specification: * indicates p < 0.10, ** indicates p < 0.05, and *** indicates
p < 0.01.
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Table S3: Estimates of consumption survey costs

Total cost Year Number of HH Cost per HH Cost per per HH
(USD Nominal) in Country in Registry in Registry

(USD Nominal) (2015 PPP)

Afghanistan $2,289,000 2014 4,125,000 $2.64 $8.97
Bangladesh $793,600 2010 32,975,809 $0.11 $0.40
Colombia $1,936,000 2014 13,336,556 $0.69 $1.20
Costa Rica $1,436,391 2006-2012 1,353,312 $5.05 $8.67
Ethiopia $1,313,739 2011 20,532,887 $0.30 $1.13

Guatemala $1,559,790 2014 3,188,816 $2.33 $4.83
Iraq $3,874,000 2012 4,397,980 $4.19 $9.76

Kyrgyzstan $245,784 2003 1,200,786 $0.97 $7.59
Malawi $2,441,929 2010 3,365,799 $3.45 $8.09

Myanmar $295,200 2015 12,258,083 $0.11 $0.42
Nepal $1,233,528 2010 6,173,083 $0.95 $3.29

Nicaragua $773,906 2014 1,193,976 $3.09 $7.97
Niger $1,188,000 2011 3,757,198 $1.51 $3.36

Nigeria $1,995,896 2010 35,970,814 $0.26 $0.59
Tanzania $1,008,885 2014 10,370,317 $0.46 $1.02
Uganda $1,178,100 2008 6,683,515 $0.84 $2.62

Peru $2,275,216 2009 7,691,993 $1.41 $3.30
Yemen $4,291,200 2014 4,142,284 $4.93 $10.87
Median $1,375,065 5,285,532 $1.19 $3.33

Notes: Details of consumption survey cost calculations. Data on survey costs are based on data from the
LSMS [29]. Data on the number of households in each country are based on population size are from
the World Bank [21], and average household size information from the United Nations [22]. The cost per
household in a hypothetical social registry is based on a median global social registry coverage of 21% from
[17]. Costs are converted to local currency (with exchange rates from the World Bank [21]), to PPP, and then
deflated to 2015 PPP based on the US GDP deflator (PPP exchange rates and GDP deflator are taken from
the IMF Economic Outlook Database [30]).

Table S4: Estimates of PMT survey costs

Country Year Cost per Survey Cost per Survey Source
(USD Nominal) (2015 PPP)

Burkina Faso 2016 $5.69 $15.52 [31]
Chad 2016 $9.50 $22.58 [31]

Honduras 2008 $2.62 $6.46 [32]
Indonesia 2009 $2.70 $9.93 [6]

Mali 2016 $4.00 $11.11 [31]
Niger 2016 $6.80 $15.52 [31]
Peru 2010 $3.05 $6.32 [32]

Tanzania 2017 $12.00 $29.38 [33]
Median $4.85 $13.31

Notes: Cost per household in the social registry for PMT surveys, from
four sources. Survey costs are converted to local currency (with exchange
rates from the World Bank Development Indicators [21]), to PPP, and then
deflated to 2015 PPP based on the US GDP deflator (PPP exchange rates
and GDP deflator are taken from the IMF Economic Outlook Database
[30]).
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Figure S1: Linear combined decay estimates plotted separately for each country for the coefficient of determi-
nation (left) the targeting error rate for a program with 20% coverage (middle), and the targeting error rate fora
program with 40% coverage (right).

Figure S2: Summary of optimal PMT updating strategies for different program coverage levels (each shown in
a different subplot) and different average values of benefits per household in the social registry (shown in colored
markers, where markers are colored and sized by the average benefit value). Benefit values are measured in USD
2015 PPP. The X-Y location of the marker on each plot denotes the optimal policy, with the model recalibration
frequency (in years) on the x-axis and the frequency of PMT sweeps to collect social registry data (also in years)
on the y-axis.
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