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Abstract

Multi-task learning (MTL), a powerful001
paradigm in the field of machine learning002
enables us to learn and handle multiple003
different tasks simultaneously. Numerous004
advantages and novel approaches of MTL005
inspire us to analyze how MTL performs for006
low-resource languages such as Bengali. This007
paper proposes a fusion-based multilingual008
MTL framework for sentiment and emotion009
classification in Bengali and English languages010
with the help of transformer-based multilingual011
BERT and MuRUL models. Our fusion-based012
best-performing MTL framework achieves013
a macro F1 score of 71.14 and 38.92 for014
sentiment and emotion classification in the015
Bengali language and 67.09 and 83.48 for016
sentiment and emotion classification in the017
English language.018

1 Introduction019

Bengali is the 6th most popular language in the020

world spoken by over 200 million peoples1. Also,021

it is the second most spoken language Indian sub-022

continent and the national and most widely spoken023

language in Bangladesh.024

With the popularity of social media and the inter-025

net, the number of Bengali language-spoken users026

significantly increased in the past few years. As of027

2023, the total internet users in Bangladesh were028

66.94 million and among them, 44.7 million were029

social media users which is 26% of the total popu-030

lation (Kemp, 2023).031

Over the decades, with the advancement of ar-032

tificial intelligence, NLP methods can efficiently033

find sentiments and emotions in social media and034

other texts not only in English languages but also035

in low-resource languages such as Bengali. How-036

ever, most of the research focused on only learning037

one task: either sentiment classification or emotion038

analysis. But to find both sentiment and emotion in039

1https://salc.uchicago.edu/language-study/bengali

a sentence or text, we have to execute two separate 040

models which may increase overhead. 041

Multi-task learning (MTL) as the name suggests, 042

is a machine-learning technique that is capable 043

of learning multiple tasks at the same time. Re- 044

searches show that, in the majority of cases, MTL 045

models perform significantly better than their cor- 046

responding single-task learning (STL) framework 047

for similar kinds of tasks. 048

In this present article, we focused on develop- 049

ing an MTL framework to identify sentiment and 050

emotion for Bengali and English texts to analyze 051

how the joint learning of sentiment and emotion 052

impacts the performance of the tasks over their cor- 053

responding single-task learning (STL) performance 054

i.e. only sentiment classification or emotion classi- 055

fication. The main contributions of this paper can 056

be summarized as follows: 057

• We have developed two multilingual STL 058

models for sentiment and emotion classifi- 059

cation using transformer-based multilingual 060

BERT (Devlin et al., 2019) (mBERT) and 061

MuRIL (Khanuja et al., 2021) model. 062

• Followed by that two multilingual MTL 063

frameworks are proposed: one is MTL with 064

task-specific layers (MTL-TSL) and another 065

is MTL-TSL with fusion (MTL-TSLfusion) and 066

compared their performances with STL frame- 067

work. 068

• Our proposed MTL-TSL and MTL-TSLfusion 069

provide superior performance for sentiment 070

classification than their corresponding STL 071

framework for both Bengali and English lan- 072

guages. 073

2 Related Work 074

The concept of MTL was first proposed by Caruana 075

(1997). Liu et al. (2016) and Liu et al. (2017) pro- 076

posed MTL frameworks using LSTM and BiLSTM 077

for text classification. 078
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Majumder et al. (2019), Tan et al. (2023) and079

Savini and Caragea (2020) proposed MTL frame-080

works for sentiment and sarcasm classification. Ma-081

jumder et al. (2019) used GRU-based architecture082

and attention mechanism to classify sentiment and083

sarcasm whereas Tan et al. (2023) and Savini and084

Caragea (2020) used BiLSTM in their study. In085

addition, Savini and Caragea (2020) used a non-086

contextual pre-trained embedding FastText (Bo-087

janowski et al., 2016), which elevates their perfor-088

mance. Another sentiment and sarcasm analysis089

MTL work was proposed by El Mahdaouy et al.090

(2021) using the pre-trained BERT model where091

the authors focused only on Arabic languages.092

Singh et al. (2022) proposed an MTL architec-093

ture for emoji, sentiment and emotion analysis by094

using the ‘XLM-RoBERTa-Base’ (Liu et al., 2019)095

whereas Del Arco et al. (2021) proposed a BERT096

based MTL framework for classifying sentiment,097

emotion, hate speech and offensive language and098

target analysis.099

In this present article, we presented multi-lingual100

MTL framework for sentiment and emotion classi-101

fication in Bengali and English text. As per our lit-102

erature, MTL for low-resourced Bengali language103

is new and not widely explored.104

3 Dataset105

Two separate sentiment and emotion datasets were106

prepared to train our proposed MTL frameworks.107

Sentiment Dataset: The Bengali sentiment data108

was collected from the ‘SentNoB’ dataset (Islam109

et al., 2021). The ‘SentNoB’ dataset was prepared110

from the social media users’ comments on news111

and videos with a sample size of around 15K, an-112

notated each comment with one of three sentiment113

labels: positive, negative, and neutral.114

Furthermore, the ‘SentNoB’ dataset was ex-115

tended to the English texts, collected from the116

dataset provided by Barbieri et al. (2022).117

Emotion Dataset: The Bengali emotion an-118

notated data were collected from the ‘BanglaE-119

motion’(Rahman, Md Ataur, 2020) dataset. This120

dataset was prepared from Facebook comments121

based in Bangladesh with one of six emotion la-122

bels: angry, fear, happy, sad, disgust and surprise.123

Keeping these six emotion labels in mind, we ex-124

tended this dataset to English texts collected from125

‘GoEmotion’ (Demszky et al., 2020) and ‘emo-126

tion_dataset’ (Saravia et al., 2018).127

For testing, we used the same test splits provided128

by Islam et al. (2021), Rahman and Seddiqui (2019) 129

and Barbieri et al. (2022) for Bengali sentiment, 130

Bengali emotion and English sentiment classifica- 131

tion tasks respectively. For the English emotion 132

classification, the ‘GoEmotion’ dataset was anno- 133

tated with 28 emotional labels and we selected only 134

texts whose labels were matched in the labels of the 135

‘BanglaEmotion’ dataset. So, any official test split 136

for this dataset is invalid, rather we extracted 10% 137

data from the collected English emotional texts and 138

used it as a test dataset. 139

The data distribution of sentiment and emotion 140

training data is provided in Figure 1 and the distri- 141

bution for test data is provided in Table 1. 142
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Figure 1: Distribution of training data. (Top: sentiment
data distribution, Bottom: emotion data distribution.)

Task Label Bengali English

Sentiment

Negative 571 290
Neutral 361 290
Positive 654 290
Total 1586 870

Emotion

Anger 200 214
Disgust 100 35
Fear 60 203
Happy/Joy 300 204
Sad 200 136
Surprise 80 158
Total 940 950

Table 1: Distribution of Test data.

4 Methodology 143

This section discusses the methodologies of our 144

proposed work. We aim to develop a multilingual 145
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MTL framework that can classify sentiments and146

emotions at a time in Bengali and English texts.147

More specifically, we developed two multi-148

lingual MTL frameworks (MTL-TSL and MTL-149

TSLfusion) with the soft parameter-sharing approach150

where instead of using shared layers we used more151

task-specific layers. One of the reasons behind152

using two MTL frameworks is that we want to ana-153

lyze how MTL performs in all task-specific layers154

where no (or few) parameters are shared between155

the tasks and when we fuse the learning from two156

tasks. The proposed MTL frameworks is depicted157

in Figure 2158

Tokenization: The mBERT and MuRIL tok-159

enizers were used for their corresponding MTL160

and STL frameworks to tokenize each text into a161

sequence of tokens with a maximum length of 256.162

Model Selection: As previously mentioned the163

mBERT and MuRIL models were selected to de-164

velop the MTL and STL frameworks. One possi-165

ble reason behind this, both mBERT and MuRIL166

are multilingual models that can learn Bengali and167

English contexts in a text. Moreover, the MuRIL168

model was specifically trained on 17 Indian lan-169

guages and provides superior performance in dif-170

ferent benchmark datasets.171

MTL-TSL: The MTL framework with task-172

specific layers (MTL-TSL) is provided in Figure173

2(a) where the outputs of the transformer models174

were passed through a dropout layer of 0.2 followed175

by a dense layer of 512 neurons.176

Dropoutsen = PoolerOutputsen177

Densesen = ReLU(Dropoutsen)178

and,179

Dropoutemo = PoolerOutputemo180

Denseemo = ReLU(Dropoutemo)181

Where ‘PoolerOutput’ represents the last hidden182

state output of transformer models.183

MTL-TSLfusion: The MTL-TSLfusion is pro-184

vided in Figure 2(b) where instead of all straight-185

forward task-specific layers, the feature representa-186

tion of PoolerOutput from sentiment and emotion187

transformer models followed by a dropout layer of188

0.2 were concatenated (fused) to get a fusion of189

sentiment and emotion learning and then passed190

the fused output to the Densesen layer as an input.191

Densesen = ReLU(Dropoutsen ⊗Dropoutemo)192

Denseemo = ReLU(Dropoutemo)193

Where ⊗ represents the concatenation of layers. 194

Classification: The outputs of the Densesen 195

and Denseemo were passed as an input to the final 196

classification layer of 3 and 6 neurons respectively 197

with the softmax activation function. 198

Psen = softmax(Densesen) 199

Pemo = softmax(Denseemo) 200

Training: Before beginning the training process 201

we randomly split the training dataset into 9:1 ratio 202

where 90% data were used for training and 10% 203

data were used as validation split. 204

We trained our proposed models up to 5 epochs 205

and the learning rate was taken as 2e-5 with Adam 206

optimizer (Kingma and Ba, 2014). For the multi- 207

task loss function, the ‘SparseCategoricalCrossen- 208

tropy’ loss function was used and monitored the 209

loss for the validation split of the training dataset. 210

Ltotal = Lsen + Lemo 211

Where Lsen and Lemo represent the loss for senti- 212

ment and emotion tasks. 213

5 Experiment and Result 214

5.1 Experimental Setup 215

All the experiments were performed using the ‘Ten- 216

sorFlow’, ‘Keras’ and ‘Scikit-Learn’ libraries and 217

the pre-trained models were used using the ‘Hug- 218

gingFace’ API. We evaluated our MTL and STL 219

frameworks with accuracy and macro-averaged F1 220

scores with STL frameworks as a baseline. 221

5.2 Result 222

The results for sentiment and emotion classifica- 223

tion for both STL and MTL are provided in Table 224

2 and 3 respectively. As deep learning models may 225

generate different results in different runs, there- 226

fore, all the proposed frameworks were trained and 227

evaluated 5 times and reported the median results. 228

Sentiment Classification: The sentiment clas- 229

sification result is provided in (Table 2) where the 230

MuRIL-based MTL-TSLfusion model provides the 231

best result for both Bengali and English languages 232

with an F1-score of 71.14 and 67.09 respectively 233

which is 2.89% and 1.92% improvement in for 234

MuRIL based Bengali sentiment classification and 235

MuRIL based English sentiment classification re- 236

spectively. 237

In contrast, the mBERT-based MTL-TSL frame- 238

work didn’t perform well and a performance drop 239
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Figure 2: Proposed MTL framework for training: (a) MTL with all task-specific layers (MTL-TSL); (b) MTL-TSL
with fusion (MTL-TSLfusion).

was observed compared to their corresponding STL240

frameworks.241

Bengali English
Acc F1 Acc F1

STL(mBERT) 69.55 67.63 62.99 62.72
STL(MuRIL) 71.69 69.10 66.44 65.80
MTL-TSL(mBERT) 69.92 66.83 61.15 61.72
MTL-TSL(MuRIL) 74.15 70.66 65.86 65.55
MTL-TSLfusion(mBERT) 68.22 65.92 61.95 61.50
MTL-TSLfusion(MuRIL) 74.15 71.14 66.44 67.09

Table 2: Sentiment classification result for Bengali and
English language.

Bengali English
Acc F1 Acc F1

STL(mBERT) 50.85 34.74 83.89 81.33
STL(MuRIL) 54.36 39.64 85.68 83.16
MTL-TSL(mBERT) 49.68 33.58 84.52 81.35
MTL-TSL(MuRIL) 54.25 38.51 85.68 82.50
MTL-TSLfusion(mBERT) 50.42 34.10 84.21 81.40
MTL-TSLfusion(MuRIL) 53.83 38.92 85.68 83.48

Table 3: Emotion classification result for Bengali and
English language.

Emotion Classification: The emotion classifi-242

cation results are provided in Table 3 where the243

MuRIL-based frameworks outperform the mBERT-244

based frameworks for both STL and MTLs. How-245

ever, for emotion classification in the Bengali lan-246

guage, the MTLs didn’t perform well and a per-247

formance (F1-score) drop of 2.85% and 1.81% 248

was observed in MTL-TSL(MuRIL) and MTL- 249

TSLfusion(MuRIL) frameworks respectively com- 250

pared to STL(MuRIL) framework. 251

Moreover, the MuRIL-based STL framework 252

shows an F1-score improvement of 16.14% than 253

the best F1-score provided by Rahman and Sed- 254

diqui (2019)2. In addition, the MuRIL-based MTL- 255

TSL and MTL-TSLfusion frameworks show an F1- 256

score improvement by 13.68% and 14.59%. 257

In the case of Emotion classification in the En- 258

glish language, the MuRIL-based MTL-TSLfusion 259

framework provides the best F1-score of 83.48 260

which is 0.38% improvement over the correspond- 261

ing STL framework. 262

6 Conclusion 263

In this paper, we proposed a fusion-based MTL 264

framework for sentiment and emotion classification 265

in Bengali and English languages by transformer- 266

based pre-trained models mBERT and MuRIL and 267

our proposed MTL models outperform their corre- 268

sponding STL models for sentiment classification 269

in both Bengali and English languages. However, 270

the emotion classification doesn’t perform well for 271

the Bengali language in the MTL framework and 272

we’ll try to improve the performance of Bengali 273

emotion classification in our future works. 274

2The authors reported 0.3324 as their best F1-score.
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Limitations275

Our proposed work also has some limitations.276

Firstly, the dataset size in this experiment is rel-277

atively small. In future, we’ll experiment with278

a larger dataset to validate the robustness of the279

model. Secondly, we have considered only two280

multilingual models: mBERT and MuRIL. There281

are also more available multilingual models such282

as XLM-RoBERTa (Liu et al., 2019) or IndicBERT283

(Kakwani et al., 2020) etc., and we’ll explore them284

in the future. Thirdly, we have done the experi-285

ments with pre-trained models only. In future, we’ll286

aim to develop an MTL model from scratch. And287

lastly, we did the experiments with fewer compar-288

isons of hyperparameters (learning rate=1e-5/2e-289

5/3e-5, batch size=8, epochs = 3/4/5). In future,290

we’ll do more hyperparameter tuning to develop a291

more fine-tuned model.292
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