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Abstract

Large language models (LLMs) have demon-
strated strong capabilities in solving a wide
range of programming tasks. However, LLMs
have rarely been explored for code optimiza-
tion. In this paper, we explore code optimiza-
tion with a focus on performance enhancement,
specifically aiming to optimize code for mini-
mal execution time. The recently proposed first
PIE dataset for performance optimization con-
structs program optimization pairs based on it-
erative submissions from the same programmer
for the same problem. However, this approach
restricts LLMs to local performance improve-
ments, neglecting global algorithmic innova-
tion. Therefore, we adopt a completely differ-
ent perspective by reconstructing the optimiza-
tion pairs into a problem-oriented approach.
This allows for the integration of various inge-
nious ideas from different programmers tack-
ling the same problem. Experimental results
demonstrate that adapting LLMs to problem-
oriented optimization pairs significantly en-
hances their optimization capabilities. Mean-
while, we identified performance bottlenecks
within the problem-oriented perspective. By
employing model merge, we further overcame
bottlenecks and ultimately elevated the pro-
gram optimization ratio (51.76% — 76.65%)
and speedup (2.65x — 5.09x) to new levels.

1 Introduction

Code generation has become one of the most
promising applications of LLMs and Code LLMs.
Models such as GPT-4 (Achiam et al., 2023),
CodeLLama (Roziere et al., 2023), StarCoder (Li
et al., 2023), WizardCoder (Luo et al., 2024), and
Deepseek-Coder (Guo et al., 2024) have garnered
great attention from academia and industry due to
their remarkable code generation capabilities.
Despite their impressive code generation capa-
bilities and high correct rate (Pass@k) in widely
used benchmarks such as HumanEval (Chen et al.,
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Figure 1: Comparison of User-Oriented and Problem-
Oriented code optimization for the same problem.

2021) and MBPP (Austin et al., 2021), the code
generated by these models is often not immedi-
ately usable in real-world scenarios. In practice,
the code must also be optimized to meet specific
constraints. For instance, in IoT applications where
physical resources are limited, it is crucial to min-
imize code memory usage to ensure efficient op-
eration (Park and Kim, 2024). Similarly, in low-
latency scenarios such as high-frequency trading
systems, the code must be optimized for time com-
plexity and efficiency to handle large volumes of
transactions swiftly and accurately (Bilokon and
Gunduz, 2023). These practical scenarios highlight
the need for code optimization to meet applica-
tion requirements. Although low-level optimizing
compilers and other performance engineering tools
have made significant advancements (Alfred et al.,
2007; Wang and O’Boyle, 2018), programmers
still bear the primary responsibility for high-level



<std 1
using namespace std;
typedef long 11;

int main() {
int length;
11 arr[200000];

11 res[200000] = {0};
11 temp = 0O;
11l m = 2147483647;

scanf ("%d", &length);

for (int i = 0; i < length;
++1) |
scanf ("%1d", &arr[i]);

}

res[0] = arr([0];
for (int i = 1; i < length;
F+1) |
res[i] += res[i - 1] +
arr[i];

}
for (int i = 1; i < length;

using namespace std;
#define int long long

typedef vector<int> vi;
const int INF = 1el8 + 5;

void solve () {
int n;
cin >> n;
vi v(n), pre(n);
int mn = INF, s = 0;

for(int i = 0; i < n; i++) cin
>> v[il;

pre[0] = v[0];

for(int 1 = 1; i < n; i++)
pre[i] = v[i] + prel[i -
115

for(int 1 = n - 1; 1 >= 1;
i--) |

s += vI[i];
mn = min(mn, abs(prel[i -

const int MAX = 2e5 + 5;
int a[MAX];
int main() {
int n;
long long sum = 0;
scanf ("%d", &n);
for (int i = 0; 1 < n; 1i++)
{
scanf ("%d", a + 1i);
sum += al[il;

}

long long left,right,temp;
left = sum aln 115

right = a[n - 1];

long long min = left > right ?

left - right : right -
left;

left = 0;

for (int i = 0; 1 < n-2; 1i++)

{
left += ali];
right = sum - left;

printf ("$1d\n", m); signed main() {

F+i) | 1] s)) i temp = left > right ? left
temp = abs(res[length - 1] } - right : right -
- res[i - 1] * 2); cout << mnj; left;
m = min(temp, m); } if (temp < min)
} min=temp;

return 0; speed; printf ("$d\\n", min);
} int t = 1; return 0;
while(t——) solve(); }

}

(a) userl, initialization version.

(c) another user submitted version.

(b) userl, iteration version.

Figure 2: The three submitted code solutions all address problem "p03661", which asks for a split point in an
array that minimizes the absolute difference between the sums of the two parts. Solutions (a) and (b) are different
submissions from same user "u018679195". In (a), the prefix sum is calculated first, then the minimum difference is
computed from start to finish. In (b), the prefix sum is also calculated first, but the minimum difference is computed
from end to start, avoiding additional multiplication operations. Solution (c), from user "u353919145", calculates
the difference between the left and right sums in real-time, requiring only one pass through the loop. It can be seen
that solutions (a) and (b) only make local changes, while (c) constructs a more efficient algorithm.

performance considerations, including the selec-
tion of algorithms and APIs. However, automating
high-level code optimization remains a significant
challenge and has not been widely explored due
to the need for understanding code semantics and
performing optimizations accordingly.

Code optimization can proceed in many direc-
tions. In this paper, we focus on time performance
optimization for practical considerations, aiming to
minimize program execution time during the opti-
mization process. Fortunately, Shypula et al. (2024)
proposed the first program performance optimiza-
tion dataset, PIE, which includes C++ programs
designed to solve competitive programming prob-
lems, as C++ is a performance-oriented language.
PIE tracks a single programmer’s submissions over
time, identifying sequences of edits that lead to
performance improvements. Each sample in the
dataset consists of a pair of code solutions—a slow
solution and a fast solution—submitted iteratively
by the same user for the same problem. Meanwhile,

Shypula et al. (2024) have preliminarily demon-
strated the feasibility of adapting Code LLMs to
code optimization through finetuning.

However, inspired by the iterative process of real
software development and an in-depth observation
and analysis of PIE, we found that this method of
constructing code optimization pairs based on iter-
ative submissions and optimizations by the same
user for the same programming problem, although
reflecting the direction of code optimization, is lim-
ited by the single programmer’s thought patterns.
This often results in the program evolving and im-
proving incrementally based on previous logic and
paradigms. As shown in Figure 2, 2a and 2b are
iterative submissions by the same user for the same
problem. 2b, compared to 2a, did not change the
overall algorithm but simply avoided some addi-
tional multiplication operations. In contrast, 2c is
a submission by another user that presents a more
efficient algorithm to solve the same problem.

In actual code review and refactoring processes,



the original author of the code typically does
not participate. Instead, these tasks are assigned
to other programmers to avoid cognitive inertia,
which can hinder significant improvements. In real-
ity, it is often the clash of different perspectives that
sparks innovation. When addressing the same pro-
gramming problem, different programmers bring
diverse viewpoints and approaches, leading to var-
ied algorithms and paradigms. This insight in-
spired us to adopt a different approach. By shifting
from an original author-oriented perspective to a
problem-oriented perspective, we restructure the
optimization pairs that were initially composed by
the same programmer. The new problem-oriented
optimization pairs integrate the diverse and innova-
tive ideas of different programmers tackling the
same problem. Experimental results show that
adapting Code LLMs to problem-oriented optimiza-
tion pairs significantly enhances their code opti-
mization capabilities. However, while Code LLMs
exhibit excellent optimization ratios and speedup
under these pairs, further improvements are primar-
ily constrained by correctness issues. To address
this performance bottleneck, we draw inspiration
from the idea that different models have their own
strengths, and combining them can retain quality
while providing additional benefits. Based on this
idea, we utilize model merging to overcome this
bottleneck, ultimately elevating the optimization
ratio of from 51.76% to 76.65% and the speedup
from 2.65X to 5.09%, compared to the baseline.
To facilitate further exploration in code optimiza-
tion, we have made the problem-oriented dataset,
code, and evaluation scripts publicly available!. In
summary, our contributions are as follows:

e We thoroughly analyze the limitations of user-
oriented program pairs and, for the first time,
propose a problem-oriented perspective for
code optimization.

o Adapting Code LLMs to problem-oriented
program optimization pairs can significantly
enhance the optimization ratio and Speedup
across different Code LLMs and models with
varying parameter scales.

e We identify the current performance bottle-
necks in code optimization and achieve further
breakthroughs through the method of model
merging. Extensive experiments and analysis
provide insights for the further development of

"https://anonymous.4open.science/r/
code-optimization—-85ED

the code optimization domain.

2 Related Works
2.1 LLMs for Code-Related Tasks.

LLMs pre-trained on extensive code corpora have
exhibited impressive abilities in code generation
and other code-related tasks (Li et al., 2022; Ni-
jkamp et al., 2023; Roziere et al., 2023; Wei et al.,
2023; Guo et al., 2024). Numerous techniques and
frameworks have been proposed to improve the ac-
curacy of code generation, such as self-correction
(Chen et al., 2024; Zhong et al., 2024; Moon et al.,
2024; Olausson et al., 2024). However, as men-
tioned earlier, the research of LLMs for code op-
timization, a domain that is both practically sig-
nificant and highly challenging, has not yet been
widely explored in both academia and industry.

2.2 Code Optimization.

Program optimization has been a major focus of
software engineering for the past few decades (Ba-
con et al., 1994; Kistler and Franz, 2003). However,
high-level optimizations such as algorithm changes
remain elusive due to the difficulty of understand-
ing the semantics of code. Previous machine learn-
ing has been applied to improve performance by
identifying compiler transformations (Bacon et al.,
1994), optimizing GPU code (Liou et al., 2020),
and automatically selecting algorithms (Kerschke
et al., 2019). DeepPERF (Garg et al., 2022) uses
a transformer-based model fine-tuned to generate
performance improvement patches for C# applica-
tions. Shypula et al. (2024) proposed the first new
C++ dataset for program performance optimiza-
tion. However, this dataset is user-oriented, which
can lead to limitations due to localized optimiza-
tion, overlooking the adoption of globally optimal
algorithms and data structures.

3 Problem-Oriented Program
Optimization Dataset

Shypula et al. (2024) constructed the PIE dataset,
which focuses on optimizing program execution
time based on human programmers’ submission
for a range of competitive programming tasks from
CodeNet (Puri et al., 2021). The core idea behind
the construction of PIE is that given a problem,
programmers typically write an initial solution and
iteratively improve it. Formally, Y¥ = [y}, v4, ...]
be a chronologically sorted series of programs,
written by user w for the problem z. YY¥ is
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Figure 3: Statistical Analysis of Optimization Types.

removed for not accepted by the automated
system, eliminating incorrect programs or take
more than the allowed time to run, resulting in a
trajectory of programs: Y»* = [y}, y&*, ... y»*].
For each trajectory Y%*, construct pair P,, =
(W15 y3%), (W™ 93™), (3™, y3™) -, and  keep
only pairs for which (tlme(z’i)met(zge(y“)) > 10%
where time (y) is the measured latency of pro-
gram y (relative time improvements is more than
10%). Since all pairs in PIE are iterative versions
submitted by the same user, we subsequently
refer to this dataset as PIE-User. As shown in
Figure 2, program optimization pairs in PIE-User,
which consist of iterative submissions by the
same user, can easily cause LLMs to focus on
local performance improvements, neglecting
global algorithmic advancements and innovations.
Therefore, we restructured the PIE-User from a
problem-oriented perspective. For each program-
ming problem z, we collected valid submitted
solutions by different users and sorted them based
on benchmarked execution time (from slowest to
fastest), resulting in another trajectory:

Y2 = [yt ur 2 urt, s, uss, .

where u1, u2, uz represent different users, and yi“
represents the first valid submission by user . It
is evident that this trajectory interleaves submis-
sions from different users. Based on the Y%, we
reconstruct problem-oriented program performance

Dataset Unique Problems  Pairs
PIE-User Train 1,135 56,086
PIE-Problem Train 336 14,051
Val 110 2,769

Test 80 1,422

Table 1: Number of unique problem ids and pairs.

optimization pairs as following:
Py ={(1" 97%)s (0" 01®), (15 27,
(n*92°), (01, 92°), -}

t is important to note that we only retain pro-
gram pairs in [P, that demonstrate a relative time
improvement of greater than 90%. This is because,
in code optimization engineering practice, an op-
timization that reduces the runtime by an order of
magnitude compared to the pre-optimization run-
time is generally considered global and significant
(Atwood, 2012). We subsequently refer to this
problem-oriented program optimization dataset as
PIE-Problem. We retain the original validation and
test sets without any changes to ensure fair com-
parisons in subsequent evaluations. The statistical
results of the PIE-Problem are shown in the Table 1.
We meticulously reviewed and ensured that any par-
ticular competitive programming problem appeared
in only one of the train, validation, or test sets. It
can be seen that the PIE-Problem program opti-
mization pairs are fewer than the original PIE-User
pairs. This is because problem-oriented program
pairs have a high threshold, with each achieving at
least a 90% relative time improvement.

Furthermore, we randomly selected 1,000 pro-
gram optimization pairs from the PIE-User and PIE-
Problem datasets for analysis by GPT-4, and 100
pairs for human analysis to identify the types of op-
timizations made. The results are categorized into
three types: global algorithmic optimizations, local
optimizations, and others (such as code cleanup),
as shown in Figure 3 (details are provided in Ap-
pendix A). For PIE-User, true global algorithmic
optimizations account for a relatively small pro-
portion. In contrast, most of the program pairs in
PIE-Problem fall into the "global algorithm opti-
mization" category. Moreover, GPT-4 identifies a
higher proportion of "global algorithm optimiza-
tion" compared to human analysis. Upon observa-
tion and comparison, we find that this discrepancy



is mainly because GPT-4 tends to classify program
pairs with large changes as "global algorithm opti-
mization".

4 Experiment Setting

Code LLMs Selection. We select Codel.Lama
(7B, 13B, 34B) (Roziere et al., 2023) and
DeepSeek-Coder (7B, 33B) (Guo et al., 2024) for
code optimization. CodeLLama is the most widely
used Code LLM, while DeepSeek-Coder is cur-
rently the best-performing Code LLM. We use
LoRA (Hu et al., 2022), a parameter-efficient fine-
tuning method, to adapt Code LLMs for code op-
timization. Detailed training parameters are pro-
vided in the Appendix B.

Test Cases and Execution Time Measurement.
We evaluate the correctness of the optimized pro-
grams through unit tests; any program that fails a
single test is rejected. For PIE-Problem, we use
the same test cases as PIE-User, averaging 88.1 per
problem in the training set, 75 per problem in the
validation set, and 104 per problem in the test set.
Accurately evaluating the execution time of a pro-
gram is a critical issue, as measurements of time on
real hardware can significantly vary due to server
workload and configuration problems. We measure
the execution time of each program utilizing gem5
CPU simulators (Binkert et al., 2011), which serves
as the gold standard for CPU simulation in both
academia and industry, ensuring entirely determin-
istic and reliable results and reproducibility.

Metrics. To evaluate performance, we measure
below metrics for functionally correct programs:

o Percent Optimized [%OPT|: The fraction of
programs in the test set (out of 1422 unseen
samples) improved by a certain method. A
program must be at least 10% faster and correct
to contribute.

e Speedup [SPEEDUP|: The absolute improve-
ment in running time. If o and n are
the “old” and “new” running times, then
SPEEDUP(0, N) = (2). A program must be
correct to contribute.

e Percent Correct [Correct]: The proportion of
programs in the test set that are at least func-
tionally equivalent to the original program (in-
cluded as an auxiliary analysis metric).

We count a program as functionally correct if
it passes every test case. Notably, %OPT and

Given the program below, improve
— 1its performance:

### Program:
{src_code}

### Optimized Version:

Figure 4: Instruct Prompt.

SPEEDUP are the main metrics, and they are cal-
culated for the entire test set. While Correct is not
our primary focus, we include it to aid interpreting
our results. Additionally, we report our SPEEDUP
as the average speedup across all test set samples.
For generated programs that are either incorrect or
slower than the original, we use a speedup of 1.0 for
that example, as the original program, in the worst
case, has a speedup of 1.0. We benchmark perfor-
mance using gem5 environment and all test cases.
We compile all C++ programs with GCC version
9.4.0 and C++17 as well as the —O3 optimization
flag; therefore, any reported improvements would
be those on top of the optimizing compiler.

Decoding strategy. Code generation benefits
from sampling multiple candidate outputs for each
input and selecting the best one; in our case, the
"best" is the fastest program that passes all test
cases. We use BEST @ k to denote this strategy with
k samples and a temperature of 0.7.

5 Main Results and Discussion

Table 2 presents the main results of using prompts
and adapting Code LLMs for code optimization
based on PIE-User and PIE-Problem, respectively.

Instruct and CoT prompting. First, we adopt
the most straightforward way by directly using an
instruct prompt to have the LLMs generate opti-
mized code. The instruct prompt is shown in Fig-
ure 4. Additionally, inspired by Chain-of-Thought
(CoT) prompting (Wei et al., 2022), we ask the
LLMs to think about how to optimize the program
before actually generating the optimized program
(details of the CoT prompt are shown in the Ap-
pendix D). The result shows that using instruct
prompt and CoT did not significantly improve
%OPT and SPEEDUP for code optimization. The
best performance by GPT-4 (CoT) achieved 27.92
%OPT and 1.246x SPEEDUP. Additionally, we ob-
serve that when LLMs perform optimization under




Table 2: Main Results: Prompt and Fine-Tuning for various LLMs with BEST@ 1 and BEST@8.

Prompt | | Best@1 Best@8
/Dataset | Model |  %Opt Speedup Correct | %Opt Speedup Correct
Instruct CodeLlama 34B 0.70% 1.002 x 24.50% 5.70% 1.048 x 88.96%
Instruct DeepSeek-Coder 33B 2.88% 1.016x 16.17% 11.53% 1.091 x 68.00%
Instruct GPT-3.5 7.10% 1.049x 68.35% 11.60% 1.073 % 81.65%
Instruct GPT-4 8.37% 1.062 x 65.33% 16.81% 1.149x 93.74%
CoT CodeLlama 34B 1.27% 1.017x 16.17% 9.85% 1.103 % 79.75%
CoT DeepSeek-Coder 33B 4.64% 1.042 % 14.91% 16.81% 1.178 % 61.89%
CoT GPT-4 13.43% 1.173x 48.65% 27.92% 1.246 % 84.53%
PIE-User CodeLlama 7B 12.80% 1.452x 30.45% 35.65% 2.051x 78.27%
PIE-User CodeLlama 13B 16.03% 1.402 % 31.79% 34.46% 1.998 x 77.36%
PIE-User CodeLLama 34B 14.14% 1.435x 36.57% 37.06% 2.089 % 81.79%
PIE-User DeepSeek-Coder 7B 23.56% 1.596 x 51.27% 44.23% 2.327x 86.23%
PIE-User DeepSeek-Coder 33B 27.57% 1.770x 59.49% 51.76% 2.649 x 91.14%
PIE-Problem CodeLlama 7B 9.85% 1.468 x 10.27% 33.12% 2.616x 34.23%
PIE-Problem CodeLlama 13B 10.06% 1.485 % 10.62% 36.71% 2.886x 38.05%
PIE-Problem CodeL.Lama 34B 13.08% 1.686x 13.57% 44.02% 3.401x 45.29%
PIE-Problem | DeepSeek-Coder 7B 30.38% 2.558 % 31.08% 68.50% 4.679x 70.18%
PIE-Problem | DeepSeek-Coder 33B 36.64% 2.963 x 37.41% 71.03% 4.812x 72.50%

CoT, generating an optimized program based on
the strategy can lead to a certain degree of decline
in correctness. This suggests that while CoT helps
in SPEEDUP, it may introduce complexities that
affect the overall correctness of generated code.

Adapting Code LLMs on PIE-User and PIE-
Problem. When fine-tuning Code LLMs us-
ing PIE-User, we adopt the best performance-
conditioned generation method proposed by (Shy-
pula et al., 2024). This method involves informing
the model in the instructions about the extent to
which the current optimized code has achieved
the best performance(details and our considera-
tions are in Appendix C). In contrast, when fine-
tuning using PIE-Problem, we opt for the simplest
instruction, as shown in Figure 4, as we believe
that "the simpler the better" in practice. From Ta-
ble 2, it can be seen that for the two key metrics
%OPT and SPEEDUP, Code LLMs perform sig-
nificantly better on PIE-Problem compared to PIE-
User, with the only exception being the CodeLlama
series, which shows a slight decline in % OPT under
BEST@ 1. This is primarily due to the performance
bottleneck issue (explained below). Among them,
the best-performing Code LLM, DeepSeek-Coder
33B, increased % OPT from 51.76% to 71.03% and
SPEEDUP from 2.649x to 4.812x under BEST@38.

Insight of optimization pairs. Tale 2 shows that
transitioning program optimization pairs from User-

Oriented to Problem-Oriented brings significant im-
provements in code optimization by Code LLMs.
Despite being relatively small, PIE-Problem en-
ables LLMs to learn better program optimization
capabilities. This indicates that for program opti-
mization, high-quality global program optimization
pairs are more important than quantity.

Insight on different Code LLMs and param-
eter scales. We observe significant differences
in code optimization performance across various
Code LLM series. The best CodelLlama model
(CodeLlama 34B) lags behind the top-performing
DeepSeek-Coder model (DeepSeek-Coder 33B) by
27.01% in %OPT and 1.411x in SPEEDUP. Addi-
tionally, it is surprising that the DeepSeek-Coder
7B significantly outperforms CodeLlama 34B. We
believe this disparity is mainly due to the high
level of code semantic understanding required for
code optimization tasks. Only when a Code LLM’s
understanding of code reaches a certain level can
it perform efficient optimization. Therefore, any
differences in code comprehension among Code
LLMs will further amplify their differences in code
optimization capabilities. The relationship between
code understanding and code optimization warrants
further exploration.

Insight of correctness and performance bottle-
neck. From the Correct column in Table 2, it
can be seen that under PIE-Problem fine-tuning,



Table 3: Problem-Oriented experiments for various Code LLMs with BEST@ | and BEST@S8.

| | Best@1 Best@8

Model | Method |  %Opt Speedup ~ Correct | %Opt Speedup  Correct
CodeLLama 34B PIE-Problem 13.08% 1.686 % 13.57% 44.02% 3.401x 45.29%
CodeLlama 34B Self-Correct 13.85% 1.703 % 14.21% 45.35% 3.463x 47.47%
CodeLlama 34B Curriculum-Learning | 12.45% 1.551x% 13.15% 43.74% 3.285x 45.43%
CodeLlama 34B Merge-Slerp 17.65% 1.805 % 19.13% 51.05% 3.613x 54.85%
CodeLlama 34B Merge-Linear 18.14% 1.832x% 21.21% 56.53% 3.830x 64.28%
DeepSeek-Coder 7B PIE-Problem 30.38% 2.558x 31.08% 68.50% 4.679x 70.18%
DeepSeek-Coder 7B Self-Correct 32.13% 2.601x 32.98% 68.97% 4.712x 70.67%
DeepSeek-Coder 7B | Curriculum-Learning | 27.11% 2.325x% 28.69% 63.43% 4.506x 65.68%
DeepSeek-Coder 7B Merge-Slerp 35.30% 2.477x 44.80% 70.04% 4.638x 74.68%
DeepSeek-Coder 7B Merge-Linear 38.40% 2.770x 43.53% 70.46% 4.732x 75.53%
DeepSeek-Coder 33B PIE-Problem 36.64% 2.963x 37.41% 71.03% 4.812x 72.50%
DeepSeek-Coder 33B Self-Correct 37.76% 3.031x 39.45% 73.12% 4.902 % 74.19%
DeepSeek-Coder 33B | Curriculum-Learning | 31.15% 2.579% 32.28% 68.14% 4.692x 70.18%
DeepSeek-Coder 33B Merge-Slerp 43.60% 3.095x 45.71% 75.32% 5.037x 77.22%
DeepSeek-Coder 33B Merge-Linear 46.69 % 3.432x 48.03% 76.65% 5.087 x 78.76%

Code LLMs experiences a noticeable decline in cor-
rectness compared to under PIE-User fine-tuning
and prompt methods. Although correctness is not
the main metric, it provides additional insights. It
can be seen that under PIE-Problem fine-tuning,
Code LLMs show very close performance met-
rics for %OPT and correctness, a phenomenon not
observed under PIE-User fine-tuning and prompt
methods. This indicates that with PIE-Problem
fine-tuning, Code LLMs almost always achieve a
speedup effect (95%+) as long as the generated
optimized program is functionally correct. How-
ever, under PIE-User fine-tuning or prompt meth-
ods, this is not the case (% OPT and correctness
show a large gap), resulting in many programs that
are functionally correct but do not exhibit a signif-
icant speedup effect. Therefore, the performance
bottleneck for code optimization in Code LLMs
under PIE-Problem fine-tuning lies in correctness.
To improve % OPT and SPEEDUP, the focus should
be on enhancing correctness.

6 Overcoming Performance Bottlenecks

Considering that the correctness of Code LLMs
remains at a high level under PIE-User fine-tuning,
we believe this optimization direction is overly con-
servative. On the other hand, the performance bot-
tleneck of Code LLMs under PIE-Problem fine-
tuning lies in correctness, indicating an overly ag-
gressive optimization direction. This suggests that
the optimization directions of the two methods are
different. This inspired us to combine the strengths
of both by merging the two Code LLMs into a

single Code LLM, thereby retaining the original
capabilities while gaining additional benefits. We
choose two main LLM merging methods for our
experiment: Merge-Linear (Wortsman et al., 2022)
and Merge-Slerp”. Additionally, we compared the
model merge methods with two other intuitive ap-
proaches. The first is Self-Correct. In code gen-
eration, Self-Correct is an important method for
improving correctness. This involves having Code
LLMs review and debug their own generated pro-
grams to achieve self-correction (Chen et al., 2024;
Zhong et al., 2024). Furthermore, for the challeng-
ing task of code optimization, we apply curriculum
learning (Pattnaik et al., 2024). This approach in-
volves the model first learning from easier samples
and then progressing to more complex ones. Specif-
ically, we fine-tune the Code LL.Ms on the easier
PIE-User dataset first, and then move on to the
harder PIE-Problem dataset.

Results on Code LLMs merge and baselines.
Table 3 presents the experimental results of model
merging, Self-Correct, and curriculum learning.
Firstly, the Self-Correct method provides limited
improvement in correctness, which only relatively
enhances %OPT and SPEEDUP. Through manual
analysis, we find that Code LLMs tend to focus
on local areas of the code during self-debugging,
leading to an insufficient understanding of the
code’s overall semantics and, consequently, inef-
fective corrections. On the other hand, curricu-
lum learning negatively impacts code optimization.

https://github.com/Digitous/
LLM-SLERP-Merge
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Figure 5: Analysis of Merge Weights for Deepseek-Coder 33B on BEST@ 1.

We speculate that this is mainly because, in code
optimization, the optimization spaces for simple
user-oriented tasks and complex problem-oriented
tasks can be entirely different. The optimization
methods learned in the user-oriented perspective
may not effectively apply to the problem-oriented
perspective when continue finetuning. This may
even limit the model’s flexibility and innovative
capability when facing complex tasks due to fixed
thinking patterns, leading to performance degra-
dation. In contrast, model merge can avoid the
drawbacks of fixed thinking patterns by fully lever-
aging the advantages of each model, resulting in
the merged LLM with stronger overall capabili-
ties. Particularly, Merge-Linear significantly im-
proves correctness, thereby enhancing % OPT and
SPEEDUP. In Deepseek-Coder 33b (Merge-Linear),
% OPT further increases from 36.64% to 46.69%,
and SPEEDUP improves from 2.96x to 3.43x on
BEST@ 1 compared to Deepseek-Coder 33B fine-
tuned solely on PIE-Problem.

7 Detailed Analysis

7.1 Merge Weight Analysis

In model merging, there is a weight parameter A,
used to adjust the proportion of two LLMs’ parame-
ters. To comprehensively analyze the impact of this
weight on the final code optimization performance,
we conduct a detailed study using Deepseek-Coder
33B. The parameter A\ represents the weight of
Deepseek-Coder 33B fine-tuned on PIE-Problem,
while (1 — \) represents the weight of Deepseek-
Coder 33B fine-tuned on PIE-User. The exper-
imental results are shown in Figure 5. We find
that within the range of A values from 0.5 to 0.8,
the merged model shows significant improvements
in %OPT and SPEEDUP compared to fine-tuning
solely on PIE-Problem. In this range, correctness
remains relatively stable without significant fluc-
tuations. However, when the X value is too large

Table 4: Error analysis.

Result Percentage
Failed to compile 24.70%
Compiled, but test cases wrong 66.27%
Correct, but slower 3.01%
Correct, but not >1.1x SPEEDUP 6.02%

(> 0.8), correctness decreases significantly, leading
to performance bottlenecks. Similarly, when the
A value is too small (< 0.5), the model weights
under PIE-User fine-tuned dominate, which also
negatively impacts % OPT and SPEEDUP.

7.2 Error Analysis

We performed an error analysis on the Deepseek-
Coder 33B with Merge-Linear version, examining
the generated programs that failed to optimize and
identifying the cause of each failure. Table 4 shows
that ~25% of the programs failed to compile, and
a significant portion (~66%) failed because the op-
timized program broke a test case. Additionally,
about 3% of the programs are slower, and 6% did
not meet the speedup threshold of 10%. These find-
ings suggest a potential future direction where tech-
niques from more powerful program repair could
be combined with PIE-Problem for better optimiza-
tion performance.

8 Conclusion

In this paper, we propose shifting the perspective of
code optimization from User-Oriented to Problem-
Oriented and introduce the PIE-Problem dataset.
This new perspective brings significant improve-
ments in the optimization ratio and speedup. Ad-
ditionally, we identified current performance bot-
tlenecks in code optimization and achieved further
breakthroughs through model merging. Our ap-
proach and insights pave an exciting and feasible
path for enhancing program efficiency.



9 Limitation

This paper focuses on optimizing the time effi-
ciency of given code, without considering other
optimization directions. However, in real-world
scenarios, there are many other optimization direc-
tions, such as memory optimization. Additionally,
the code optimization in this paper is based on a
given code, whereas directly generating the most
time-efficient program from a natural language
problem is a more natural and challenging issue
that warrants further research.
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We randomly selected 1,000 pairs of program
optimizations from the PIE-User and PIE-Problem
datasets for analysis by GPT-4, and 100 pairs for
analysis by humans. The classification process
followed the three types mentioned above, and the
results are shown in Figure 3.

B Training Details.

We fine-tuned the CodelLlama series (7B, 13B,
34B) and the Deepseek-Coder series (7B, 33B)
on a server with 4xA100 GPUs (NVIDIA
A100 80GB). During the fine-tuning process,
we used LoRA (Hu et al., 2022) (lora_rank=8,
lora_target=[q_proj,v_proj]), and for both PIE-
User and PIE-Problem dataset, we only trained for
2 epochs. All experiments were conducted using
AdamW (Loshchilov and Hutter, 2019) optimizer
with an initial learning rate of Se-5.

C Performance-conditioned Generation.

Shypula et al. (2024) introduced performance tags
during training by associating each "fast" program
with a tag indicating the optimal achievable perfor-
mance across all solutions in the PIE-User dataset,
as shown in Figure 6. This approach has demon-
strated the best fine-tuning results. Therefore, we
adopted this method for fine-tuning Code LLMs
on the PIE-User dataset, and the experimental re-
sults for PIE-User are reported using performance-
conditioned generation by default. However, we
believe that this performance tag approach relies on
the ranking of the current solution among existing
solutions. For a given problem, the current solu-
tions may not necessarily be optimal, and thus, in-
troducing performance tags could lead to incorrect
associations. Therefore, when fine-tuning the PIE-
Problem dataset, we used the simplest and most
straightforward instruction, as shown in Figure 4.

D CoT Prompting.

Inspired by Chain-of-Thought (CoT) prompting
(Wei et al., 2022), we first have the LLMs propose
improvement strategies based on the slow program,
and then generate the optimized program using
both the slow program and the proposed strategies.
The specific CoT prompt is shown in Figure 7.

E More Inspiring Examples.

We provide additional examples, as shown in Fig-
ure 8, Figure 9, and Figure 10, to illustrate that in
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This is a slow program we want to
optimize to score
{score_tag}/10.

—
—

### Program:
{src_code}

### Optimized Version with score
— {score_tag}/10:
### Optimized Version:
{fast_code}

This is a slow program we want to

< optimize to score 10/10.

### Program:
{src_code}

### Optimized Version:

Figure 6: Training (top) and inference (bottom) prompts
for performance-conditioned generation.

Given the program and the
improvement strategy,
its performance.

— improve

—

### slower program:
{src_code}

### strategy:
LLMs generated potential strategy.

### optimized version:

Figure 7: Chain-of-thought prompting.

the original PIE-User, program optimization pairs
are constructed through iterative submissions and
optimizations by the same user for the same pro-
gramming problem, which can be limited by the
single programmer’s thought patterns.




~Jlude <bits/stdc++.h>

using namespace std;

#define int long long
const int N = le5 + 5, M = 5, inf
= lelb5;

int dp[N] [M], a[N];
char op[N];

int Sign(int x) {
if (x % 2) return -1;
return 1;

}

int32_t main() {
for (int 1 = 0; 1 < N; i++)
for (int j = 0; 3§ < M;
j++) dplil[j] = —inf;
int n; cin >> n >> a[0];
for (int 1 = 1; i < n; i++)
cin >> op[i] >> alil;
dp[0][0] = a[0];
;

for (int i = 1; 1 < n; 1i++)
j

for (int =M-1; j >=

0; - |

if (op[i] == '"+") dplil[]
= dpli - 11031 + ali]
* Sign(3);

else if (j) dpl[il[]] =
dp[i - 1][3 - 1] +

alil = Sign(j);
if (3 + 1 <M dplil[3] =
max (dp[1][J], dp[i][J
+11);
}
cout << dp[n-1][0] << "\n";

#include <bits/stdc++.h>

using namespace std;

#define int long long
const int N = 1le5 + 5, M = 3, inf
= lel5;

int dp[N] [M], a[N];
char op([N];

int Sign(int x) {
if (x $ 2) return -1;
return 1;

}

int32_t main() {
ios::sync_with_stdio (0),
cin.tie(0), cout.tie(0),
cout.tie(0);
for (int 1 = 0; 1 < N; i++)
for (int j = 0; J < M;
j++) dpli][j] = -inf;
int n; cin >> n >> a[0];
for (int 1 = 1; 1 < n; i++)
cin >> op[i] >> alil;
dpl[0][0] = al0];
i

for (int 1 = 1; 1 < n; i++)
for (int j =M - 1; J >=
0; 3-) {
if (opli] == '+') dplil[3]]
= dpli - 11031 + ali]
* Sign(j);

else if (j) dpl[il[j] =
dpl(i - 11[3 - 11 +
ali] » Sign(j);
if (3 + 1 <M dplil[3j] =
max (dp[i] [j], dpli][J
+11);
}
cout << dp[n-1]1[0] << "\n";

><cstdio>
de<algorithm>
using namespace std;
const int MAXN=int (1e5+5);
typedef long long LL;
#define INF LL(1el5)
LL sl,s2,as,n;
LL sz [MAXN], fh [MAXN];
char c[5];
int main()
{
scanf ("%$11d",&n);
scanf ("%11d", &as) ;
getchar () ;
for (LL i=1;i<=n-1;i++) {
scanf ("%s",c);
scanf ("%d", &sz[1i]);
fhi]=c[0];
}
sl=s2=-INF;

s2=max (sl,s2);
as=max (s2,as);
}
printf ("%$11d", as);

(a) userl, initialization version.

(b) userl, iteration version.

(c) another user submitted version.

Figure 8: The above three code snippets all come from the problem "p03580", which involves maximizing
the evaluated value of a given formula by adding an arbitrary number of pairs of parentheses and outputting the
maximum possible value. (a) and (b) are from the same user "u1821171064", both employing dynamic programming
algorithms with a time complexity of O (N x M), where N is the length of the sequence and M is the number of
states. In (b), the number of states M is reduced, and input and output are optimized. (c) is from user "u863370423"
and uses a greedy algorithm, which is suitable for problems with fewer current states where the global optimal
solution can be achieved through local optimization, with a time complexity of O (N).
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1de <iostream>
#
using namespace std;
typedef long long LL;

#define F (i) for (int i=0;i<n;i++)

1de <cstring>

int d[555][555] =
= {0};

{0}, c[555][555]

int qu(int 1,
if (1 > r)

int r) {
return 0;

if (d[1l][r] != -1) return
dafl][r];
return d[1l][r] = c[1l][r] +
qu(l + 1, r) + qu(l, r -
1) qu(l + 1, r 1);
}
int main() {

memset (d, -1,
int n, m, qg;
cin >> n >> m >> qg;
while (m——) {

int 1, r;

cin >> 1 >> r;

c[l][r]++;

sizeof (d));

}
while (g——) {
int 1, r;
cin >> 1 >> r;
cout << qu(l, r) << endl;
}

return 0;

(a) userl, initialization version.

clude <bits/stdc++.h>
using namespace std;

long long

const int N = 509;
vector<int> v[N + 5];

int32_t main() {
faster;
int n, p, a;
cin >> n >> p >> g;
int x, y;

for (int 1 = 1; 1 <= p; 1i++)
cin >> x >> y;
vI[x].pb(y);
}
for (int 1 = 1; 1 <= n; 1i++)
sort (v[i].begin(),
v[i].end());
}
while (g—-) {
cin >> x >> y;
int ans = 0;
for (int 1 = x; 1 <= y;
it+) |
ans += upper_bound (

v[i].begin(),
v[i]l.end(), vy)
- v[i].begin();
}
cout << ans << "\n";
}

return 0;

{

{

(b) userl, iteration version.

using namespace std;

int rint () {
int n;
scanf ("s11d",
return n;

&n) ;
}

void wint (int n) {
printf ("$11d\n", n);
}

signed main() {

int N = rint();
int M = rint();
int Q = rint();
int S[N + 1][N + 17];
dotimes (R, N + 1)

dotimes (L, N + 1)

S[R][L] = 0;

dotimes (i, M) {

int L = rint();

int R = rint();

S[R] [L]++;
}
dotimes (R, N)

dotimes (L, N)

S[R + 1][L + 1] += S[R +
1][L] + S[R][L + 1] -
S[R][L];

dotimes (i, Q) {
int p = rint ()
int g = rint();
wint (S[q] [q] +
Slallp] S

slpllpl -
[pllal);
}

return 0;

(c) another user submitted version.

Figure 9: The above three code segments all come from the same problem "p03283", which deals with cumulative
sum queries in a 2D matrix. (a) and (b) are different submission versions from the same user "u816631826". In (a),
the problem is solved using recursion and dynamic programming, but the query time complexity is high, O (N 2). In
(b), the STL-provided binary search function is used, reducing the time complexity to O (N * log(N)). (¢) comes
from another user "u281670674" and solves the problem using a 2D prefix sum matrix. The preprocessing time
complexity is O (N 2) , but the query time complexity for each query is O (1), making it more efficient.
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#include <bits/stdc++.h>
using namespace std;
inline void rd(int &x) {
char ch;
for (; !isdigit (ch=getchar()););
for (x=ch-'0";
isdigit (ch=getchar()) ;)
x=x+10+ch-"'0";
}
typedef long long LL;
const int MAXN = 300005;
int N, n, a[MAXN], cnt[MAXN];
LL sum[MAXN];

int ans[MAXN];

inline bool chk(int k, int x) {

int pos = upper_bound(a + 1,

+tn + 1, x) - a;
return sum[pos-1] +
111% (n-pos+1l)*x >=

11lxkxx;
}
int main() {
rd(N) ;
for(int i = 1, x; 1 <= N; ++1i)
rd(x), ++cnt[x];
for(int i = 1; i <= 300000;
++1) if(cnt[i]) al++n]
cnt[i];
sort(a + 1, a + n + 1);
for(int i = 1; i <= n; ++1)
sum([i] = sum[i-1] + af[il;

int now = 0;
for(int k = n; k >= 1; —-k)
while (now < N && chk(k,

now+1l)) ++now;
ans[k] = now;
}
for(int i = 1; i <= N; ++1)

printf ("$d\n", ans[i]);

#include <bits/stdc++.h>
using namespace std;
inline wvoid rd(int &x) {

char ch;
for (; !isdigit (ch=getchar()););
for (x=ch-'0";

isdigit (ch=getchar());)

x=x+*10+ch-'0";

}
typedef long long LL;
const int MAXN = 300005;
int n, cnt[MAXN];
LL sum[MAXN];

int ans[MAXN];

inline bool chk (int k, int x) {
return sum[x] >= 11lxkx*x; }

int main() {
rd(n);

for(int 1 = 1, x; 1 <= n; ++1i)

rd(x), ++cnt[x],
t+sum[cnt [x]];

for(int 1 = 1; i <= n; ++1)
sum[i] += sum[i-1];
int now = 0;

for(int k = n; k >= 1; k)
while (now < n && chk(k,
now+1)) ++now;
ans[k] = now;
}
for(int i = 1; i1 <= n; ++1)
printf ("%d\n", ans[i]);

(a) userl, initialization version.

(b) userl, iteration version.

lude<bits/stdc++.h>
ude<cstdio>

using namespace std;
typedef long long 11;

#define rep(i, n) for(int i = 0; 1
< (n); i++)

#define repl (i, n) for(int i = 1;
i <= (n); i++)

int hist[300002], cnt[300001];
const int cm = 1 << 17;

char cn[cm], = ci = cn + cm, ct;
inline char getcha() {
if (ci cn == cm) {
fread_unlocked(cn, 1, cm,
stdin); ci = cn; }

return *ci++;}
inline int getint () {

int A = 0;

if (ci - cn + 16 > cm) while
((ct = getcha()) >= '0") A
=A % 10 + ct - '0';

else while ((ct = xcit+) >=
'0') A=A« 10 + ct -
0

return A;}

const int dm = 1 << 21;
char dn[dm], = di = dn;
inline void putint (int X) {

int keta = 0;

char C[10];

while (X) {

*(C + keta) = '0'" + X %
10;
X /= 10;
keta++;
}
for (int i1 = keta - 1; i >= 0;
i-=)% di++ = (+(C + 1));
»di++ = '"\n';}

int main() {
int N = getint();
rep (i, N) hist[getint () ]++;
repl (i, N) cntlhist[i]]++;
int k = 1;
rep(i, N + 1) rep(j, cnt[i])
hist [k++] = i

k =N+ 1;
int ruiseki = N;
int mae = 0;
for (int i = N; 1 >= 1; i--) {
while (hist([k - 1] >= 1) {
ruiseki -= hist[--k];
}
int kei = N - k + 1 +
ruiseki / i;

for (int j = mae + 1; j <=
kei; j++) putint(i);

mae = kei;

}

for (int j = mae + 1; j <= N;
) Ao
«*dit++ = '0"';
*di++ = '\n';

}

fwrite(dn, 1, di - dn,
stdout) ;

return 0;

(c) another user submitted version.

Figure 10: The above three code snippets all come from the problem "p02890", which requires calculating, for each
possible K value (from 1 to N), the maximum number of times K cards with different numbers can be selected and
removed from N cards. (a) and (b) are from the same user "u990400947" and utilize prefix sum calculation and
searching. The latter employs condition checking with a time complexity of O (N x log(V)). (c) uses a difference
array, reducing the time complexity to O (V).
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