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Abstract001

Application of advanced large language models002
to data annotation and synthesis automatized003
the process of dataset construction, yet partici-004
pation of human experts is still inevitable. This005
paper proposed an approach to fully-automated006
dataset construction. With only the minimal007
information, high-quality datasets can be con-008
structed fully automatically for various tasks.009
Utilizing constructed datasets for both super-010
vised finetuning and few-shot learning im-011
proved performance constantly. Furthermore,012
the first mathematical formalization of the pro-013
cess of dataset construction is presented, pro-014
viding the theoretical foundation of the pro-015
posed method.016

1 Introduction017

In the field of natural language processing (NLP),018

the importance of data cannot be overstated. High-019

quality data is prevalent across various tasks, such020

as syntactic parsing (Xue et al., 2005; Nivre et al.,021

2020), machine translation (Nakazawa et al., 2016;022

Kocmi et al., 2024), summarization (Hermann et al.,023

2015; Koupaee and Wang, 2018), promoting the024

research significantly.025

Construction of datasets is expensive, due to the026

dependence on professional knowledge of human027

experts in many domains, and hard work of count-028

less human annotators. Thanks to the progress of029

large language models (LLMs), it becomes possi-030

ble to construct datasets in an automated manner031

(Tan et al., 2024). With the help of advanced LLMs032

like GPT-4 (Achiam et al., 2023) or Llama-2 (Tou-033

vron et al., 2023), high-quality synthetic datasets034

have been constructed in many areas, such as rec-035

ommendation system (Acharya et al., 2023; Shen036

et al., 2024), hallucination detection (Liu et al.,037

2023b; Manakul et al., 2023), information extrac-038

tion (Jeronymo et al., 2023; Bonn et al., 2024).039

In spite of the utilization of LLMs, human ex-040

perts are still needed for providing a priori domain041

knowledge (Huang et al., 2024a) or assuring a pos- 042

teriori quality (Huang et al., 2024b). We want to 043

ask the following question. Can datasets be con- 044

structed in a fully-automated manner? 045

We propose the first step towards fully- 046

automated dataset construction. Given the mini- 047

mal information about NLP task and data format 048

(ref. §3.1), datasets can be constructed in a fully- 049

automated manner (ref. §3.2). On various tasks 050

with completely different characteristics (ref. §4), 051

high-quality datasets are constructed automatically 052

(ref. §5), and the utilization of constructed datasets 053

improved performances on different tasks, with 054

different learning strategies. 055

The proposed method has a solid mathemati- 056

cal foundation (ref. §2). Furthermore, low-cost 057

and high-flexibility distinguish the propose method 058

from other studies on dataset construction (ref. §7), 059

indicating the particular usefulness of our method 060

on scenarios such as emerging business or niche 061

market, where human experts are scarce. 062

Our contributions are summarized as follows. 063

• We first formalized dataset construction, pro- 064

vided the mathematical proof on the possibil- 065

ity of fully-automated dataset construction. 066

• Based on the mathematical theory, we pro- 067

posed a novel paradigm of fully-automated 068

dataset construction with minimal informa- 069

tion from human. 070

• Experiments verified the versatility of the pro- 071

posed method. High-quality datasets can be 072

constructed and contribute to learning for dif- 073

ferent tasks using different learning strategies. 074

2 Formalization of Dataset Construction 075

We first illustrate the whole picture of formaliza- 076

tion (ref. §2.1), then delve into details: introducing 077

necessary terminologies: dataset (ref. §2.2), signed 078

word sequence (ref. §2.3), and dialogue (ref. §2.4), 079

then proving their equivalence (ref. §2.5), which 080
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Figure 1: Overview of the formalization of dataset con-
struction.

is the mathematical foundation of dataset construc-081

tion (ref. §2.6)1.082

2.1 Overview083

Overview of the formalization of dataset construc-084

tion is illustrated in Figure 1. Intuitively, construc-085

tion of a dataset (in the context of NLP) can be086

regarded as the process of selecting appropriate087

samples from the space of all possible word se-088

quences. This selecting process can be divided into089

several steps. At each step, a subspace is found.090

We define the concept of signed word sequence,091

which bridges the concepts of data and dialogues.092

We prove that finding subspaces of data space (i.e.,093

refinement) is isomorphic to fusion operation of094

signed word sequences (i.e. expansion).095

However, no signs are existed in real-world cor-096

pora. Fortunately, the mapping from dialogues to097

signed word sequences is surjective, making it pos-098

sible to approximate signed word sequences using099

dialogues. Therefore, we can construct datasets100

by generating appropriate dialogues, which is101

achieved by the orchestration of advanced LLMs.102

2.2 Dataset103

In the context of NLP2, data can take various forms:104

sentences, passages, dialogues, etc., and can be105

attached with different types of labels: category106

labels, sequence labels, etc. Despite the apparent107

variety of forms, they can be defined universally.108

Definition 1 (Data). Data D is a set of sequences109

s = (t1, t2, · · · ) ∈ D, where ti(i ≥ 1) is called a110

token, which can be a word, subword, label, etc.111

1Refer Appendix A for more information, including de-
tailed explanation, more examples, and proofs of all theorems.

2Throughout this paper, our discussion is focusing on text.
Modals like images or audios are out of scope.

Example 1. For sentiment analysis, t1 is the senti- 112

ment label, and t2, t3, · · · are words. 113

Example 2. For constituent parsing, following the 114

format of Penn Treebank (Marcus et al., 1993), ti 115

can be a word, a syntax label, or a bracket. 116

We can prove the following theorem. 117

Theorem 1. Any data D is topological space, and 118

is Hausdorff. 119

This allows us to give the definition of dataset. 120

Definition 2 (Dataset). Dataset D is a finite sub- 121

space of data D. 122

We can prove the following property of data. 123

Theorem 2. (D,∩) is a monoid, where ∩ is the 124

intersection of subspaces. 125

Last, we define concepts related to refinement. 126

Definition 3 (Refinement). Refinement of dataset 127

D is a tower Dn ⊆ Dn−1 ⊆ · · · ⊆ D1 ⊆ D. 128

Definition 4 (Refinement mapping). Given a re- 129

finement Dn ⊆ Dn−1 ⊆ · · · ⊆ D1, a refinement 130

mapping is a surjective mapping fi : Di → Di+1. 131

We call fi a real refinement when Di ⊂ Di+1, and 132

we call fi a fake refinement when Di = Di+1. 133

Theorem 3. For any dataset D, there is a data D, 134

and a refinement, such that D ⊆ · · · ⊆ D. 135

2.3 Signed Word Sequence 136

Most of the common objects in NLP like sentences, 137

passages, documents can be regarded as word se- 138

quences. We extend this concept. 139

Definition 5 (Signed word sequence). A signed 140

word sequence is a sequence W = (sgn(w1) · 141

w1, sgn(w2)·w2, · · · , sgn(wn)·wn), where wi(i ∈ 142

[1, n]) is a word, and sgn(wi) ∈ {+1,−1, 0}. Par- 143

ticularly, if sgn(wi) = 0 for all i ∈ [1, n], we call 144

W an empty sequence, denoted by o. 145

We can define the fusion operation on two signed 146

word sequences. 147

Definition 6 (Fusion). Given two signed word 148

sequences W = (sgn(w1) · w1, sgn(w2) · 149

w2, · · · , sgn(wn) · wn) and V = (sgn(v1) · 150

v1, sgn(v2) · v2, · · · , sgn(vn) · vm), if for any i ∈ 151

[1,max(m,n)], one of the following equations 152

holds true: 153

sgn(wi) = 0, 154

sgn(vi) = 0, 155

wi = vi, 156
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then we define the fusion of W and V as157

W ⋆ V = (u1, u2, · · · , umax(m,n)),158

where159

ui =


0 if sgn(wi) + sgn(vi) = 0,
sgn(wi) · wi if sgn(vi) = 0,
sgn(vi) · vi otherwise.

160

Theorem 4. (W, ⋆) is an abelian group, where W161

is a signed word sequence.162

The subsequence of a signed word sequence is163

defined as follows.164

Definition 7 (Subsequence). The subsequence165

of signed word sequence W = (sgn(w1) ·166

w1, sgn(w2) · w2, · · · , sgn(wn) · wn) is167

W ′ =168

(sgn(w′
1) · w1, sgn(w

′
2) · w2, · · · , sgn(w′

n) · wn),169

where sgn(w′
i) ∈ {0, sgn(wi)}, denoted by W ′ ◁170

W or W ▷W ′.171

Theorem 5. The relation of subsequence is a par-172

tial order.173

Last, we define the concept of expansion.174

Definition 8 (Expansion). Expansion of signed175

word sequence W is a tower W◁W1◁W2◁· · ·◁Wn.176

2.4 Dialogue177

In real NLP tasks, we do not encounter signed178

word sequences. However, we can use dialogues179

to approximate signed word sequences.180

Definition 9 (Dialogue). A dialogue L =181

(u1, u2, · · · , un) is a sequence of utterances. An182

utterance is a sequence ui = (si, u
1
i , · · · , u

nu
i ),183

where si is a special token named speaker, and uji184

are words.185

Theorem 6. The fusion of any numbers of signed186

word sequences can be approximated by a dia-187

logue.188

2.5 Galois Equivalence189

Now we discuss the connections of the concepts190

defined above.191

Theorem 7. (D,∩) and (W, ⋆) are isomorphic.192

This demonstrates the equivalence of dataset and193

signed word sequence. Furthermore, we have the194

following theorem3.195

3The name of this theorem originates from its similarity to
the fundamental theorem of Galois theory.

Theorem 8 (Galois Theorem on Dataset). For any 196

dataset D and signed word sequence W , there is 197

a bijection between the refinement of D and the 198

expansion of W . 199

In particular, we have the following corollary. 200

Corollary 1. For any dataset D, there is a bijection 201

between its refinement and an expansion of o. 202

2.6 Dataset Construction 203

We are ready to give a formal definition of con- 204

struction of a dataset. 205

Definition 10 (Construction). Construction of 206

dataset D is the refinement of data D such that 207

D ⊆ · · · ⊆ D. 208

Theorem 3 ensures the existence of the construc- 209

tion, Theorem 8 ensures the possibility of con- 210

struction a dataset by expansion of signed word se- 211

quence, and Corollary 1 says that the signed word 212

sequence can be the empty sequence o. Let the 213

expansion of o be o ◁ · · · ◁ W . According to The- 214

orem 6, W can be approximate by a dialog L. To 215

summarize, we have the following corollary. 216

Corollary 2. Any kind of dataset can be con- 217

structed by dialogues. 218

Based on the type of refinement mappings, we 219

can categorize utterances into two groups. 220

• Utterance for operation, corresponding to real 221

refinement mappings. 222

• Utterance for guidance, corresponding to fake 223

refinement mappings. 224

In the context of LLM-based dialogue, word se- 225

quences for operation can be generated by either 226

the LLM itself or external tools, indicating the im- 227

portance of tool-augmented LLMs (Schick et al., 228

2024; Wang et al., 2024b; Qin et al., 2024). 229

3 Methodology 230

3.1 Minimal Information from Human 231

The ideal scenario would be to construct dataset 232

with zero information from human, which is theo- 233

retically impossible. According to Definition 2, to 234

construct a dataset 235

D = {s ∈ D|s satisfies some conditions} ⊆ D 236

we need to (and only need to) provide the following 237

information. 238

• Information about D, i.e., data format. 239

• Conditions on s, i.e., task description. 240

This is the minimal information from human. 241
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Figure 2: Framework of fully-automated dataset con-
struction.

3.2 Fully-Automated Dataset Construction242

Figure 2 shows the proposed framework of fully-243

automated dataset construction. The minimal infor-244

mation from human is used to initialize all LLMs.245

The framework is composed of three layers: kernel246

layer, external layer, peripheral layer.247

3.2.1 Kernel Layer248

The kernel layer consists of four LLMs and one249

internal state (i.e., dialogue history).250

Dialogue history. Initially, the dialogue history251

is empty (i.e., a signed word sequence W =252

(0, 0, · · · ), corresponding the the case D = D). Ut-253

terances in the dialogue are signed word sequences,254

and the dialogue history is the fusion of all utter-255

ances. The dialog history with n-turns corresponds256

a refinement Dn ⊆ · · · ⊆ D1 ⊆ D.257

LLM for guidance. This LLM is used to gener-258

ate word sequences corresponding to fake refine-259

ment mappings. Generally, these word sequences260

guides the dialogue flow to the correct direction.261

LLM for operation. This LLM is used to gen-262

erate word sequences corresponding to real refine-263

ment mappings. Intuitively, these word sequences264

can be regarded as instructions on operating the265

dataset. Following the instructions, LLM discard266

examples in the dataset constructed, either by itself267

or programs in the external layer.268

Orchestrator LLM. The discrimination between269

real and fake refinement mappings is conducted by270

the orchestrator LLM. Based on the dialogue his-271

tory (i.e., an expansion of signed word sequence272

W1◁· · ·◁Wn), the orchestrator LLM choose the ap-273

propriate LLM to generate word sequences Wn+1.274

The following two points need to be noted.275

• There are two choices: LLM for guidance, 276

LLM for operation. Invoking external pro- 277

grams is beyond the scope. 278

• It is possible that Wi and Wi+1 are generated 279

by the same LLM. 280

LLM for data transformation. Although a di- 281

alogue approximate the fusion of signed word 282

sequences (Theorem 6) which corresponds to a 283

dataset construction (Theorem 8), the constructed 284

dataset is invisible. We resort to LLM to retrieve 285

the constructed dataset based on the dialogue. 286

3.2.2 External Layer 287

Given the minimal information from human, the 288

dataset can be constructed by the kernel layer. In 289

theory, the kernel layer is sufficient. In practice, it 290

is common that additional information is provided 291

and external programs are available. The external 292

layer is designed for invoking external programs, 293

which fall into one of three categories. 294

Program written by human. These programs 295

condensed rich knowledge of human experts. In- 296

voking them ensures the quality of dataset. 297

Program written by LLM. When additional in- 298

formation on external programs is provided, we ask 299

LLMs to generate high-quality codes (Liu et al., 300

2023a; Jiang et al., 2024). 301

Program imitated by LLM. An alternative way 302

to utilize additional information is to imitate pro- 303

grams. Instead of generating real codes, LLMs are 304

asked to predict the output given the inputs. 305

3.2.3 Peripheral Layer 306

To further ensure the quality of constructed 307

datasets, we add the peripheral layer for checking 308

intermediate and final results, consisting of three 309

LLMs, to which LLM-as-a-Judge methods (Bai 310

et al., 2023; Gu et al., 2024) are adopted. 311

LLM for result checking. Programs may gen- 312

erate abnormal outputs, especially when programs 313

are written or imitated by LLMs, resulting in patho- 314

logical utterances in the dialogue. Running results 315

of programs are checked by LLM. 316

LLM for dialogue checking. The dialogue that 317

approximate dataset construction may contain er- 318

roneous utterances, such as mistakes on invocation 319

of external programs. Quality of the dialogue is 320

checked by LLM. 321
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LLM for final checking. Dataset construction322

is complete after transforming the dialogue to ap-323

propriate format. We use an LLM for final check,324

ensuring high-quality in multiple dimensions.325

4 Experimental Setup326

Throughout this paper, unless otherwise noted, we327

use GPT-4o (version 2024-08-26) as the LLM. Ef-328

forts on prompt engineering and task design are329

introduced below.330

4.1 Prompt Engineering331

Performance of LLM is affected by prompts signifi-332

cantly (Sahoo et al., 2024), indicating the necessity333

of prompt engineering.4334

4.1.1 Principles of Prompt Engineering335

Prompt engineering of the proposed framework is336

a trade-off between two principles below.337

Principle 1: Carefully designing prompts to338

achieve task-independent high-quality dataset339

construction. To make sure that datasets can be340

constructed using the minimal information from341

human independent of tasks, we design prompts342

carefully, fully extracting the potential of LLMs343

while eliminating all task-specific information.344

Principle 2: Deliberately sloppy engineering345

prompts to avoid overfitting. The proposed346

method is the first step towards fully-automated347

dataset construction. We do not expect to construct348

perfect dataset using current state-of-the-art LLMs349

on tasks tackled in this paper. Excessive prompt en-350

gineering may pose a danger of overfitting, which351

should be avoided.352

4.1.2 Prompts for LLMs in Peripheral Layer353

Intermediate/Final results are checked in multiple354

dimensions using LLM-as-a-Judge methods.355

LLM for result checking. This LLM is aimed356

at deciding the correctness of program outputs, fol-357

lowing previous research (Shinn et al., 2023), we358

ask the LLM to answer the following Yes/No ques-359

tion: was the program exectued normally?360

LLM for dialogue checking. This LLM check361

the quality of dialogue in five dimensions.362

• Awareness of program invoking. The timing363

of program invoking is appropriate.364

4Prompts of all LLMs are listed in appendix C.

• Choice of program. Among given programs, 365

the correct program has been chosen. 366

• Arguments of program. The input arguments 367

of the chosen program are correct. 368

• Guidance utterance. The guidance is useful 369

for dataset construction. 370

• Operation utterance. The operation on dataset 371

matches the given task. 372

LLM for final checking. This LLM check the 373

quality of constructed dataset in two dimensions. 374

• Agreement to requirements of the task. 375

• Gap with real-world scenarios. 376

Following previous research (Zhu et al., 2023; 377

Li et al., 2024), for each dimension, the LLM gives 378

a discrete score ranging from 1 (worst) to 10 (best). 379

Generated dataset will be adopted only when scores 380

in all dimensions are larger than or equal to 7. 381

4.2 Tasks 382

To verify the versatility, we construct dataset on 383

three tasks with different characteristics. 384

4.2.1 English-Chinese Machine Translation 385

English-Chinese machine translation (MT) is a tra- 386

ditional task with long history (King and Chang, 387

1963), and has achieved high performance with 388

LLMs (Zhu et al., 2024). This task is aimed at 389

demonstrating the effectiveness of the proposed 390

method on traditional NLP tasks. 391

Dataset format. The dataset consists of sentence 392

pairs s = (e1, · · · , em, [SEP], c1, · · · , cn), where 393

e1, · · · , em are English words, and c1, · · · , cn are 394

Chinese words. 395

Information from human. 5 Besides the min- 396

imal information, we provide a brief description 397

on Google Cloud Translation API6, as the program 398

written by human. 399

4.2.2 Chatbot for Hotel Reservation 400

Chatbot for hotel reservation (Putri et al., 2019; 401

Hayashibe, 2020) is more focused on business sce- 402

narios, where factors related to real world have to 403

be taken into consideration. This task is aimed at 404

demonstrating the effectiveness on complex busi- 405

ness tasks. 406

5Refer Appendix D for the information from human of all
three tasks.

6https://cloud.google.com/translate
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Task Data Quality

English- The sun sets in a rosier hue, casting long shadows over the city. 夕阳西下，霞光渐浓，在城市上空投下长长的影子。 Agreement: 10
Chinese Hey, how’s it going? Long time no see! 嘿，最近怎么样？好久不见了！ Reality: 9
Machine Laughter is the shortest distance between two people. 笑声是两人之间最短的距离。
Translation The quantum theory revolutionized our understanding of atomic and subatomic processes. 量子理论彻底改变了我们对原子和亚原子过程的理

解。
Breaking news: The economy has shown signs of recovery after a challenging year. 突发新闻：经历了充满挑战的一年之后，经济已出现复苏
迹象。
Can you send me the files by email when you get a chance? 你方便的时候能给我发邮件吗？
The latest research in renewable energy shows promising advancements. 最新的可再生能源研究显示了令人鼓舞的进展。
Democracy relies on the active participation of its citizens. 民主依赖于公民的积极参与。

Chatbot Customer: Hi, I’m planning a trip to New York from 11/10 to 11/15. Can you recommend any hotels? Agreement: 10
for Chatbot: Sure! How many people will be staying, and what type of room would you prefer? Reality: 9
Hotel Customer: It’ll be me and my partner. We would like a non-smoking double room.
Reservation Chatbot: Great! Do you have a budget or price range in mind for your stay?

Customer: We’d like to keep it under $200 per night.
Chatbot: Understood. Would you need any specific amenities, such as wifi, breakfast included, or a gym?
Customer: Wifi and breakfast are essential.
Chatbot: I’ve found several hotels that fit your criteria. Would you like information on cancellation policies or customer reviews?
Customer: Yes, could you tell me about the cancellation policies?
Chatbot: Certainly. Most hotels allow free cancellation up to 48 hours before check-in. Any other preferences or questions?
Customer: No, that’s all for now. Thank you!

Problem: A chemist has a 30% saline solution and a 70% saline solution. How many liters of each should be mixed to obtain 10 liters of a 50%
saline solution?

Mathematical Equations: x + y = 10, 0.3x + 0.7y = 5 Agreement: 10
Problem Answer: x = 5 liters, y = 5 liters Reality: 9
Solver Problem: A car travels 150 miles in the same amount of time a bicycle travels 30 miles. If the speed of the car is 20 mph faster than twice the speed

of the bicycle, what are the speeds of the car and the bicycle?
Equations: t = 150/vc, t = 30/vb, vc = 2 ∗ vb + 20
Answer: vb = 6.67 mph, vc = 33.3 mph
Problem: Sarah invests $10,000 in two parts: one part at 5% simple interest and the other at 8%. At the end of the year, the total interest earned is
$700. How much did she invest at each rate?
Equations: x + y = 10000, 0.05x + 0.08y = 700
Answer: x = $3, 333, y = $6, 667
Problem: The perimeter of a rectangle is 60 meters. If the length is 5 meters more than twice the width, what are the dimensions of the rectangle?
Equations: 2l + 2w = 60, l = 2w + 5
Answer: l = 21.67 meters, w = 8.33 meters

Table 1: Examples of constructed dataset. Quality scores are given by the LLM for final checking. For each task, all
examples are constructed within one dialog.

Dataset format. The dataset consists of dia-407

logues, whose format is defined at Definition 9.408

Information from human. The task description409

briefly introduces the scenario of the chatbot. Be-410

sides the minimal information, we also provided411

the interfaces of four external programs that are412

necessary for hotel reservation, all of which are413

imitated by LLMs.414

4.2.3 Mathematical Problem Solver415

Despite the success of LLMs on mathematics416

(Trinh et al., 2024; Azerbayev et al., 2024), there417

are still many issues that need to be addressed418

(Tong et al., 2024). We focus on solving mathe-419

matical problems using systems of equations. This420

task is aimed at demonstrating the effectiveness on421

deterministic reasoning tasks.422

Dataset format. The dataset consists of 3-423

tuples of question, equations, and answer, i.e., s =424

(p1, · · · , pl, [SEP], e1, · · · , em, [SEP], a1, · · · , an),425

where p1, · · · , pl are words in the problem,426

e1, · · · , em are equations, and a1, · · · , an are427

words in the answer.428

Information from human. Domain of problems429

is given in the task description. We also provided430

the interfaces of three external programs. One is 431

written (i.e., code generation) by LLM, and the 432

other two are imitated by LLMs. 433

5 Quality Assessment by Human 434

The quality of constructed datasets of three tasks 435

was assessed by human, both qualitatively and 436

quantitatively. 437

5.1 Qualitative Assessment 438

Table 1 shows examples of constructed dataset7. 439

High-quality datasets are constructed for all three 440

tasks. English passages are fluent and natural, 441

the mathematical calculations are correct. Quality 442

scores given by the LLM reflect the characteristics 443

of datasets. This demonstrated the versatility of the 444

proposed method. 445

5.2 Quantitative Assessment 446

We ask human to quantitatively assess the quality 447

of constructed dataset. Specifically, for each task, 448

we randomly sampled 100 examples from the con- 449

structed dataset. We hire human workers and asked 450

them to evaluate the quality of each dataset from 451

three aspects. 452

7Refer Appendix E for more examples of the constructed
dataset for all three tasks.
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Category Metrics Translation Chatbot Math

Dialogue

Awareness 9.55 9.06 9.72
Choice 10.0 9.21 9.06
Argument 10.0 9.95 9.98
Guidance 9.70 9.32 9.77
Operation 9.69 9.21 9.85

Data
Agreement 9.96 9.95 9.81
Reality 9.86 9.03 9.95

Overall
Dialog 100% 97% 100%
Data 98% 90% 97%

Table 2: Quantitative assessment by human. Scores in
the dialogue and data categories are the average values
of all examples.

• Quality of dialogues, which is evaluated from453

5 dimensions identical to the LLM for dia-454

logue checking.455

• Quality of final data, which is evaluated from456

2 dimensions identical to the LLM for final457

checking.458

• Overall quality, which is the percentage of459

examples that obtained high scores (≥ 7) on460

all dimensions given by human workers.461

Table 2 shows quantitative assessment results.462

For all three tasks, the average scores of all dimen-463

sions are larger than 9, indicating the high qualities464

of these datasets. The overall quality is larger than465

95%, so the constructed dataset can be safely uti-466

lized for learning models.467

6 Utilization of Constructed Datasets468

Two series of experiments of dataset utilization469

are conducted: supervised finetuning and few-470

shot learning, demonstrating the usefulness of con-471

structed datasets.472

6.1 Supervised Finetuning473

Experiments of supervised finetuning were con-474

ducted on the task of mathematical problem solver.475

The number of epochs was 2, and the learning rate476

was 3×10−5. Note that the objective of supervised477

finetuning experiments is to verify the usefulness of478

constructed datasets, rather than to achieve state-of-479

the-art performance. Therefore, search of optimal480

hyperparameters was not conducted.481

Using the proposed method, we constructed482

a dataset consisted of 1, 000 tuples of problems,483

equations and answers. Half (or all) of this dataset484

was used to finetune LLMs. Performance was eval-485

uated on GSM8K dataset (Cobbe et al., 2021).486

Configuration LLaMA 7B gemma-7b GPT-4o

No FT. 11.0 51.9 93.1
FT. 500 (auto) 22.6 53.8 92.9
FT. 1000 (auto) 32.4 55.4 93.0
FT. 500 (GSM8K) 24.7 54.0 93.2
FT. 1000 (GSM8K) 32.9 55.7 93.1

Table 3: Test solve rates on GSM8K of raw LLMs
(No FT.) or finetuned LLMs (FT.) with 500 or 1000
samples, either constructed automatically using the pro-
posed method (auto) or sampled from GSM8K training
data.

Table 3 shows performance with different config- 487

urations. On one hand, LLaMA 7B gained the most 488

from finetuning. Although there was a narrow mar- 489

gin between “auto” and “GSM8K”, performance 490

improved significantly on both cases, indicating 491

new information has been learned. On the other 492

hand, GPT-4o gained little from finetuning. This is 493

caused by two reasons: (1) the capability of GPT- 494

4o is sufficient to solve problems in GSM8K with 495

high accuracy, (2) the LLM used for automatic 496

dataset construction was GPT-4o as well. 497

6.2 Few-shot Learning 498

Experiments of few-short learning were conducted 499

on the task of the chatbot for hotel reservation. 500

Specifically, the focus of this task is to test the 501

capabilities of LLMs on tool utilization. The LLM 502

was asked to achieve three different tasks related to 503

tool utilization: (1) tool usage awareness, (2) tool 504

selection, and (3) tool input generation, following 505

previous researches (Huang et al., 2024a). 506

We constructed a small dataset for few-shot 507

learning, using the proposed method. The dataset 508

consisted of 20 dialogues related to hotel reserva- 509

tion, all of which contained utilization of external 510

tools. We inserted k dialogues (k = 1, 5, 10, 20) at 511

the end of prompts of LLMs. 512

We also constructed a larger dataset for evalu- 513

ation in a semi-automated way, as follows. First, 514

we generate a large number of dialogues using the 515

proposed method. Then, dialogues that did not 516

contain tool utilization were discarded. Last, we 517

hired human workers to check tool utilization in 518

remained dialogues, and correct possible errors. In 519

this way, we obtained 100 dialogues. 520

Table 4 shows the results on three tasks. In 521

this user-defined scenario aiming at approximating 522

real business, GPT-4o performed bad. Few-shot 523

learning with automatically constructed dataset im- 524
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Configuration Awareness Selection Input Generation

GPT-4o 0.45 0.39 0.51
+1-shot 0.53 0.45 0.60
+5-shot 0.58 0.49 0.63
+10-shot 0.62 0.52 0.66
+20-shot 0.67 0.55 0.72

Table 4: Accuracies of few-shot learning on tasks related
to tool utilization in the scenario of hotel reservation.

proved accuracies significantly. The best perfor-525

mance was obtained by appending 20 new sam-526

ples, yet only one new sample (i.e., 1-shot) also527

improved the performance.528

7 Related Work529

The development of advanced LLMs arouses530

emerging approaches to automatic dataset construc-531

tion. Comparison with previous researches from532

various perspectives highlighted the advantages of533

the proposed method.534

7.1 Perspective 1: Data Format535

Data can take various forms in the area of NLP,536

and previous researches generally focus on one yet537

ignore others. Examples include studies on generat-538

ing data with single labels (Chen et al., 2024; Mar-539

torana et al., 2024; Tekumalla and Banda, 2023),540

paired labels (Sun et al., 2024; Feng et al., 2024;541

Kim et al., 2023b), sentences (Wang et al., 2023a;542

Yu et al., 2023; Gupta et al., 2024), or dialogues543

(Kim et al., 2023a; Li et al., 2023; Liang et al.,544

2024).545

Our method proposed an universal definition of546

data, which is independent from the apparent the547

variety of data format, making it possible to con-548

struct datasets in an universal manner.549

7.2 Perspective 2: Task550

Construction of datasets of traditional NLP tasks551

such as syntactic parsing (Marcus et al., 1993; Xue552

et al., 2005) or machine translation (Nakazawa553

et al., 2016) is undoubtedly meaningful, yet inade-554

quate for real business, where special requirements555

are indispensable for making profits.556

The proposed method allows user-defined tasks,557

making it possible to customize the dataset based558

on requirements of users themselves.559

7.3 Perspective 3: Quality560

Low-quality samples have to be removed from561

constructed datasets. Approaches generally resort562

to rules (Zheng et al., 2023; Ding et al., 2024; 563

Guo et al., 2024), external feedback (Kim et al., 564

2023a; Dong et al., 2023; Wang et al., 2024c), or 565

model scores (Wang et al., 2023b; Pace et al., 2024). 566

These resources are resource-intensive (e.g., feed- 567

back from domain experts) and sometimes inacces- 568

sible (e.g., possibility distributions in closed-source 569

LLMs). 570

The proposed method ensures the quality of con- 571

structed datasets by scoring with LLMs, which is 572

highly aligned to human assessments as shown by 573

experiment results. 574

7.4 Perspective 4: Cost 575

Cost of dataset construction generally originated 576

from the participation of human experts, whose 577

devotion can be either full (Xue et al., 2005; 578

Nakazawa et al., 2016) or partial (Huang et al., 579

2024a,b). 580

Without loss of quality, the proposed method 581

minimized the intervention of human experts, so 582

that most of the cost originated from API calls of 583

LLMs, which is generally much cheaper. 584

7.5 Perspective 5: Theory 585

Theory foundations of previous researches gener- 586

ally focus on application of probability theory on 587

designing models (Wang et al., 2024a; Zhang et al., 588

2024) or statistics on analyzing experiment results 589

(Yu et al., 2023). In contrast, we first formalized 590

the process of dataset construction, built a solid 591

mathematical theory based on algebra. 592

8 Conclusion 593

We presented the first formalization of the process 594

of dataset construction, based on which we pro- 595

posed a novel paradigm of fully-automated dataset 596

construction, which succeed to construct high- 597

quality datasets fully automatically given minimal 598

information. By utilizing the automatically con- 599

structed datasets, performance on different tasks 600

improved significantly, indicating the effectiveness 601

of the proposed method. Compared with previous 602

researches on dataset construction, the proposed 603

method has advantages in many aspects. 604

Limitations 605

The quality of constructed datasets depends on the 606

capability of LLMs. Throughout this paper, we con- 607

duct experiments using GPT-4o. We have not con- 608

ducted experiments using other advanced LLMs 609

8



such as Llama-2, etc.610

The proposed method involved nine types of611

LLMs, and the number of LLMs may be larger than612

ten, depending on the number of external programs.613

To construct a large-scale dataset, the expense may614

be large.615

For each task, there are at most four external616

programs. However, in real applications, it is pos-617

sible that there are hundreds of external programs.618

We do not know the effectiveness of the proposed619

method in such complicated scenarios.620

Although quantitative assessment by human621

guaranteed the quality of constructed dataset, it622

is unknown whether the constructed dataset is help-623

ful for downstream tasks. More experiments on the624

utilization of constructed datasets is needed.625
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A Formalization of Dataset Construction:972

A Detailed Discussion973

In this section, we give more information on the974

formalization of dataset construction, including de-975

tailed explanation, more examples, and proofs of976

all theorems.977

A.1 Discussion on Dataset978

In this paper, we distinguish the concepts of data979

and dataset. Intuitively, data consists of any possi-980

ble sequences of tokens of the task. As long as the981

format of the sequence matches the requirement of982

the task, the sequence belongs to the data.983

Given the definition of data, we can prove Theo-984

rem 1.985

Theorem 1. Any data D is topological space, and986

is Hausdorff.987

Proof. Select an arbitrary sequence988

s = (t1, t2, · · · ) ∈ D. Define a series of989

sets Nd(s) as below.990

Nd(s) = {sd = (td1, t
d
2, · · · ) |991

ti=tdi for all i except for at most d elements.}.992

Obviously, 993

∀d ≥ 0, s ∈ Nd(s), 994

∀d′ ≤ d,Nd′(s) ⊆ Nd(s), 995

∀d1 ≥ 0, d2 ≥ 0, 996

Nd1(s) ∩Nd2(s) = Nmin(d1,d2)(s). 997

Furthermore, when d′ ≤ d, we select an arbitrary 998

sequence 999

sd′ = (td
′

1 , t
d′
2 , · · · ) ∈ Nd′(s). 1000

According to the definition of Nd′(s), there are at 1001

most d′ elements that td
′

i ̸= ti. Let the indices of 1002

these elements be i1, i2, · · · , id′ , then 1003

sd′ =(t1, · · · , ti1−1, t
d′
i1 , ti1+1, · · · , 1004

ti2−1, t
d′
i2 , ti2+1, · · · , 1005

tid′−1, t
d′
id′
, tid′+1, · · · ). 1006

Now we select a sequence sd = (td1, t
d
2, · · · ) ∈ 1007

Nd(s), such that 1008

∀i ∈ {i1, i2, · · · , id′}, tdi = td
′

i , 1009

∀i /∈ {i1, i2, · · · , id′}, tdi = ti, 1010

except for at most d− d′ elements. 1011

This means that sd ∈ Nd−d′(sd′). 1012

Let N (s) = {N0(s), N1(s), · · · }, from the dis- 1013

cussions above, we can conclude that N is a neigh- 1014

borhood topology, and hence D is a topological 1015

space. 1016

Now, we arbitrarily select two different sequence 1017

s = (t1, t2, · · · ) ∈ D and s′ = (t′1, t
′
2, · · · ) ∈ 1018

D, and assume that there are exactly m different 1019

elements. 1020

When m = 1, N0(s) ∩ N0(s
′) = ∅. When 1021

m > 1, it is obvious that N1(s) ∩ N1(s
′) = ∅. 1022

Hence, D is Hausdorff. 1023

Because the subspace of a Hausdorff space is 1024

also Hausdorff, the dataset D, which is a finite 1025

subspace of data D, is also a Hausdorff topological 1026

space, with the same neighborhood topology given 1027

above. 1028

Data D consists of all sequences whose format 1029

match the task. On the other hand, dataset D con- 1030

sists of all sequences that semantically match the 1031

task. Intuitively, when human experts construct 1032

datasets in NLP, they definitely understand the se- 1033

mantic meanings of sentences in the dataset. Hu- 1034

man experts select or write finite number of sen- 1035

tences (or passages, question-answer pairs, parallel 1036
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sentence pairs, etc.) following the requirements of1037

the given task.1038

Example 3. For English-French machine transla-1039

tion, the format of data should be a sentence pair,1040

with a special token to separate two sentences.1041

Therefore,1042

(Good,morning) /∈ D,1043

because there is only on sentence.1044

(Goodbye, [SEP], Bonjour) ∈ D1045

because the data format matches the task of1046

English-French machine translation. However, the1047

English sentence "Goodbye" and the French sen-1048

tence "Bonjour" are not equivalent semantically,1049

therefore1050

(Goodbye, [SEP], Bonjour) /∈ D,1051

yet1052

(Good,morning, [SEP], Bonjour) ∈ D.1053

Now, we prove a theorem which states an impor-1054

tant property of data D.1055

Theorem 2. (D,∩) is a monoid, where ∩ is the1056

intersection of subspaces.1057

Proof. Because data D is a topological space, ob-1058

viously for all of its subspaces, the closure property1059

holds true for the intersection operation.1060

Select three datasets D1 ⊆ D,D2 ⊆ D,D3 ⊆1061

D arbitrarily, it is obvious that1062

(D1 ∩D2) ∩D3 = D1 ∩ (D2 ∩D3),1063

so the associativity property holds true.1064

Last, for any D ⊆ D, we can see that1065

D ∩ D = D ∩D = D,1066

indicating that D is the identity element. Hence,1067

(D,∩) is a monoid.1068

This property is used for proving the isomor-1069

phism relation between datasets and common word1070

sequences (i.e., Theorem 7).1071

Last, the concept of refinement of dataset is intro-1072

duced. Intuitively, when human experts construct a1073

dataset, the core task is to select (or create) samples1074

that satisfy the requirements. The requirements1075

may be composed of multiple dimensions. For ex-1076

ample, to construct a dataset for training a machine1077

translation system focused on English-French sci-1078

tech papers, the sentence pair (e, f) ∈ D must1079

satisfy the following conditions simultaneously at1080

least.1081

• e is an English sentence. 1082

• e is sampled from a paper. 1083

• The paper that e is sampled is a paper in the 1084

sci-tech domain. 1085

• f is a French sentence. 1086

• f and e are equivalent semantically. 1087

• Expression of f should not be colloquial. 1088

For tasks in real business scenario, the number of 1089

conditions grows rapidly. Therefore, to construct 1090

a dataset satisfying all conditions, a practical ap- 1091

proach is to refine the dataset step by step: filtering 1092

out (or refusing to create) examples that do not 1093

satisfy the first condition, then filtering out (or re- 1094

fusing to create) examples that do not satisfy the 1095

second condition, and so on. The formalization of 1096

this intuition is exactly the concept of refinement. 1097

A refinement corresponds to a series of refine- 1098

ment mappings. Apparently, a fake refinement 1099

seems to be meaningless. However, it is indispens- 1100

able both in theory and in practice. 1101

In theory, the equivalence of dataset refinement 1102

and signed word sequence expansion is proved by 1103

Theorem 8, no information on datasets is provided. 1104

Allowing Di+1 = Di makes the proof more con- 1105

cise. 1106

In practice, operations for dataset construction 1107

do not always correspond to real refinements, even 1108

for human experts. Generally, it is necessary to 1109

adopt intermediate steps such as data transforma- 1110

tion, disambiguation, decision based on intermedi- 1111

ate results, etc. These types of intermediate steps 1112

correspond to fake refinements. 1113

Theorem 3. For any dataset D, there is a data D, 1114

and a refinement, such that D ⊆ · · · ⊆ D. 1115

Proof. Arbitrarily select a sequence s = 1116

(t1, t2, · · · ) ∈ D, and arbitrarily select an index 1117

i, then change ti to any other token t′i ̸= ti. This 1118

results in a new sequence 1119

s′ = (t1, t2, · · · , ti−1, t
′
i, ti+1, · · · ). 1120

If s′ /∈ D, we can define a new dataset 1121

D′ = D ∪ {s′} ⊃ D, 1122

otherwise, we can define 1123

D′ = D. 1124

In both cases, we have refinement 1125

D ⊆ D′. 1126
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Repeat this process n times, we obtain the refine-1127

ment1128

D ⊆ D′ ⊆ · · ·D(n).1129

Let D = D(n), we obtain the required refinement.1130

1131

This apparently trivial theorem is actually impor-1132

tant. The focus of this research is on the existence1133

of versatile approach. This theorem guarantees the1134

existence of versatile approach in theory, and ex-1135

periment results on three tasks (5) demonstrates the1136

existence of versatile approach empirically.1137

A.2 Discussion on Signed Word Sequence1138

Intuitively, a signed word sequence can be re-1139

garded as a sentence consisted of words that1140

must be presented and those that must not1141

be presented. In the context of dataset con-1142

struction, signed word sequences can be re-1143

garded as descriptions of datasets. For exam-1144

ple, (+A,+Chinese,+treebank) corresponds to1145

a dataset consisted of constituent trees written in1146

Chinese, while (0,−Chinese,−treebank) corre-1147

sponds to a dataset that does not containing any1148

Chinese characters, and does not containing any1149

constituent trees.1150

Furthermore, the fusion of signed word se-1151

quences can be regarded as the modification to1152

dataset description, intuitively.1153

Example 4. The fusion of1154

W = (+An,+English,+sentence)1155

V = (0, 0, 0,+with,+ten,+words)1156

is1157

W ⋆ V = (+An,+English,+sentence,1158

+with,+ten,+words).1159

This can be regarded as the operation of adding1160

more constraints to the dataset. Initially, the dataset1161

consists of all English sentences. After the fusion1162

operation, all sentences whose length are not ten1163

words are filtered out, resulting in a dataset con-1164

sisted of all English sentences with ten words.1165

Example 5. The fusion of1166

W = (+A,+Chinese,+treebank),1167

V = (0,−Chinese,−treebank),1168

U = (0,+French,+document)1169

is1170

W ⋆ V ⋆ U = (+A,+French,+sentence).1171

This can be regarded as two modifications to the 1172

dataset. Initially, the dataset is a treebank, and the 1173

language is Chinese. After the fusion operation, 1174

the dataset becomes a collection of documents, and 1175

the language is changed to French. 1176

Given the definition of signed word sequence 1177

and fusion operation, we can prove the following 1178

theorem. 1179

Theorem 4. (W, ⋆) is a abelian group, where W 1180

is a signed word sequence. 1181

Proof. According to the definition of the fusion 1182

operation, for any two signed word sequences W 1183

and V , their fusion W ⋆ V is also a signed word 1184

sequence. Therefore, the closure property holds 1185

true. 1186

For any three signed word sequences 1187

U = (sgn(u1) · u1, · · · , sgn(ul) · ul), 1188

V = (sgn(v1) · v1, · · · , sgn(vm) · vm), 1189

W = (sgn(w1) · w1, · · · , sgn(wn) · wn), 1190

that satisfy the conditions for fusion. We can see 1191

that 1192

(U ⋆ V ) ⋆ W = U ⋆ (V ⋆ W ) 1193

= (x1, · · · , xmax{l,m,n}), 1194

where 1195

xi =


0 if sgn(ui) + sgn(vi) + sgn(wi) = 0,

sgn(ui) · ui if sgn(vi) + sgn(wi) = 0,
sgn(vi) · vi if sgn(ui) + sgn(wi) = 0,
sgn(wi) · wi otherwise.

1196

Therefore, the associativity property holds true. 1197

For any signed word sequence W , we can see 1198

that 1199

W ⋆ o = o ⋆ W = W, 1200

so o is the identity element. 1201

Last, for any signed word sequence W = 1202

(sgn(w1) · w1, · · · , sgn(wn) · wn), we can define 1203

the following signed word sequence 1204

W−1 = ((−1) · sgn(w1) · w1, · · · , 1205

(−1) · sgn(wn) · wn). 1206

Obviously, W ⋆W−1 = o, indicating W−1 is the 1207

inverse of W . Hence, (W, ⋆) is a group. 1208

Now, select two signed word sequences V = 1209

(sgn(v1) · v1, · · · , sgn(vm) · vm) and W = 1210

(sgn(w1) · w1, · · · , sgn(wn) · wn) arbitrarily. We 1211

have 1212

V ⋆ W = W ⋆ V = (u1, u2, · · · , umax(m,n)), 1213
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where ui is defined in Definition 6. Hence, (W, ⋆)1214

is an abelian group.1215

Certainly, (W, ⋆) is also a monoid.1216

Subsequence of signed word sequence is an ex-1217

tension to the concept of subsequence in the sense1218

of string. For example, given a signed word se-1219

quence1220

W = (+A,+Chinese,+sentence),1221

the collections of its subsequence is1222

{1223

o, (+A, 0, 0),1224

(0,+Chinese, 0), (0, 0,+sentence),1225

(+A,+Chinese, 0), (+A, 0,+sentence),1226

(0,+Chinese,+sentence),1227

(+A,+Chinese,+sentence)1228

},1229

which is an analogue to the concept of subset.1230

The following theorem is easy to prove.1231

Theorem 5. The relation of subsequence is a par-1232

tial order.1233

Proof. Obviously, any signed word sequence is the1234

subsequence of itself. Therefore the reflexivity1235

property holds true.1236

Arbitrarily select two signed word sequences1237

W and V . Without loss of generality, we assume1238

the length of W is no longer than the length of V .1239

Therefore1240

W = (sgn(w1) · w1, · · · , sgn(wm) · wm,1241

0, · · · , 0︸ ︷︷ ︸
n−m zeros in total

),1242

and1243

V = (sgn(v1) · v1, · · · , sgn(vn) · vn).1244

Now assume that W ◁ V and W ▷ V . The first1245

condition indicates that1246

∀i ∈ [1, n], sgn(wi) = 01247

∨ (sgn(wi) = sgn(vi) ∧ wi = vi),1248

while the second condition indicates that1249

∀i ∈ [1, n], sgn(vi) = 01250

∨ (sgn(wi) = sgn(vi) ∧ wi = vi).1251

Therefore, 1252

∀i ∈ [1, n], sgn(wi) · wi = sgn(vi) · vi, 1253

which means that W = V . Hence, the antisymme- 1254

try property holds true. 1255

Arbitrarily select three signed word sequences 1256

U = (sgn(u1) · u1, · · · , sgn(ul) · ul), 1257

V = (sgn(v1) · v1, · · · , sgn(vm) · vm), 1258

W = (sgn(w1) · w1, · · · , sgn(wn) · wn), 1259

such that U ◁ V and V ◁ W . Then, we have 1260

∀i ∈ [1, n], sgn(ui) = 0 1261

∨ (sgn(ui) = sgn(vi) ∧ ui = vi), 1262

∀i ∈ [1, n], sgn(vi) = 0 1263

∨ (sgn(wi) = sgn(vi) ∧ wi = vi), 1264

indicating that 1265

∀i ∈ [1, n], sgn(ui) = 0 1266

∨ (sgn(wi) = sgn(ui) ∧ wi = ui). 1267

This means that U ◁W . Therefore, the transitivity 1268

property holds true. Hence, the relation of subse- 1269

quence is a partial order. 1270

This theorem about partial order is necessary to 1271

define expansion. 1272

A.3 Discussion on Dialogue 1273

One may wonder on what situations we can en- 1274

counter signed word sequences defined above. Ac- 1275

tually, signed word sequences are not real objects 1276

that we encountered in common tasks or corpus. 1277

Words, sentences, or passages in real NLP tasks do 1278

not have signs. 1279

However, we can build the linkage between 1280

signed word sequences and dialogues. Dialogues 1281

become one of the most popular object in NLP 1282

thanks to the progress of LLMs. Definition 9 is the 1283

formalization of our intuitions. 1284

The linkage between signed word sequences and 1285

dialogues is built using the following theorem. 1286

Theorem 6. The fusion of any numbers of signed 1287

word sequences can be approximated by a dia- 1288

logue. 1289

Proof. We know that the fusion of any two signed 1290

word sequences is also a signed word sequence. 1291

Therefore, as long as we can approximate one 1292

15



signed word sequence by a dialogue, we can triv-1293

ially approximate the fusion of any numbers of1294

signed word sequences.1295

Assume that there is only one signed word se-1296

quence W = (sgn(w1) · w1, · · · , sgn(wn) · wn).1297

We can approximate in the following manner.1298

• Step 1: remove all elements in W whose sign1299

is 0.1300

• Step 2: group all elements with the same sign.1301

Formally, W is transformed to the following1302

format.1303

W = (sgn(g1) · (w1
1, w

2
1, · · · ), · · · ,1304

sgn(gi) · (w1
i , w

2
i , · · · )),1305

where sgn(g1) ∈ {+1,−1} and ∀i ≥1306

1, sgn(gi) · sgn(gi+1) = −1.1307

• Step 3: Paraphrase word sequences.1308

– If sgn(gi) = +1, generate the para-1309

phrase of word sequence w1
i , w

2
i , · · · ,1310

which is utterance ui.1311

– If sgn(gi) = −1, generate the negation1312

of word sequence w1
i , w

2
i , · · · , which is1313

utterance ui.1314

• Step 4: assign all si with the same value.1315

In this way, we succeed to construct all utterances1316

in the dialogue. Hence the theorem holds true.1317

At Step 4 of the proof above, we assign all si1318

with the same value. This means that there is only1319

one speaker in the dialogue. A dialogue like this1320

correspond to the case that all refinements of the1321

dataset are real refinements. However, in practice,1322

it is difficult to make all refinements real. Fake1323

refinements are generally needed. Hence, there are1324

at least two speakers in dialogues of real scenarios.1325

A.4 Discussion on Galois Equivalence1326

We are ready to build connections of the concepts1327

that we have defined. The most important one is the1328

equivalence of dataset and signed word sequence,1329

which is formally represented as the following the-1330

orem.1331

Theorem 7. (D,∩) and (W, ⋆) are isomorphic.1332

Proof. We can construct mapping f : D → W as1333

below.1334

When the cardinality of D is infinite, we define1335

f(D) = o.1336

Now we assume that the cardinality of D is finite. 1337

Arbitrarily select a subspace D ⊆ D. We define 1338

f(D) =
∏
s∈D

F (s,+1) ⋆
∏

s∈D\D

F (s,−1), 1339

where the
∏

operation is the ⋆ operation on signed 1340

word sequences. F is a mapping from a sequence 1341

of tokens to a signed word sequence. Let s = 1342

(t1, t2, · · · , tm), and sgn ∈ {+1,−1}, then map- 1343

ping g is defined as 1344

F (s, sgn) = (sgn ·t1, sgn ·t2, · · · , sgn ·tm). 1345

First, we prove f : D → W is a homomorphism. 1346

Select two datasets D1 ⊆ D and D2 ⊆ D arbitrar- 1347

ily. We can see that 1348

f(D1 ∩D2) = 1349∏
s∈D1∩D2

F (s,+1) ⋆
∏

s∈D\(D1∩D2)

F (s,−1), 1350

and 1351

f(D1) ⋆ f(D2) = 1352∏
s∈D1

F (s,+1) ⋆
∏

s∈D\D1

F (s,−1)⋆ 1353

∏
s∈D2

F (s,+1) ⋆
∏

s∈D\D2

F (s,−1). 1354

Because (W, ⋆) is abelian, the commutativity prop- 1355

erty holds true. Therefore, 1356

f(D1) ⋆ f(D2) = 1357∏
s∈D1

F (s,+1) ⋆
∏
s∈D2

F (s,+1)⋆ 1358

∏
s∈D\D1

F (s,−1) ⋆
∏

s∈D\D2

F (s,−1) 1359

=
∏

s∈D1∩D2

F (s,+1) ⋆
∏

s∈D\(D1∩D2)

F (s,−1) 1360

= f(D1∩D2). 1361

Hence, f : D → W is a homomorphism. 1362

Next, we prove f is invertible. We construct 1363

mapping h : W → D as below. First, the empty 1364

sequence o is mapped to D, i.e., 1365

h(o) = D. 1366

Next, select a non-empty signed word sequence 1367

W = (sgn(w1)·w1, · · · , sgn(wn)·wn). We group 1368
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elements in the sequence based on signs, so we can1369

rewrite W as below.1370

W = (sgn(g1) · (w1
1, w

2
1, · · · ), · · · ,1371

sgn(gi) · (w1
i , w

2
i , · · · ))1372

Let1373

D = {(w1
i , w

2
i , · · · ) | sgn(gi) = +1},1374

and define1375

h(W ) = D.1376

We can see that1377

g ◦ f = f ◦ g = id .1378

Therefore, h is the inverse mapping of f . Hence,1379

f : D → W is an isomorphism, and (D,∩) and1380

(W, ⋆) are isomorphic.1381

We can extend the theorem above to a series1382

of datasets and a series of signed word sequences.1383

Recall that a refinement of dataset D is a tower1384

D ⊇ D1 ⊇ · · · ⊇ Dn−1 ⊇ Dn ,1385

and an expansion of a signed word sequence W is1386

a tower1387

W ◁W1 ◁ · · · ◁ Wn−1 ◁ Wn .1388

By observing these two towers, we conjecture that1389

there is a one-to-one correspondence between them,1390

which is exactly the following theorem.1391

Theorem 8 (Galois Theorem on Dataset). For any1392

dataset D and signed word sequence W , there is1393

a bijection between the refinement of D and the1394

expansion of W .1395

Proof. Let mapping f : D → W be the isomor-1396

phism defined above. For an arbitrary dataset1397

D1 ⊆ D, we define the following signed word1398

sequence1399

W1 = W ⋆
∏
s∈D1

F (s,+1) ⋆
∏

s∈D\D1

F (s,−1),1400

where F is also defined as above. It is obvious1401

that f(D1) = W1. Repeat this process, we can1402

construct two towers:1403

D = D0 ⊇ D1 ⊇ · · · ⊇ Dn−1 ⊇ Dn ,1404

W = W0 ◁ W1 ◁ · · · ◁ Wn−1 ◁ Wn ,1405

where for each i ∈ [0, n], f(Di) = Wi. This is the1406

bijection that we are finding.1407

Corollary 1 is simply a special case of this theo- 1408

rem, yet is important to dataset construction, which 1409

is discussed at the next subsection. 1410

As an aside, we named Theorem 8 as Galois 1411

Theorem on Dataset. Galois theory is one of the 1412

most important theories in algebra. One of the main 1413

results is the following theorem. 1414

Theorem (The Fundamental Theorem of Ga- 1415

lois Theory). Let L/K be a finite Galois exten- 1416

sion. Then there is an inclusion reversing bijec- 1417

tion between the subgroups of the Galois group 1418

Gal(L/K) and intermediary subfields L/M/K. 1419

The apparent similarity to the theorem above 1420

results in the name of Theorem 8. 1421

A.5 Discussion on Dataset Construction 1422

After giving definitions of many terminologies and 1423

proving many theorem, we arrived at Corollary 2, 1424

which is the milestone of the discussion. This corol- 1425

lary is important, because it is the foundation of 1426

the proposed method. To achieve fully-automated 1427

dataset construction, the proposed method approx- 1428

imate the fusion of signed word sequence by dia- 1429

logue between two LLMs, corresponding to two 1430

types of refinement mappings. 1431

Example 6. To construct a English-French machine 1432

translation dataset D ⊆ D, a feasible procedure is 1433

as below. 1434

1. Ask an American to write an English sentence. 1435

2. Ask a French native speaker to translate it to 1436

French. 1437

3. ask the manager to decide whether to adopt 1438

the translation. 1439

This procedure corresponds to a refinement 1440

D = D4 ⊆ D3 ⊆ D2 ⊆ D1 = D. 1441

At each step, human workers received some instruc- 1442

tions, based on which they do some operations on 1443

the dataset, which corresponds to real refinement 1444

mappings. Sometimes, clarifications of instruc- 1445

tions or memorization of intermediate results are 1446

necessary, which corresponds to fake mappings. 1447

The conversations at each step correspond to 1448

utterances in the dialogue. Specifically, 1449

• f1 : D1 → D2 filters out all examples that 1450

did not start with the given English sentence. 1451

• f2 : D2 → D3 filters out all examples that 1452

did not end with the given French translation. 1453

• f3 : D3 → D4 decides whether this transla- 1454

tion should be located in D or D \D. 1455
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B Necessity of Components in Proposed1456

Method: Ablation Studies1457

The formalization of dataset construction process1458

shows the necessity of components in the proposed1459

method theoretically. In this section, we demon-1460

strate that these components are also necessary1461

practically.1462

B.1 Importance of dialog-based construction1463

Table 5 shows the first several utterances of the dia-1464

logue for constructing the dataset of mathematical1465

problem solver. The following points should be1466

noticed.1467

Continuous operation of dataset refinement.1468

At turn 2, 10 categories of problems are proposed,1469

and at turn 3, 4 categories are selected. This corre-1470

sponds to a real refinement f2 : D2 → D3, where1471

D3 ⊊ D2.1472

Necessity of guidance LLM. At turn 6, after1473

many turns of the operation utterances, the guid-1474

ance LLM checks the dialog history, and gives new1475

instructions. This corresponds to a fake refinement1476

f6 : D6 → D7, where D6 = D7.1477

Invoke of external programs. Given the pro-1478

gram of generating system of equations, the opera-1479

tion LLM invoked it at the appropriate timing. The1480

program imitated by LLM without generating real1481

codes, returns equations correctly.1482

B.2 Influence of Minimal Information1483

Recall that the minimal information from human1484

consists of the information on (1) task description,1485

and (2) data format.1486

Influence of task description. Table 6 shows the1487

constructed datasets given different task informa-1488

tion, for the task of mathematical problem solver.1489

A vague description of task results in a generic1490

dataset (Row 1), while more useful datasets can be1491

constructed by adding specific information in the1492

task description, such as difficulty (Row 2 and 3),1493

domain (Row 4 and 5), etc.1494

Influence of data format. Table 7 shows the in-1495

fluence of data format. The quality of the con-1496

structed dataset seems not to be affected by data1497

format.1498

B.3 Discussion on Programs1499

There are three types of programs in the external1500

layer. The program written by human can be ex-1501

Awareness of program invoking: 9
Choice of program: 9
Arguments of program: 8
Guidance utterance: 9
Data utterance: 8

[TURN 1] Guidance: To effectively construct a dataset for mathematical problem-
solving using systems of equations, let’s start by identifying different types of problems
that typically require systems of equations. This will help us ensure that our dataset
covers a comprehensive range of scenarios. Some examples might include word prob-
lems involving mixtures, rate problems with distances over time, financial scenarios
with investments, and problems dealing with geometry.
Could we brainstorm a list of such problem types, and then, perhaps, select a few to
focus on as starting points for our dataset? Additionally, what level of difficulty are we
aiming for in these problems—basic, intermediate, or advanced? This will help tailor
the problems to the appropriate complexity.
[TURN 2] Operation: Certainly, here’s a list of different types of problems that
typically require systems of equations:
1. Mixture Problems: Involving the mixing of different substances with varying concen-
trations or prices.
2. Rate Problems: Addressing distances, speeds, and time.
3. Financial Problems: Including interest rates, investments, and profit calculations.
4. Geometry Problems: Dealing with dimensions, shapes, and configurations.
5. Work Problems: Involves multiple parties working together or separately at different
rates.
6. Age Problems: Solving for ages based on given relationships and time differences.
7. Number Problems: Involving relationships between numbers, such as consecutive
integers.
8. Production Problems: Related to manufacturing, supply, and demand.
9. Transportation Problems: Optimizing routes, costs, and logistics.
10. Chemical Solutions: Concentration and mixing of chemical solutions.
For the complexity level, it would be beneficial to focus on intermediate to advanced
problems to challenge the problem-solving capabilities of systems of equations. What
are your thoughts on selecting some of these types and levels for our initial dataset?
[TURN 3] Operation: To start constructing the dataset, let’s select a few problem types
to focus on: Mixture Problems, Rate Problems, Financial Problems, and Geometry
Problems. We’ll aim for an intermediate to advanced difficulty level for these problems.
Please provide a mathematical problem for each of these categories, and we’ll proceed
to generate systems of equations for them.
Here’s a set of problems across the selected categories:
1. **Mixture Problem**: A chemist has a 30% saline solution and a 70% saline solution.
How many liters of each should be mixed to obtain 10 liters of a 50% saline solution?
2. **Rate Problem**: A car travels 150 miles in the same amount of time a bicycle
travels 30 miles. If the speed of the car is 20 mph faster than twice the speed of the
bicycle, what are the speeds of the car and the bicycle?
3. **Financial Problem**: Sarah invests $10,000 in two parts: one part at 5% simple
interest and the other at 8%. At the end of the year, the total interest earned is $700.
How much did she invest at each rate?
4. **Geometry Problem**: The perimeter of a rectangle is 60 meters. If the length is 5
meters more than twice the width, what are the dimensions of the rectangle?
Let’s proceed with generating a system of equations for each problem.
[TURN 4] Operation: generate_system_of_equations(math_problem="A
chemist has a 30% saline solution and a 70% saline solution. How many
liters of each should be mixed to obtain 10 liters of a 50% saline
solution?")
[TURN 5] Program: equation_list:[x+ y = 10, 0.3x+0.7y = 0.5 ∗ 10]
[TURN 6] Guidance: Here is the system of equations for the Mixture Problem:
1. x + y = 10, where x is the liters of 30% saline solution, and y is the liters of 70%
saline solution
2. 0.3x + 0.7y = 5, since 50% of 10 liters should be saline
Now, let’s create systems of equations for the other three problem categories. If you’d
like to try creating them or need assistance, please let me know!
[TURN 7] Operation: generate_system_of_equations(...)
......

Table 5: First several utterances of the dialog for con-
structing the dataset of mathematical problem solver.
Scores are given by the LLM for dialogue checking.
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Task Description Examples in Constructed Dataset

Mathematical problems
solved by using
systems of equations.

Problem: Find the values of x and y that satisfy the
following conditions: The sum of twice x and y is 10,
and the difference between x and twice y is 3.
Equations: 2x + y = 10, x − 2y = 3
Answer: x = 4.6, y = 0.8

Easy mathematical
problems that primary
school students can
solve using equations.

Problem: Emma has 5 boxes of cupcakes. Each box
contains 4 cupcakes. How many cupcakes does she have
in total?
Equations: Given: x = 5, Given: y = 4, Total cup-
cakes = 5 ∗ 4
Answer: 20

Difficult mathematical
problems written in
English, which can
be solved by using
systems of equations.

Problem: Emma has $20,000 to invest in two different
types of bonds. Bond X pays an annual interest rate of 5%,
while Bond Y pays an annual interest rate of 7%. Emma
wants to earn a total annual interest of $1,180 from her
investments. How much should she invest in each type of
bond?
Equations: x + y = 20000, 0.05x + 0.07y =
1180
Answer: Bond X = $6,000, Bond Y = $14,000

Problems of algebraic
number theory, which
can be solved using
tens of equations.

Problem: Factorize the ideal (6,
√
−5) in the ring

Z[
√
−5].

Equations: (6,
√
−5) = (2, 1 +

√
−5)(3, 1 +√

−5)
Answer: Factorization: (6,

√
−5) can be expressed as

the product of prime ideals (2, 1 +
√
−5) and (3, 1 +√

−5) in Z[
√
−5].

Physics problems
in the area of fluid
dynamics, which can
be solved using partial
differential equations.

Problem: Flow over a flat plate at a constant speed.
Equations: Continuity Equation: ∂u

∂x
+ ∂v

∂y
=

0, Navier-Stokes Equation: ρ(u ∂u
∂x

+ v ∂u
∂y

) =

− ∂p
∂x

+ µ( ∂2u
∂x2 + ∂2u

∂y2 ), Energy Equation (if ther-

mal effects are considered): ρcp(u ∂T
∂x

+ v ∂T
∂y

) =

k( ∂2T
∂x2 + ∂2T

∂y2 ), Prandtl’s Boundary Layer Equa-

tions (for simplified flat plate flow): Momentum Equation:

u ∂u
∂x

+ v ∂u
∂y

= ν ∂2u
∂y2 , Boundary Conditions: At

y = 0, u = 0 (No-slip condition); As y approaches
infinity, u = U (Free stream velocity).
Answer: The velocity profile over the flat plate can be
analytically described using the Blasius solution, which is
a similarity solution to the boundary layer equations for
flow over a flat plate.

Table 6: Constructed datasets given different task infor-
mation, for the task of mathematical problem solver.

pected to run with no abnormality. We compare the1502

programs written by or imitated by LLM.1503

Table 8 shows the statistics on program invoca-1504

tion. The following facts are observed.1505

The frequency of invoking programs varies1506

a lot. For the programs that obviously1507

compensate the capability of LLMs (e.g.,1508

generate_system_of_equations) or obvi-1509

ously be helpful for dataset construction (e.g.,1510

translate_to_chinese), they are invoked more1511

than once on one construction, on average. In con-1512

trast, for programs that are useless in the context of1513

dataset construction (e.g., hotel_reservation),1514

although they may be helpful in some other1515

scenarios, they are invoked rarely.1516

Code generation is difficult with only the mini-1517

mal information from human. We ask LLM to1518

generate Python codes of solving system of equa-1519

tions (i.e., solve_system_of_equations (v1)),1520

given the task descriptions on solving equations,1521

Problem
A car rental company charges a fixed fee of $50 for renting a car, plus $10 per hour. If a
customer receives a bill of $120, how many hours did they rent the car?

Problem + Answer
Problem: A car leaves town A traveling towards town B at a constant speed. Five hours
later, another car leaves town A towards town B at a constant speed of 100 km/h. If the
second car overtakes the first car 3 hours after it starts, what was the speed of the first
car?
Answer: 37.5 km/h

Problem + Equations + Answer
Problem: An electrical circuit consists of two resistors in parallel, R1 and R2 . The
total resistance is 6 ohms. If R1 is 15 ohms, what is R2?
Equations: 1/Rtotal = 1/R1 + 1/R2, Rtotal = 6, R1 = 15
Answer: R2 = 10 ohms.

Problem + Equations + Reasoning + Answer
Problem: Two angles are complementary. The measure of one angle is 10 degrees more
than three times the other. Find the measures of both angles.
Equations: x + y = 90, x = 3y + 10
Reasoning: Let x be one angle and y be the other angle. Since the angles are comple-
mentary, they must sum to 90 degrees, hence the equation x + y = 90. The problem
states that one angle is 10 degrees more than three times the other, which translates to
the equation x = 3y + 10. Solve this system to find the values of x and y.
Answer: The angles are 70 degrees and 20 degrees.

Table 7: Constructed datasets with different data format,
for the task of mathematical problem solver.

and the formats of arguments and return values. 1522

The pass rate is approximately zero, and bug-free 1523

codes can hardly be generated. 1524

Programs imitated by LLMs work reasonably 1525

well. Although the LLM struggles on generat- 1526

ing bug-free codes with minimal information, it 1527

can imitate the behaviors of programs well enough 1528

(e.g., solve_system_of_equations (v2)). To 1529

achieve fully-automated dataset construction, in 1530

cases where human-written programs are not avail- 1531

able, using LLM to imitate programs is a rational 1532

choice. 1533

B.4 Necessity of Data Checking 1534

The LLM for data checking in the peripheral layer 1535

is used to control the quality of constructed datasets, 1536

which is generally conduct by human experts in 1537

previous research. Our concern is: given the dataset 1538

constructed by the collaboration of other LLMs, is 1539

it possible to remove this LLM for data checking? 1540

Table 9 shows the pass rate of data checking on 1541

dialog and/or data. The pass rate on data checking 1542

is extremely high, meaning that the dataset can be 1543

constructed successfully given a dialog for dataset 1544

construction. However, The pass rate on dialog 1545

checking is around 90% for all tasks. This means 1546

that checking the quality of dialogs is necessary. 1547

C Prompts of LLMs 1548

In this section, we gives the prompts of LLMs in 1549

the proposed method. 1550
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Task Program Type Avg. #Invoke Pass Rate

Translation translate_to_chinese Human Written 1.43 99.3%

Chatbot

extract_information LLM Imitated 0.07 100.0%
check_information LLM Imitated 0.05 100.0%
search_hotels LLM Imitated 0.01 100.0%
hotel_reservation LLM Imitated 0 -

Math

generate_system_of_equations LLM Imitated 1.72 96.7%
solve_system_of_equations (v1) LLM Generated 0.52 1.7%
solve_system_of_equations (v2) LLM Imitated 0.50 87.9%
solution_to_final_answer LLM Imitated 0.22 84.6%

Table 8: Statistics on program invocation. The Avg. #Invoke is the average number of program invocations per
dialog. The pass rate is defined as the percentage that running result passed the check of the LLM for result checking.

Task Pass Rate Pass Rate Pass Rate
(Dialog) (Data) (Both)

Translation 94.1% 99.0% 93.1%
Chatbot 91.2% 98.0% 89.2%
Math 87.1% 99.0% 87.1%

Table 9: Pass rate of data checking for three tasks.

C.1 Prompts of LLMs in the Kernal Layer1551

Prompts of the LLM for human utterance, the LLM1552

for AI utterance, the orchestrator LLM, the LLM1553

for data transformation, can be found in Tables 10,1554

11, 12, 13, respectively.1555

C.2 Prompts of LLMs in the External Layer1556

Prompts of the LLMs for code generation and pro-1557

gram imitation can be found in Tables 14 and 151558

respectively.1559

C.3 Prompts of LLMs in the Peripheral Layer1560

Prompts of the LLMs for result checking, dialog1561

checking, final checking can be found in Tables 16,1562

17, 18, respectively.1563

# System Description
You are an expert on conversation-based dataset
construction. The goal of this conversation is to
construct a dataset of the given task. You need
to guide the conversation so that the dataset can
be constructed successfully.

# Instruction
Continue the conversation by generating a guid-
ance, based on the following information about
task.

# Task Information
Abstract: {task_abstract}
Description: {task_description}

# Output
Response to continue the conversation.

# Constraints
1. The response should written in English.
2. The response should guide the conversation
to a suitable direction.
3. The response should related to dataset con-
struction.

Table 10: The prompt of the LLM for human utterance.
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# System Description
You are an expert on conversation-based dataset
construction. The goal of this conversation is
to construct a dataset of the given task. To con-
struct the dataset, you need to follow the guid-
ance in the conversation.

# Instruction
Construct data based on the following informa-
tion about task. Please follow the guidance in the
conversation. You can resort to external tools.

# Task Information
Abstract: {task_abstract}
Description: {task_description}

# Output
Data of the given task.

# Constraints
1. You can either modify the data previously
generated, or generate new data.
2. No other operations are allowed.
3. No explanation is needed.

Table 11: The prompt of the LLM for AI utterance.

# System Description
You are an expert on managing the flow of con-
versation. Here is a conversation aiming at con-
structing a dataset of the given task.

# Instruction
You need to decide whether to continue the con-
versation or not. If the conversation should be
continued, you need to decide the speaker of
next turn.
You have three choices:
1. The speaker should be the guidance model
which guide the conversation so that the dataset
can be constructed successfully.
2. The speaker should be the data model which
either modify the data previously generated in
the dialogue, or generate new data.
3. The dialog should not be continued.

# Task Information
Abstract: {task_abstract}
Description: {task_description}

# Constraints
1. If the conversation is shorter than {min_turns}
turns, the conversation must be continued.
2. If the conversation is longer than {max_turns}
turns, the conversation must not be continued.
3. The guidance model cannot be invoked con-
tinuously.

# Output
The index of choice (1, 2, or 3).

Table 12: The prompt of orchestrator LLM.
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# System Description
You are an expert on data transformation. Here
is a conversation aiming at constructing a dataset
of the given task.

# Task Information
Abstract: {task_abstract}
Description: {task_description}

# Instruction
Transform the conversation to data in the follow-
ing format.
{data_format}

# Output
Transformed dataset.

Table 13: The prompt of the LLM for data transforma-
tion.

# System Description
You are a professional programmer of Python.
You can write a function in Python, given the
information of the function.

# Information of Function
{function_information}

# Instruction
Write the code of this function in Python.

# Constraints
1. The language is Python.
2. The name of the function should match the
given information.
3. The input arguments should match the given
information.
4. The return values should match the given
information.
5. The code should work perfectly to implement
the description in the given information.

# Output
a function written in Python

Table 14: The prompt of the LLM for writing programs
(i.e., code generation).

# System Description
You are a high-performance computer. Given
the description of a program, and the input argu-
ments, you can predict the running result.

# Instruction
Here is a program.
- Function of this program: {prog_description}
- Arguments: {prog_input}
- Outputs: {prog_output}
Given this program, and the following inputs:
- Inputs: {prog_input_instance}
Predict the running result.

# Output
The running result of the program.

Table 15: The prompt of the LLM for imitating pro-
grams.

# System Description
You are an expert on reading programs. Given
the description of a program, you can understand
how it works.

# Instruction
Here is a program.
- Function of this program: {prog_description}
- Arguments: {prog_input}
- Outputs: {prog_output}
Given this program, and the following inputs:
- Inputs: {prog_input_instance}
The outputs of the program are:
- Outputs: {prog_output_instance}
Was the program executed normally?

You have two choices:
1. The program was executed normally.
2. The program was not executed normally.

# Output
The index of choice (1 or 2).

Table 16: The prompt of the LLM for result checking.
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# System Description
You are an expert on managing the quality of
conversation.
Here is a conversation aiming at constructing a
dataset of the given task.

# Task Information
Abstract: {task_abstract}
Description: {task_description}

# Background
You need to check the quality of the conversation
in the following dimensions.
1. Awareness of program invoking. The timing
of program invoking is appropriate.
2. Choice of program. Among given programs,
the correct program has been chosen.
3. Arguments of program. The input arguments
of the chosen program are correct.
4. Guidance utterance. The guidance given by
the user is useful for dataset construction.
5. Operation utterance. The data generated or
modify by the assistant matches the given task.

# Instruction
For each dimension, give a score, ranging from
1 to 10. The higher the quality, the higher the
score.

# Output
1. Score of awareness of program invoking: an
integer between 1 and 10.
2. Score of choice of program: an integer be-
tween 1 and 10.
3. Score of arguments of program: an integer
between 1 and 10.
4. Score of guidance utterance: an integer be-
tween 1 and 10.
5. Score of data utterance: an integer between 1
and 10.

Table 17: The prompt of the LLM for dialog checking.

# System Description
You are an expert on managing the quality of
dataset. Here is a dataset of the given task.

# Task Information
Abstract: {task_abstract}
Description: {task_description}

# Dataset
{dataset_constructed}

# Background
You need to check the quality of the dataset in
the following dimensions.
1. Agreement. The dataset matches the given
task perfectly.
2. Reality. The dataset matches scenarios in real
world.

# Instruction
For each dimension, give a score, ranging from
1 to 10. The higher the quality, the higher the
score.

# Output
1. Score of agreement: an integer between 1 and
10.
2. Score of reality: an integer between 1 and 10.

Table 18: The prompt of the LLM for final checking.
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D Information from Human1564

We provide necessary information for dataset con-1565

struction in the format of json.1566

D.1 Minimal Information from Human1567

As introduced in Section 3.1, the minimal infor-1568

mation consists of task description and data for-1569

mat. The minimal information for tasks of English-1570

Chinese machine translation, chatbot for hotel1571

reservation, mathematical problem solver can be1572

found in Listings 1, 2, 3, respectively.1573
1574

{1575
"name": "English -Chinese machine1576

translation",1577
"description": "Translate English1578

sentences to Chinese .",1579
"constraints": {1580

"min_turns": 2,1581
"max_turns": 101582

},1583
"data_format": {1584

"list_of_english_sentences": {1585
"description": "a list of1586

English sentences",1587
"type": "array",1588
"items": {1589

"type": "string"1590
}1591

},1592
"list_of_chinese_translations":1593

{1594
"description": "a list of1595

Chinese translations",1596
"type": "array",1597
"items": {1598

"type": "string"1599
}1600

}1601
}1602

}16031604

Listing 1: Minimal information from human for the task
of English-Chinese machine translation.

1605
{1606

"name": "Chatbot for hotel1607
reservation",1608

"description": "The customer1609
reserves a hotel by chatting1610
with the chatbot",1611

"constraints": {1612
"min_turns": 3,1613
"max_turns": 101614

},1615
"data_format": {1616

"dialog_history": {1617
"description": "conversation1618

between the customer1619
and the chatbot",1620

"type": "array",1621
"items": {1622

"type": "string"1623
}1624

}1625
}1626

} 16271628

Listing 2: Minimal information from human for the task
of chatbot for hotel reservation.

1629
{ 1630

"name": "Mathematical problem solver 1631
", 1632

"description": "Difficult 1633
mathematical problems written in 1634
English, which can be solved by 1635
using systems of equations .", 1636

"constraints": { 1637
"min_turns": 2, 1638
"max_turns": 15 1639

}, 1640
"data_format": { 1641

"list_of_mathematical_problem": 1642
{ 1643
"description": "A list of 1644

mathematical problems 1645
written in English .", 1646

"type": "array", 1647
"items": { 1648

"type": "string" 1649
} 1650

}, 1651
"list_of_system_of_equations": { 1652

"description": "A list of 1653
equations to solve the 1654
given mathematical 1655
problems .", 1656

"type": "array", 1657
"items": { 1658

"type": "array", 1659
"items": { 1660

"type": "string" 1661
} 1662

} 1663
}, 1664
"list_of_final_answers": { 1665

"description": "A list of 1666
final answer to the 1667
given mathematical 1668
problem .", 1669

"type": "array", 1670
"items": { 1671

"type": "string" 1672
} 1673

} 1674
} 1675

} 16761677

Listing 3: Minimal information from human for the task
of mathematical problem solver.

D.2 Additional Information on External 1678

Programs 1679

Besides the minimal information, in the case that 1680

external programs are available, providing addi- 1681

tional information is helpful for dataset construc- 1682

tion. Additional Information for tasks of English- 1683

Chinese machine translation, chatbot for hotel 1684

reservation, mathematical problem solver can be 1685

found in Listings 4, 5, 6, respectively. 1686
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1687
[1688
{1689
"meta_info": {1690
"code_exist": true,1691
"code_name": "mt_tools"1692

},1693
"tool_info": {1694
"type": "function",1695
"function": {1696
"name": "translate_to_chinese",1697
"description": "Translate an English1698

sentence to Chinese .",1699
"parameters": {1700
"type": "object",1701
"properties": {1702
"list_of_english_sentences": {1703
"type": "array",1704
"description": "a list of English1705

sentences",1706
"items": {1707
"type": "string"1708

}1709
}1710

},1711
"required": [1712
"english_sentence"1713

]1714
},1715
"results": {1716
"type": "object",1717
"properties": {1718
"list_of_chinese_translations": {1719
"type": "array",1720
"description": "a list of Chinese1721

translations",1722
"items": {1723
"type": "string"1724

}1725
}1726

}1727
}1728

}1729
}1730

}1731
]17321733

Listing 4: Additional information about external
programs for the task of English-Chinese machine
translation.

1734
[1735
{1736
"meta_info": {1737
"code_exist": false1738

},1739
"tool_info": {1740
"type": "function",1741
"function": {1742
"name": "extract_information",1743
"description": "Extract necessary1744

information from customer 's1745
utterance .",1746

"parameters": {1747
"type": "object",1748
"properties": {1749
"utterance_from_customer": {1750
"type": "string",1751
"description": "utterance from1752

customer"1753

} 1754
}, 1755
"required": [ 1756
"utterance_from_customer" 1757

] 1758
}, 1759
"results": { 1760
"type": "object", 1761
"properties": { 1762
"number_of_people": { 1763
"type": "integer", 1764
"description": "number of people 1765

to stay" 1766
}, 1767
"name_of_representative": { 1768
"type": "string", 1769
"description": "name of the 1770

representative people" 1771
}, 1772
"checkin_date": { 1773
"type": "string", 1774
"format": "mm/dd", 1775
"description": "date of check in 1776

" 1777
}, 1778
"checkout_date": { 1779
"type": "string", 1780
"format": "mm/dd", 1781
"description": "date of check out 1782

" 1783
} 1784

} 1785
} 1786

} 1787
} 1788

}, 1789
{ 1790
"meta_info": { 1791
"code_exist": false 1792

}, 1793
"tool_info": { 1794
"type": "function", 1795
"function": { 1796
"name": "check_information", 1797
"description": "Check whether the 1798

information is enough for hotel 1799
reservation. If not, return the 1800
list of unknown information .", 1801

"parameters": { 1802
"type": "object", 1803
"properties": { 1804
"number_of_people": { 1805
"type": "integer", 1806
"description": "number of people 1807

to stay" 1808
}, 1809
"name_of_representative": { 1810
"type": "string", 1811
"description": "name of the 1812

representative people" 1813
}, 1814
"checkin_date": { 1815
"type": "string", 1816
"format": "mm/dd", 1817
"description": "date of check in 1818

" 1819
}, 1820
"checkout_date": { 1821
"type": "string", 1822
"format": "mm/dd", 1823
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"description": "date of check out1824
"1825

}1826
},1827
"required": [1828
"number_of_people",1829
"name_of_representative",1830
"checkin_date",1831
"checkout_date"1832

]1833
},1834
"results": {1835
"type": "object",1836
"properties": {1837
"unknown_information_list": {1838
"description": "list of unknown1839

information",1840
"type": "array",1841
"items": {1842
"type": "string",1843
"enum": [1844
"number_of_people",1845
"name_of_representative",1846
"checkin_date",1847
"checkout_date"1848

]1849
}1850

}1851
}1852

}1853
}1854

}1855
},1856
{1857
"meta_info": {1858
"code_exist": false1859

},1860
"tool_info": {1861
"type": "function",1862
"function": {1863
"name": "search_hotels",1864
"description": "Search hotels that1865

satisfy customer 's requirements1866
.",1867

"parameters": {1868
"type": "object",1869
"properties": {1870
"number_of_people": {1871
"type": "integer",1872
"description": "number of people1873

to stay"1874
},1875
"name_of_representative": {1876
"type": "string",1877
"description": "name of the1878

representative people"1879
},1880
"checkin_date": {1881
"type": "string",1882
"format": "mm/dd",1883
"description": "date of check in1884

"1885
},1886
"checkout_date": {1887
"type": "string",1888
"format": "mm/dd",1889
"description": "date of check out1890

"1891
}1892

},1893

"required": [ 1894
"number_of_people", 1895
"name_of_representative", 1896
"checkin_date", 1897
"checkout_date" 1898

] 1899
}, 1900
"results": { 1901
"type": "object", 1902
"properties": { 1903
"hotel_list": { 1904
"type": "array", 1905
"description": "list of hotels", 1906
"items": { 1907
"type": "string" 1908

} 1909
} 1910

} 1911
} 1912

} 1913
} 1914

}, 1915
{ 1916
"meta_info": { 1917
"code_exist": false 1918

}, 1919
"tool_info": { 1920
"type": "function", 1921
"function": { 1922
"name": "hotel_reservation", 1923
"description": "Reserve the given 1924

hotel.", 1925
"parameters": { 1926
"type": "object", 1927
"properties": { 1928
"name_of_hotel": { 1929
"type": "string", 1930
"description": "name of the hotel 1931

to reserve" 1932
} 1933

}, 1934
"required": [ 1935
"name_of_hotel" 1936

] 1937
}, 1938
"results": { 1939
"type": "object", 1940
"properties": { 1941
"status_of_reservation": { 1942
"type": "boolean", 1943
"description": "whether the hotel 1944

is reserved successfully or 1945
not" 1946

} 1947
} 1948

} 1949
} 1950

} 1951
} 1952

] 19531954

Listing 5: Additional information about external
programs for the task of chatbot for hotel reservation.

1955
[ 1956
{ 1957
"meta_info": { 1958
"code_exist": false 1959

}, 1960
"tool_info": { 1961
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"type": "function",1962
"function": {1963
"name": "1964

generate_system_of_equations",1965
"description": "Given a mathematical1966

problem, generate a system of1967
equations that can solve this1968
problem .",1969

"parameters": {1970
"type": "object",1971
"properties": {1972
"math_problem": {1973
"type": "string",1974
"description": "mathematical1975

problem"1976
}1977

},1978
"required": [1979
"math_problem"1980

]1981
},1982
"results": {1983
"type": "object",1984
"properties": {1985
"equation_list": {1986
"type": "array",1987
"description": "list of equations1988

",1989
"items": {1990
"type": "string"1991

}1992
}1993

}1994
}1995

}1996
}1997

},1998
{1999
"meta_info": {2000
"code_exist": true,2001
"code_name": "math_tools"2002

},2003
"tool_info": {2004
"type": "function",2005
"function": {2006
"name": "solve_system_of_equations",2007
"description": "Solve the system of2008

equations",2009
"parameters": {2010
"type": "object",2011
"properties": {2012
"system_of_equations": {2013
"type": "array",2014
"description": "list of equations2015

",2016
"items": {2017
"type": "string"2018

}2019
}2020

},2021
"required": [2022
"system_of_equations"2023

]2024
},2025
"results": {2026
"type": "object",2027
"properties": {2028
"solution_to_equations": {2029
"description": "solution to the2030

system of equations",2031

"type": "array", 2032
"items": { 2033
"type": "number" 2034

} 2035
} 2036

} 2037
} 2038

} 2039
} 2040

}, 2041
{ 2042
"meta_info": { 2043
"code_exist": false 2044

}, 2045
"tool_info": { 2046
"type": "function", 2047
"function": { 2048
"name": "solution_to_final_answer", 2049
"description": "Generate the final 2050

answer of the problem based on 2051
the solution to the system of 2052
equations .", 2053

"parameters": { 2054
"type": "object", 2055
"properties": { 2056
"solution_of_equations": { 2057
"description": "solution to the 2058

system of equations", 2059
"type": "array", 2060
"items": { 2061
"type": "number" 2062

} 2063
} 2064

}, 2065
"required": [ 2066
"solution_of_equations" 2067

] 2068
}, 2069
"results": { 2070
"type": "object", 2071
"properties": { 2072
"final_answer_to_problem": { 2073
"description": "the final answer 2074

of the problem", 2075
"type": "string" 2076

} 2077
} 2078

} 2079
} 2080

} 2081
} 2082

] 20832084

Listing 6: Additional information about external
programs for the task of mathematical problem solver.

E More Examples of Constructed Dataset 2085

In this section, we give more examples of the con- 2086

structed dataset of three tasks. 2087

E.1 English-Chinese Machine Translation 2088

Table 19 shows some examples in the constructed 2089

English-Chinese machine translation dataset. Note 2090

that although there are only 100 sentence pairs in 2091

the dataset, various domains are covered. 2092
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Greetings
How was your day? 你今天过得怎么样？
Hey, are you coming to the party tonight? 嘿，你今晚来参加聚会吗？
Hey, how’s it going? Long time no see! 嘿，最近怎么样？好久不见了！

Technology
Artificial Intelligence is revolutionizing the way we live and work. 人工智能正在彻底改变我们的生活和工作方式。
Press the power button for three seconds to turn on the device. 按住电源按钮三秒钟以打开设备。
The processor speed exceeds 3 GHz. 处理器速度超过3GHz。
Introducing the new ultra-thin smartphone with a revolutionary design and cutting-edge features. 推出具有革命性设计和尖
端功能的新型超薄智能手机。

Science
Photosynthesis is the process by which green plants use sunlight to synthesize foods with the help of chlorophyll. 光合作用
是绿色植物在叶绿素的帮助下利用阳光合成食物的过程。
Astronauts aboard the International Space Station conduct groundbreaking research. 国际空间站上的宇航员进行开创性
的研究。
This book provides a comprehensive guide to understanding quantum physics. 本书提供了理解量子物理学的全面指南。
The theory of relativity revolutionized the way we understand space and time. 相对论彻底改变了我们理解空间和时间的
方式。

Economy
The economic outlook for the next year appears to be uncertain. 明年的经济前景似乎并不确定。
The study explores the impact of renewable energy adoption on economic growth. 该研究探讨了可再生能源的应用对经
济增长的影响。
Stock market fluctuations have created uncertainty among investors. 股市波动给投资者带来了不确定性。

Politics
The government has announced new regulations to improve public health. 政府已宣布改善公共卫生的新法规。
The government announced new policies to combat climate change. 政府宣布了应对气候变化的新政策。

Business
The meeting is scheduled for 10 AM tomorrow. 会议定于明天上午10点举行。
We should discuss the quarterly performance report in today’s session. 我们应该在今天的会议上讨论季度业绩报告。
Given the current market trends and analysis patterns, our team needs to devise a new marketing strategy. 鉴于当前的市场
趋势和分析模式，我们的团队需要制定新的营销策略。

Culture
Cultural heritage plays a crucial role in shaping the identity and values of a community. 文化遗产在塑造一个社区的身份
和价值观方面发挥着至关重要的作用。
The Great Wall of China was originally built to protect Chinese states against invasions. 中国的长城最初是为了保护中国
各州免遭入侵而修建的。

Climate
Global warming is one of the biggest challenges of our time. 全球变暖是我们这个时代面临的最大挑战之一。
The international community is working together to address climate change challenges. 国际社会正在携手应对气候变化
挑战。
The economic implications of climate change are vast and far-reaching. 气候变化的经济影响巨大而深远。

Conversation
Can you recommend a good book I can read over the weekend? 你能推荐一本我周末可以读的好书吗？
Can you help me with this project next week? 下周你能帮我完成这个项目吗？
Can we meet at the coffee shop? 我们可以在咖啡店见面吗？

Literary
He looked at her with a hint of suspicion in his eyes. 他看着她，眼神里带着一丝怀疑。
The rain poured down relentlessly, drenching everything in sight. 大雨无情地倾盆而下，将眼前的一切都淋湿了。
It was the best of times, it was the worst of times, it was the age of wisdom, it was the age of foolishness. 这是最好的时
代，这是最坏的时代；这是智慧的时代，这是愚昧的时代。

Cooking
First, preheat the oven to 350 degrees Fahrenheit. 首先，将烤箱预热至 350华氏度。

Social Media
Can’t believe the weekend is almost over already! #TimeFlies难以置信周末就快结束了！ #TimeFlies

Law
The agreement shall be governed by and construed in accordance with the laws of California. 本协议应受加利福尼亚州法
律管辖并依其解释。

Table 19: Examples in the constructed English-Chinese machine translation dataset, grouped by domains.
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Tables 20, 21, and 22 show three dialogues for2093

constructing datasets. Note that several sentence2094

pairs are constructed simultaneously within one2095

dialogue.2096

E.2 Chatbot for Hotel Reservation2097

Tables 23 and 24 show some examples in the con-2098

structed chatbot for hotel reservation dataset. Re-2099

quests from customers include many aspects, and2100

chatbots generate appropriate responses to these2101

requests, making the dialogues realistic.2102

Tables 25, 26, and 27 show three dialogues for2103

constructing datasets. Datasets can be constructed2104

reasonably well, even without using external pro-2105

grams.2106

E.3 Mathematical Problem Solver2107

Table 28 shows some examples in the constructed2108

mathematical problem solver dataset. Problems2109

covered many domains, and various difficulties.2110

Tables 29, 30, and 31 show three dialogues for2111

constructing datasets. Variety of domains and diffi-2112

culties is considered by the guidance LLM.2113
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[Guidance] To construct a high-quality dataset for English-Chinese machine translation, it’s essential to focus on collecting diverse and well-structured sentence
pairs. Let’s begin by discussing the types of sentences we should include. We want a good mix of sentence complexities, such as simple sentences, compound
sentences, and complex sentences. Additionally, it’s beneficial to cover various topics like daily conversation, technology, travel, and so on. This will help the
translation model generalize well across different contexts. Could we start by brainstorming some sources or methods to collect such diverse sentence pairs?
[Operation] Certainly, here are some methods and sources to collect diverse English-Chinese sentence pairs:
1. **Literature and Books**: Extract sentences from bilingual books or translated literature. These often contain a mix of sentence complexities and rich
vocabulary.
2. **News Articles**: Utilize bilingual news websites. They cover various topics including politics, travel, technology, and more.
3. **Online Forums and Social Media**: Collect sentences from translation sub-forums or groups where people request translations, providing both simple and
complex real-life usage.
4. **Educational Resources**: Leverage language learning websites or textbooks that provide translated exercises and examples.
5. **Public Domain Datasets**: Use already available translation datasets which could be licensed under creative commons or public domain.
6. **TV and Movie Subtitles**: Subtitle databases contain informal and contextual dialogue that can be beneficial for conversational translation.
7. **Crowdsourcing**: Engage language communities to translate specific sentences, ensuring a mix of various complexities and topics.
These methods can help create a diverse and well-rounded dataset. Let me know if you want to proceed with generating some translation data samples or discuss
further!
[Guidance] Perhaps we can also explore industry-specific sources, like user manuals or technical documents, to collect English-Chinese sentence pairs. What
industries do you think would be most valuable to include in our dataset, considering current demand for machine translation services?
[Operation] Focusing on industry-specific sources can greatly enhance the quality of a translation dataset. Here are some industries that are particularly valuable
given the current demand for machine translation services:
1. **Technology & IT**: User manuals, API documentation, and software guides are crucial as the tech industry frequently requires accurate translations.
2. **Healthcare & Pharmaceuticals**: This includes medical research papers, patient information leaflets, and drug manuals, where precise translations are
essential.
3. **Finance & Banking**: Financial reports, investment documents, and banking terms need specialized vocabulary and accuracy.
4. **Legal**: Contracts, terms and conditions, privacy policies, and legal documents demand high precision in translation due to legal implications.
5. **E-commerce & Retail**: Product descriptions, customer service communications, and marketing materials need localization for different markets.
6. **Automotive**: Technical specifications, user guides, and maintenance manuals for vehicles can benefit from accurate translations.
7. **Travel & Hospitality**: Travel guides, hotel brochures, and online booking platforms require translations for tourism purposes.
Including these industries can help build an encompassing dataset that addresses current translation needs across various specialized fields. Let me know how
you’d like to proceed!
[Operation] Let’s proceed by generating some sample English sentences across different contexts and complexities, which we can then translate into Chinese to
create a part of our dataset. I’ll prepare some sentences for translation.
[Operation] translate_to_chinese(list_of_english_sentences=["The user manual for the software contains detailed installation
instructions.","Recent advancements in medical research have opened new pathways for treatment.","The financial report for
the last quarter shows a significant increase in revenue.","Please read the terms and conditions carefully before signing
the contract.","The latest smartphone model features cutting-edge technology and superior performance.","The hotel offers a
complimentary breakfast with a wide variety of options.","The car maintenance manual includes a section on troubleshooting common
issues.","Our e-commerce platform provides a seamless shopping experience.","The API documentation offers comprehensive guides
for developers.","Traveling by train is one of the most scenic ways to explore the countryside."])
[Program] [’该软件的用户手册包含详细的安装说明。’, ’医学研究的最新进展为治疗开辟了新的途径。’, ’上一季度的财务报告显示收入大幅增
加。’, ’签署合同前请仔细阅读条款和条件。’, ’最新款智能手机采用了尖端技术和卓越性能。’, ’酒店提供多种选择的免费早餐。’, ’汽车维修手册
中有一节关于常见问题的故障排除部分。’, ’我们的电子商务平台提供无缝的购物体验。’, ’API文档为开发人员提供了全面的指南。’, ’乘坐火车旅
行是探索乡村风景最优美的方式之一。’]
[Operation] Here are the translated English-Chinese sentence pairs for our dataset:
1. English: The user manual for the software contains detailed installation instructions.
Chinese: 该软件的用户手册包含详细的安装说明。
2. English: Recent advancements in medical research have opened new pathways for treatment.
Chinese: 医学研究的最新进展为治疗开辟了新的途径。
3. English: The financial report for the last quarter shows a significant increase in revenue.
Chinese: 上一季度的财务报告显示收入大幅增加。
4. English: Please read the terms and conditions carefully before signing the contract.
Chinese: 签署合同前请仔细阅读条款和条件。
5. English: The latest smartphone model features cutting-edge technology and superior performance.
Chinese: 最新款智能手机采用了尖端技术和卓越性能。
6. English: The hotel offers a complimentary breakfast with a wide variety of options.
Chinese: 酒店提供多种选择的免费早餐。
7. English: The car maintenance manual includes a section on troubleshooting common issues.
Chinese: 汽车维修手册中有一节关于常见问题的故障排除部分。
8. English: Our e-commerce platform provides a seamless shopping experience.
Chinese: 我们的电子商务平台提供无缝的购物体验。
9. English: The API documentation offers comprehensive guides for developers.
Chinese: API文档为开发人员提供了全面的指南。
10. English: Traveling by train is one of the most scenic ways to explore the countryside.
Chinese: 乘坐火车旅行是探索乡村风景最优美的方式之一。
These sentence pairs can be part of a diverse and industry-relevant machine translation dataset. Let me know if you need more examples or any further
adjustments!

Table 20: A dialogue for constructing English-Chinese Machine Translation dataset.
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[Guidance] To construct the dataset for English-Chinese machine translation, let’s start by discussing the types of sentences
we need. It’s important to have a diverse set of sentences, including different sentence structures, vocabulary, and contexts.
This ensures that the machine translation system can handle a wide range of scenarios.
Can we talk about the sources we might use to gather these sentences? For example, we could consider books, news articles,
dialogues, or user-generated content. Each source provides a unique style and structure that can enrich our dataset.
[Operation] Let’s focus on constructing a diverse dataset by gathering sentences from a variety of sources:
1. **Books**: Literary works provide rich language, complex structures, and diverse vocabulary. This type of content can
include both classic literature and contemporary novels to cover different styles and time periods.
2. **News Articles**: These provide formal language and are useful for current events, politics, economics, and technical
topics. They can help ensure that the translation system is up-to-date with contemporary usage.
3. **Dialogues**: Conversational data from sources like scripts, interviews, or direct conversations can cover informal
language, slang, and colloquialisms. This is crucial for making translations more natural and relatable in everyday contexts.
4. **User-generated Content**: Online forums, social media posts, and blog comments can introduce a variety of tones,
from formal to informal, and include user-specific jargon, abbreviations, and neologisms.
By incorporating sentences from these diverse sources, we can achieve a well-rounded dataset that aids in developing a robust
translation system. Let’s now proceed with gathering some example sentences across these categories to begin the dataset
construction. Please provide some sentences, or I can suggest some for translation to start building our dataset.
[Operation] Here are some example English sentences from various sources that we can use to start building our dataset:
1. **Books**:
- She wandered into the forest, where the trees whispered secrets.
- His courage in the face of adversity inspired everyone around him.
2. **News Articles**:
- The government announced new policies to combat climate change.
- Stock market fluctuations have created uncertainty among investors.
3. **Dialogues**:
- Hey, are you coming to the party tonight?
- I don’t think that’s a good idea right now.
4. **User-generated Content**:
- OMG, this new song is a total banger!
- Can anyone recommend a good restaurant nearby for dinner?
Let’s translate these sentences into Chinese.
[Operation] translate_to_chinese(list_of_english_sentences=["She wandered into the forest, where the
trees whispered secrets.", "His courage in the face of adversity inspired everyone around him."])
[Program] [’她漫步走进森林，那里的树木低声诉说着秘密。’, ’他面对逆境的勇气激励了周围的每一个人。’]
[Operation] translate_to_chinese(list_of_english_sentences= ["The government announced new policies
to combat climate change.", "Stock market fluctuations have created uncertainty among investors."])
[Program] [’政府宣布了应对气候变化的新政策。’, ’股市波动给投资者带来了不确定性。’]
[Operation] translate_to_chinese(list_of_english_sentences=["Hey, are you coming to the party
tonight?","I don’t think that’s a good idea right now."])
[Program] [’嘿，你今晚会来参加聚会吗？’, ’我认为现在这不是一个好主意。’]

Table 21: A dialogue for constructing English-Chinese Machine Translation dataset.
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[Guidance] To construct a high-quality dataset for English-Chinese machine translation, we first need to gather a diverse set
of English sentences from various sources. These should cover different topics, styles, and levels of complexity to ensure the
translation model can learn effectively.
Next, we need to focus on obtaining accurate Chinese translations for these English sentences. It’s crucial to ensure the
translations are done by native speakers or professional translators to maintain linguistic accuracy and cultural relevance.
Let’s start by identifying the sources for our English sentences. We could consider using literary works, news articles,
dialogue from movies or TV shows, and technical documents to diversify our dataset. Once we have a list of potential sources,
we should discuss the best ways to acquire translations. Would crowdsourcing, professional translators, or a combination of
both be suitable for our needs?
[Operation] Let’s start by translating a diverse set of English sentences to Chinese. I’ll use sentences from different categories
to simulate diversity in topics, styles, and complexity.
1. "The economic implications of climate change are vast and far-reaching."
2. "To be, or not to be, that is the question."
3. "The latest smartphone release has taken the tech world by storm."
4. "In the field of artificial intelligence, machine learning has become a crucial tool."
5. "The sun set behind the mountains, painting the sky with hues of orange and pink."
6. "The quick brown fox jumps over the lazy dog."
7. "Astronauts aboard the International Space Station conduct groundbreaking research."
8. "This book provides a comprehensive guide to understanding quantum physics."
9. "As the city slept, the streets were silent, save for the occasional rustle of leaves."
10. "The novel explores themes of identity, love, and the passage of time."
I will now translate these sentences into Chinese.
[Operation] translate_to_chinese(list_of_english_sentences=["The economic implications of climate
change are vast and far-reaching.","To be, or not to be, that is the question.","The latest smartphone
release has taken the tech world by storm.","In the field of artificial intelligence, machine learning
has become a crucial tool.","The sun set behind the mountains, painting the sky with hues of orange
and pink.","The quick brown fox jumps over the lazy dog.","Astronauts aboard the International Space
Station conduct groundbreaking research.","This book provides a comprehensive guide to understanding
quantum physics.","As the city slept, the streets were silent, save for the occasional rustle of
leaves.","The novel explores themes of identity, love, and the passage of time."])
[Program] [’气候变化的经济影响巨大而深远。’, ’生存，还是毁灭，这是一个问题。’, ’最新款智能手机的发布引
起了科技界的轰动。’, ’在人工智能领域，机器学习已经成为一个至关重要的工具。’, ’太阳落入山后，天空呈现出
橙色和粉红色的色调。’, ’这只敏捷的棕色狐狸跳过了那只懒狗。’, ’国际空间站上的宇航员进行开创性的研究。’,
’本书提供了理解量子物理学的全面指南。’, ’当城市沉睡时，街道一片寂静，除了偶尔传来树叶的沙沙声。’, ’这
部小说探讨了身份、爱情和时间流逝的主题。’]
[Operation] Here are the translated Chinese sentences:
1. 气候变化的经济影响巨大而深远。
2. 生存，还是毁灭，这是一个问题。
3. 最新款智能手机的发布引起了科技界的轰动。
4. 在人工智能领域，机器学习已经成为一个至关重要的工具。
5. 太阳落入山后，天空呈现出橙色和粉红色的色调。
6. 这只敏捷的棕色狐狸跳过了那只懒狗。
7. 国际空间站上的宇航员进行开创性的研究。
8. 本书提供了理解量子物理学的全面指南。
9. 当城市沉睡时，街道一片寂静，除了偶尔传来树叶的沙沙声。
10. 这部小说探讨了身份、爱情和时间流逝的主题。

Table 22: A dialogue for constructing English-Chinese Machine Translation dataset.
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Customer: Can you find hotels in downtown for two people
from March 5th to March 10th?
Chatbot: Sure, let me search for available hotels in down-
town for your specified dates.
Customer: I would like to reserve a room at the Grand
Hotel from April 1st to April 5th.
Chatbot: Great choice! I’ll proceed with the reservation at
Grand Hotel for you.
Customer: I need to change my check-in date to March 6th.
Chatbot: I can help with that. Let me update your check-in
date to March 6th.
Customer: Cancel my reservation at the Star Hotel.
Chatbot: Your reservation at Star Hotel has been canceled.
Customer: Does the hotel offer airport shuttle service?
Chatbot: Yes, the hotel does offer airport shuttle service.
Customer: Does the room include free WiFi and compli-
mentary breakfast?
Chatbot: Yes, all rooms include free WiFi and complimen-
tary breakfast.
Customer: What is your cancellation policy?
Chatbot: Our cancellation policy allows you to cancel up
to 24 hours before check-in without penalties.
Customer: Can you confirm my reservation details for
March 8th at the City Inn?
Chatbot: Certainly! Your reservation at City Inn is con-
firmed for March 8th.
———————————————————————-

Customer: Can you show me hotels in New York?
Bot: Sure! Here are some options in New York: The Plaza,
Hilton Midtown, and Marriott Marquis. Do you have a
preference or need more options?
Customer: Are there pet-friendly hotels?
Bot: Yes, we have pet-friendly hotels like Kimpton Hotel
Eventi and Hotel Pennsylvania.
Customer: I need a room from December 1st to December
5th.
Bot: Great! Let me check the availability for those dates.
Customer: Can I extend my stay until December 7th?
Bot: Let me check if the extension is possible for your
selected hotel and dates.
Customer: I’m looking for a single room.
Bot: We have single rooms available at The Plaza and
Hilton Midtown. Would you like to proceed with a book-
ing?
Customer: Do you have wheelchair-accessible rooms?
Bot: Yes, we have wheelchair-accessible rooms at several
hotels. Would you like more information?
Customer: I’d like to book the Queen room from December
1st to 5th.
Bot: The Queen room is available for those dates at Hilton
Midtown. Shall I confirm the booking?
Customer: Can you send me a confirmation email?
Bot: Sure, please provide your email address and I’ll send
the confirmation right away.
Customer: What’s available in the city center with a pool?
Bot: In the city center, we have available hotels like The
Grand and City Square Hotel, both with pool facilities.
Would you like to know more?
Customer: Are there any rooms available for tonight that
offer late check-in?
Bot: Yes, several hotels offer late check-in options for
tonight. The Riverside Hotel and Park Inn are two such
choices.
Customer: Can you show me rooms with a sea view and a
king-size bed?
Bot: Yes, The Oceanfront Hotel offers rooms with a sea
view and king-size beds. Would you like to book one?
Customer: I need to update my reservation to include a
breakfast package.
Bot: Certainly, I can add the breakfast package to your
reservation. Would you like me to proceed?
Customer: Do you have any options near the beach for this
weekend?
Bot: Yes, Beachside Resort and Ocean View Hotel are
available near the beach this weekend. Would you like to
see their rates?
Customer: What’s available for check-in on November 10th
for a 3-night stay?
Bot: For those dates, we have availability at Central Park
Hotel and Downtown Inn. Shall I show you the room
options?
Customer: Do you offer any rooms that include a spa bath?
Bot: Yes, our Luxurious Spa Suite includes a spa bath.
Would you like to check the availability?
Customer: Can you confirm my booking for December
15th at Beachside Resort?
Bot: Your booking for December 15th at Beachside Resort
is confirmed. Is there anything else I can assist you with?
Customer: I have dietary restrictions; can the hotel accom-
modate a gluten-free menu?
Bot: The hotel can certainly accommodate gluten-free
menus. Would you like this added to your reservation
notes?

Customer: I need a room from March 5th to March 8th.
Chatbot: Great! I can assist with that. Would you like a
confirmation email?
Customer: I’m thinking of staying sometime in the last
week of March. What days are available?
Chatbot: Let me check that for you. Could you specify
which days you’re interested in more specifically?
Customer: I need a king suite.
Chatbot: Sure! A king suite is available. Will you require
any additional services?
Customer: I’m looking for something with a view, but I’m
not sure what room type that would be.
Chatbot: We have several options with views. Would you
like a city view or a garden view?
Customer: I need a room for two, with separate beds.
Chatbot: I have a twin room available for you. When would
you like to check in?
Customer: I need space for 3 adults and 2 kids. Do you
have connecting rooms?
Chatbot: Yes, we offer connecting rooms. I can arrange
that for your stay.
Customer: Is a late checkout option available?
Chatbot: Late checkout is available upon request for a small
fee. Shall I arrange this for you?
Customer: Can we get a crib, and is there airport shuttle
service?
Chatbot: Certainly! A crib can be arranged, and we do have
shuttle services. Would you like me to book these for you?
Customer: I’ll pay with my card upon arrival.
Chatbot: That’s perfectly fine. We accept all major credit
cards.
Customer: Can I use cryptocurrency to settle the bill?
Chatbot: I can confirm whether we accept cryptocurrency
for payments and get back to you.
Customer: I need to cancel my reservation for March 5th
to March 8th.
Chatbot: I can assist with that. Your reservation has been
canceled and a confirmation email has been sent.
Customer: I need to cancel my reservation for tonight.
Chatbot: We can process your cancellation, but there may
be a fee as per our policy. Shall I proceed?
Customer: Je voudrais réserver une chambre.
Chatbot: I see you prefer French. Let me guide you
through the process. Quelle date préférez-vous pour
l’enregistrement?
Customer: Hablas español, necesito más información sobre
las habitaciones.
Chatbot: We can assist in Spanish. What details would you
like to know about our rooms?
Customer: I booked a suite, but the confirmation says a
double room.
Chatbot: I apologize for the confusion. Let me rectify this
for you. Would you like to upgrade to a suite?
Customer: I thought my booking was for the 5th, but it’s
showing the 15th.
Chatbot: Let me correct this for you right away. I’ll update
your reservation to March 5th.
———————————————————————-

Customer: Hi, I’m looking to book a deluxe room from
10/15 to 10/18. Is it available?
Chatbot: Let me check that for you. Could you please tell
me the number of people staying with you?
Customer: Just me.
Chatbot: Thank you. Yes, the deluxe room is available for
those dates. Would you like to proceed with the booking?
Customer: Hello, I have a reservation from 11/01 to 11/05,
and I need a crib for my baby. Can you arrange that?
Chatbot: Of course! I can arrange a crib for your stay. Is
there anything else you need assistance with, like a late
check-out?
Customer: Yes, a late check-out would be great.
Chatbot: I’ll note your request for a late check-out. We’ll
confirm it upon your arrival. Is there anything else I can
help you with?
Customer: Hi, I recently stayed at your hotel, and I have
some feedback about my stay.
Chatbot: We’re sorry to hear that. Could you please provide
more details about your experience so we can assist you
better?
Customer: The room was noisy, and I had trouble sleeping.
Chatbot: We apologize for the inconvenience. We appreci-
ate your feedback and will address the noise issue immedi-
ately. Would you like us to offer a discount on your next
stay?

Customer: Hi, I’d like to book a hotel room.
Chatbot: Sure, could you please tell me the number of
people who will be staying?
Customer: It’s for two people.
Chatbot: Great! When would you like to check in and
check out?
Customer: Check-in on 10/20 and checkout on 10/22.
Chatbot: Under whose name should I make the reservation?
Customer: John Doe.
Chatbot: Thank you! I will now search for available hotels
for you.
Customer: I’d like to know what types of rooms are avail-
able.
Chatbot: We have single, double, and suite rooms available.
Do you have a preference?
Customer: I’m interested in a suite. Does it come with free
Wi-Fi?
Chatbot: Yes, our suites include free Wi-Fi. Are there any
other amenities you’re looking for?
Customer: I’d prefer a non-smoking room, please.
Customer: I’m looking for a hotel in New York City within
a budget.
Chatbot: Could you please specify your budget range?
Customer: I’d like to stay under $200 per night.
Chatbot: Thank you! I will find hotels in New York City
that fit your budget.
Customer: I need a room with wheelchair accessibility.
Chatbot: Certainly, I’ll make a note of that special request.
Can I confirm the booking now?
Customer: Yes, please confirm.
Chatbot: Your reservation is confirmed under the name
Jane Doe. Your booking reference number is ABC1234.
Customer: I need a room for next weekend.
Chatbot: Could you please specify the check-in and check-
out dates?
Customer: Check-in on 10/21 and check-out on 10/23.
Customer: I’d like to book a room for one person.
Chatbot: Sure, when would you like to check in and check
out?
Customer: Actually, it’s for two people. Check-in on 10/15
and check-out on 10/17.
Customer: I’m not sure what hotel to choose. Can you
recommend a popular one?
Chatbot: Certainly! Would you like options based on rat-
ings, location, or amenities?
Customer: Based on ratings, please.
Customer: I’d like a suite from 10/10 to 10/15.
Chatbot: I’m sorry, suites are fully booked for those dates.
Would you like to see other room types?
Customer: Sure, what do you have available?
Customer: I want a three-night stay sometime next month.
Chatbot: Could you please specify the exact dates for your
stay?
Customer: From 11/15 to 11/18, if possible.
Customer: Can I book a room for tonight?
Chatbot: Let me check for last-minute availability. Could
you provide your name and number of guests?
Customer: John Smith, and it’s for one guest.
Customer: I need to cancel my booking.
Chatbot: I’m sorry to hear that. Could you provide your
booking reference number?
Customer: It’s XYZ5678.
Customer: I need two rooms for a family of six.
Chatbot: How would you like the rooms to be arranged?
For example, one room for four and another for two?
Customer: Yes, please. One for four and one for two.
Customer: I’m booking for a honeymoon. Do you offer any
special packages?
Chatbot: Yes, we offer honeymoon packages including
complimentary room service and spa access. Would you
like to add this to your booking?
Customer: That sounds great, please add it.
Customer: What’s your cancellation policy?
Chatbot: You can cancel for free until 24 hours before
check-in. Would you like a reminder on this policy?
Customer: No, that’s fine. Thank you.

Table 23: Examples in the constructed chatbot for hotel reservation dataset.
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Customer: Hi! Can you tell me if there are any single
rooms available next weekend?
Chatbot: Sure! Could you please confirm the check-in and
check-out dates?
Customer: Hello, do you have any family suites with a
kitchen available in July?
Chatbot: Yes, we do! Family suites with kitchen facilities
are available. Could you please provide the specific dates?
Customer: I need a room for a conference next week. Does
your hotel offer business amenities and high-speed internet?
Chatbot: Absolutely, we offer business amenities including
a conference room and high-speed internet. What are your
intended check-in and check-out dates?
Customer: Hola, ¿tienen habitaciones disponibles para el
próximo mes?
Chatbot: Sí, tenemos disponibilidad. ¿Cuáles son las fechas
específicas de entrada y salida?
Customer: Could you tell me the price range for a double
room from May 10th to May 15th?
Chatbot: Our double rooms range from $100 to $150 per
night during those dates. Would you like to make a reserva-
tion?
———————————————————————-

User: Hi, I want to book a room.
Chatbot: Sure! Could you please provide the check-in and
check-out dates?
User: Check-in will be on December 15th and check-out
on December 18th.
Chatbot: Got it. How many people will be staying?
User: It will be two people.
Chatbot: What type of room would you like?
User: A double room, please.
Chatbot: Alright, let me check the availability for you.
Chatbot: We have a double room available for your dates.
Would you like to book it?
User: Yes, please proceed with the booking.
Chatbot: Could I have the name of the person who will be
the representative on the reservation?
User: The name is Alex Smith.
Chatbot: Thank you, Alex. Your room has been success-
fully booked from December 15th to December 18th for
two people. Is there anything else I can help you with?
User: No, that’s all. Thank you!
Chatbot: You’re welcome! Have a great day!
User: Hi, do you have any rooms available?
Chatbot: I can help with that! Could you please provide the
dates for your stay?
User: I’m planning to stay from June 1st to June 5th.
Chatbot: And how many guests will be staying?
User: Just me.
Chatbot: Let me check the availability for you.
Chatbot: We have several options available for those dates.
Would you like to know more about the types of rooms or
their prices?
User: Yes, can you tell me about the room types?
Chatbot: Certainly! We have single, double, and suite
rooms available. The single room is a cozy option, the
double offers more space, and the suite includes a living
area. Would you like to proceed with booking any of these?
User: I’ll think about it and get back to you. Thanks!
Chatbot: You’re welcome! Feel free to reach out anytime.
User: What amenities do you offer with your rooms?
Chatbot: Our rooms come with complimentary Wi-Fi,
breakfast, and access to our gym and pool. You can also
request laundry service and room service for an additional
fee. Is there anything specific you’re interested in?
User: Do you have airport shuttle service?
Chatbot: Yes, we offer an airport shuttle service. It can be
arranged by contacting the front desk. Would you like to
know more about our services?
User: No, that will be enough. Thanks for the information!
Chatbot: You’re welcome! Let me know if there’s anything
else I can assist you with.

Customer: I want to book a room from December 5th to
December 10th.
Chatbot: Checking availability for those dates...
Customer: Are there any available rooms next weekend?
Chatbot: Searching for rooms available from December 7th
to December 9th...
Customer: Can you suggest the cheapest dates to stay in
early December?
Chatbot: The cheapest rates are available from December
3rd to 6th.
Customer: I need a room for two adults and one child.
Chatbot: We have several family rooms available. Would
you like city view or garden view?
Customer: Do you have any suites available?
Chatbot: Yes, we have a variety of suites. Would you like
a junior or executive suite? Customer: Can I upgrade to a
business class room?
Chatbot: Sure, there’s an additional charge of $50 per night
for an upgrade.
Chatbot: Can I have the name of the main guest, please?
Customer: The reservation should be under John Smith.
Chatbot: May I have your contact number or email for the
confirmation?
Customer: Sure, it’s johnsmithexample.com.
Customer: Is there a hotel near the city center?
Chatbot: Yes, I can recommend Citylight Hotel, which is
just 5 minutes from the center.
Customer: I prefer a 4-star hotel or higher.
Chatbot: We have several 4 and 5-star options. Would you
like more information on ratings?
Customer: Does the hotel have a swimming pool and gym?
Chatbot: Yes, our hotel features both a heated pool and a
24-hour gym.
Customer: What are your pet policies?
Chatbot: We welcome pets up to 50 lbs with an additional
cleaning fee of $30. Customer: What is the total cost for a
3-night stay in a standard room?
Chatbot: The total would be $450, including taxes and fees.
Customer: Can I pay upon arrival, or do I need to prepay?
Chatbot: You can choose either option. Prepaying comes
with a 5% discount.
Chatbot: Please confirm your booking details for December
5th to 10th at City Hotel.
Customer: Yes, that’s correct. Please send the confirmation
to my email.
Chatbot: Your booking is confirmed. The confirmation
number is 123456.
Customer: Thank you!
Customer: Can I change my check-in date to December
6th?
Chatbot: Your request is processed. Your new check-in
date is December 6th.
Customer: I need to cancel my reservation for December
5th.
Chatbot: Your reservation has been cancelled. You will
receive a confirmation email shortly.
Chatbot: How was your booking experience with us?
Customer: It was easy and fast, thank you!
Customer: I had some issues with the date selection pro-
cess.
Chatbot: I’m sorry to hear that. We’ll look into the issue
for improvement.
———————————————————————-

Customer: Hi, I’d like to modify my reservation.
Chatbot: Sure, I can help with that. Could you please
provide your reservation details, such as your name and
reservation number?
Customer: My name is Alex Smith, and my reservation
number is 98765ZX.
Chatbot: Thank you, Alex. What changes would you like
to make to your reservation?
Customer: I need to change my check-out date from Octo-
ber 15th to October 17th.
Chatbot: Let me check the availability for those dates.
Chatbot: We have availability for those dates. I have up-
dated your reservation to check-out on October 17th. Is
there anything else you need to change?
Customer: No, that’s all. Thank you!
Chatbot: You’re welcome! Your reservation has been up-
dated. Have a great day!

Customer: Hi, I’d like to book a hotel room.
Chatbot: Sure! Could you please provide the dates for your
stay and the number of guests?
Customer: Hello, I’m planning a trip and need a hotel room.
Chatbot: Great! Could you let me know your check-in and
check-out dates, as well as the number of guests?
Customer: Can you help me book a hotel for my upcoming
vacation?
Chatbot: Of course! Please share the dates and the number
of people who will be staying.
Customer: I’m looking for a hotel in downtown with a pool
and free wifi.
Chatbot: I have found several options in downtown with a
pool and free wifi. What is your budget range?
Customer: I prefer a hotel with a gym and breakfast in-
cluded.
Chatbot: I’ve found some options with a gym and breakfast.
Could you specify your preferred price range or star rating?
Customer: I need a hotel close to the airport with a shuttle
service.
Chatbot: I can find hotels near the airport with a shuttle
service. What’s your maximum nightly budget?
Customer: Can you check if the Grand Hotel is available
from February 10th to 15th for 2 people?
Chatbot: Yes, the Grand Hotel is available for your selected
dates. Would you like to proceed with the booking?
Customer: Is there any availability at the Beach Resort
from June 5th to 10th?
Chatbot: Yes, the Beach Resort has vacancies for those
dates. Should I reserve a room for you?
Customer: Can I book a suite at the City Inn for next
weekend?
Chatbot: The City Inn has suites available for next weekend.
Would you like to confirm the booking?
Customer: I’d like to pay with my credit card.
Chatbot: Sure! Please provide your credit card details to
complete the reservation.
Customer: Can I use PayPal for payment?
Chatbot: Yes, PayPal is accepted. Please follow the link to
complete your payment.
Customer: I want to split the bill between two credit cards.
Chatbot: Sure, you can split the payment. Enter the first
card details for half the amount, and then the second card.
Customer: Can I change my booking dates after reserva-
tion?
Chatbot: Yes, you can modify your reservation dates. Let
me know the new dates to update your booking.
Customer: What if I need to cancel my reservation?
Chatbot: You can cancel your reservation from your ac-
count page. Please note the cancellation policy applies.
Customer: Is late check-out available?
Chatbot: Late check-out is possible depending on availabil-
ity. Would you like me to request a late check-out for you?
———————————————————————-

Customer: Can you check the availability of rooms for me?
Chatbot: Certainly! Could you please provide the dates
you are interested in?
Customer: What amenities does the hotel offer?
Chatbot: Our hotel offers free Wi-Fi, a fitness center, a
pool, room service, and more. Do you have any specific
amenities you’re looking for?
Customer: What are the rates for a single room?
Chatbot: Single room rates start at $150 per night, depend-
ing on the time of year and availability. Would you like to
book one?
Customer: How can I modify my existing reservation?
Chatbot: You can modify your reservation by providing
your reservation number and the changes you wish to make.
How can I assist you with that?

Table 24: Examples in the constructed chatbot for hotel reservation dataset.
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[Guidance] To construct a comprehensive dataset for a hotel reservation chatbot, we need to identify various scenarios and interactions that might occur during a
reservation process. Let’s start by outlining some key components that should be included:
1. **User Intentions**: Identify specific user intents, such as checking availability, inquiring about amenities, making a reservation, canceling a reservation, and
modifying a reservation.
2. **Essential Information**: Determine the essential information needed from the user, such as check-in and check-out dates, room type preferences, number of
guests, and any special requests.
3. **Common User Queries**: List common user questions or concerns, such as price options, cancellation policies, check-in/check-out procedures, and
location-related queries.
4. **Chatbot Responses**: Develop a variety of potential responses that the chatbot might give, which should cover both the successful handling of requests as
well as error handling and clarifications.
5. **Contextual Variations**: Consider different ways users might phrase similar requests, including varying levels of formality and possible language use to
reflect real-life scenarios.
Let’s begin by focusing on these components and brainstorm initial user intents and potential user questions. Would you like to start with user intentions or
something else?
[Guidance] Great start! To ensure we have a well-rounded dataset, tackling user intentions first is a logical step. Let’s identify a list of specific user intents that
users might have when interacting with the hotel reservation chatbot. Here are a few to consider:
- **Booking a Room**: The primary intention where users specify their preferences and confirm their reservation.
- **Room Availability Check**: Users inquire if rooms are available for specific dates.
- **Inquiring About Amenities**: Users asking about facilities like Wi-Fi, pools, gyms, etc.
- **Price Inquiries**: Users seeking information on room rates and any available deals or discounts.
- **Reservation Modification**: Users want to change their reservation details, such as dates or room type.
- **Reservation Cancellation**: Users need to cancel their booking and may inquire about refund policies.
- **General Hotel Information**: Information about hotel location, check-in/check-out times, or parking facilities.
For each of these intents, we should consider the types of information the user might provide and what they expect in return. Let’s list out specific examples or
typical questions under each intent to ensure comprehensive coverage. Which intent would you like to explore first, or do you have another area in mind to focus
on initially?
[Operation] Let’s explore the intent of **Booking a Room** first. We’ll identify the specific information that users might provide and potential questions they
might ask under this intent. Here are some aspects to consider:
- **Information Provided by the User**:
- Desired check-in and check-out dates.
- Number of guests, including adults and children.
- Room type preferences (e.g., single, double, suite).
- Special requests or needs (e.g., accessible room, late check-in).
- Name and contact details for reservation.
- **Potential User Questions**:
- What types of rooms are available?
- Can I book a room with a specific view or feature?
- Are there any current promotions or discounts available?
- Is breakfast included with the room booking?
- How can I confirm my reservation details?
For each of these aspects and questions, we need to create interaction scenarios and ensure that our chatbot can handle various phrasings and provide accurate
responses. Do you want to create specific examples of conversation turns for these, or is there another part of the intention you’d like to develop further?
[Operation] Sure, let’s create specific examples of conversation turns for the ""Booking a Room"" intent. Here are a few possible interactions:
1. **User**: ""I want to book a room from the 15th to the 18th of this month for two adults and one child.""
- **Chatbot**: ""Great! We have a range of rooms available. Would you prefer a standard room, a family room, or a suite?""
2. **User**: ""Do you have any rooms with a sea view available for next weekend?""
- **Chatbot**: ""Yes, we do have sea view rooms available for the upcoming weekend. Would you like to proceed with booking one?""
3. **User**: ""Are there any special deals if I book a room for a week?""
- **Chatbot**: ""Yes, we offer a 10% discount on weekly bookings. Would you like me to check availability for the whole week?""
4. **User**: ""Is breakfast included in the room rate?""
- **Chatbot**: ""Breakfast is complimentary with all room bookings. Would you like to book a room with us?""
5. **User**: ""Can I confirm my reservation details?""
- **Chatbot**: ""Sure, please provide your name or reservation number, and I will fetch the details for you.""
These examples cover initial booking queries and follow-up questions, providing a basis for developing the chatbot’s understanding and response capabilities.
Shall we proceed with a specific scenario or explore another intent?
[Operation] Let’s proceed with specific scenarios and explore various user interactions regarding **Room Availability Check**. Here are some example
interactions under this intent:
1. **User**: ""Can you check if there are any rooms available from March 5th to March 10th?""
- **Chatbot**: ""Certainly! We have several options available for those dates. Would you like a view or a particular room type?""
2. **User**: ""Are there any suites open this Friday and Saturday?""
- **Chatbot**: ""Yes, we have suites available this Friday and Saturday. Would you like to reserve one?""
3. **User**: ""Do you have any rooms with twin beds available next weekend?""
- **Chatbot**: ""Yes, we have rooms with twin beds available for next weekend. Can I assist with booking?""
4. **User**: ""Is there a presidential suite open for the entire month of June?""
- **Chatbot**: ""Let me check. We have a presidential suite available for the month of June. Would you like to make a reservation?""
5. **User**: ""I’m looking for a room on the 20th of this month. Anything available?""
- **Chatbot**: ""Yes, we have several rooms available on the 20th. Please choose your preferred type.""
These examples demonstrate how the chatbot manages availability inquiries, offering information and prompting the user for further action. Let me know if you
would like to explore another intent or further develop these scenarios.
[Operation] Let’s further explore interactions for the intent **Inquiring About Amenities**. Here are several example interactions:
1. **User**: ""Does your hotel have a gym?""
- **Chatbot**: ""Yes, we have a fully-equipped gym available for all guests. It’s open from 6 AM to 10 PM daily.""
2. **User**: ""Is there free Wi-Fi in the rooms?""
- **Chatbot**: ""Yes, complimentary Wi-Fi is available in all rooms and public areas of the hotel.""
3. **User**: ""Do you have a swimming pool?""
- **Chatbot**: ""Yes, we have an outdoor swimming pool available from 8 AM to 9 PM every day.""
4. **User**: ""Are pets allowed in your hotel?""
- **Chatbot**: ""Yes, our hotel is pet-friendly. We do have certain pet policies, though. Would you like more details?""
5. **User**: ""Is breakfast included with the stay?""
- **Chatbot**: ""Yes, breakfast is included with every booking and is served from 7 AM to 10 AM.""
These interactions show how the chatbot can address inquiries related to hotel amenities, providing clear information to help users plan their stay. Would you like
to continue with this intent or switch to another?

Table 25: A dialogue for constructing chatbot for hotel reservation dataset.
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[Guidance] That’s great! To construct a dataset for a hotel reservation chatbot, we should first consider some key components. We’ll need to gather different
types of sample interactions between a customer and the chatbot. Let’s start by thinking about common scenarios that a customer might encounter when booking
a hotel.
Can we brainstorm a list of possible intents or requests a customer might have during this interaction? For example, asking about room availability, inquiring
about amenities, or requesting booking modifications. Once we have a clearer picture of these intents, we can work on creating sample dialogues for each.
[Operation] Here are some common intents or requests a customer might have during a hotel reservation interaction with a chatbot:
1. **Room Availability Inquiry**: Checking if there are rooms available for certain dates.
2. **Booking a Room**: Completing the process of reserving a room.
3. **Cancellation**: Requesting to cancel a reservation.
4. **Modification**: Changing details of an existing reservation (dates, room type, etc.).
5. **Amenities Inquiry**: Asking about available amenities (e.g., pool, gym, Wi-Fi).
6. **Price Check**: Inquiring about room rates for specific dates.
7. **Special Requests**: Adding special requirements like early check-in, late check-out, or room preferences.
8. **Payment Confirmation**: Asking for confirmation of payment or invoices.
9. **Location Inquiry**: Asking for details about the hotel location and nearby attractions.
10. **Check-in/Check-out Time Inquiry**: Clarifying the timing for check-in and check-out.
With these intents in mind, we can move on to creating sample dialogues for each. Let me know how you’d like to proceed!
[Guidance] Additionally, we could consider edge cases or less common interactions that might also be valuable for our dataset. For instance, handling requests
for group bookings, dealing with language or communication barriers, or managing unavailability scenarios when rooms are fully booked.
Would you like to dive into creating sample dialogues for some of these specific intents, or perhaps explore any additional ones that might be relevant? Let’s
decide on our next step to ensure the dataset covers a broad range of customer interactions.
[Guidance] Great idea! Including edge cases and less common interactions will make the dataset more robust and comprehensive. Let’s outline a few additional
intents and scenarios to expand our dataset:
1. **Group Bookings**: Handling inquiries and reservations for larger groups or events.
2. **Waiting List**: Managing responses when the hotel is fully booked and offering alternatives like a waiting list.
3. **Language Assistance**: Responding to requests for language preferences or translation services.
4. **Feedback and Complaints**: Handling customer feedback or complaints regarding their stay.
5. **Accessibility Needs**: Catering to special requirements related to accessibility features.
6. **Discounts and Promotions**: Queries related to any available discounts, packages, or loyalty programs.
7. **Emergency Requests**: Dealing with emergencies or last-minute cancellations due to unexpected circumstances.
Let’s start with creating sample dialogues for these less common scenarios. Please let me know if there are any specific intents you’d like to prioritize, or if there
are additional scenarios you think we should consider.
[Operation] Here are a few sample dialogues for some of the less common scenarios:
1. **Group Bookings**:
- **Customer**: "Hi, I’d like to book several rooms for a business retreat. Do you offer any group rates or packages?"
- **Chatbot**: "Hello! Yes, we do offer special rates for group bookings. Could you please specify the dates and number of rooms you require?"
2. **Waiting List**:
- **Customer**: "I’m trying to book a room for next weekend, but it looks like you’re full. Is there a waiting list option?"
- **Chatbot**: "Unfortunately, we are currently fully booked for that weekend. However, I can add you to our waiting list. May I have your contact details?"
3. **Language Assistance**:
- **Customer**: "Hola, no hablo inglés muy bien. ¿Hay alguien que hable español?"
- **Chatbot**: "¡Hola! Claro, puedo asistirte en español. ¿En qué puedo ayudarte hoy?"
4. **Feedback and Complaints**:
- **Customer**: "I had an issue with my room during my last stay. How can I file a complaint?"
- **Chatbot**: "I’m sorry to hear that. Could you please provide me with your reservation details, and I will assist you in filing a complaint?"
5. **Accessibility Needs**:
- **Customer**: "Do you have rooms that are wheelchair accessible?"
- **Chatbot**: "Yes, we do have wheelchair accessible rooms. Would you like to check availability for specific dates?"
6. **Discounts and Promotions**:
- **Customer**: "Are there any promotions or discounts available if I book directly through this chat?"
- **Chatbot**: "We offer a 10% discount for bookings made through our chat. When would you like to book your stay?"
7. **Emergency Requests**:
- **Customer**: "I need to cancel my reservation due to an emergency. What is your cancellation policy?"
- **Chatbot**: "I’m sorry to hear about your emergency. We have a 24-hour cancellation policy. Could you provide your reservation number, and I’ll assist you
with the cancellation?"
If there are other intents you’d like to explore or modify, please let me know!
[Operation] Furthermore, we can expand these scenarios with variations to further enrich the dataset:
1. **Group Bookings** (With Variations):
- **Customer**: "We’re planning a wedding and will need about 20 rooms. Can you provide a group rate for us?"
- **Chatbot**: "Congratulations on your upcoming wedding! We offer special packages for events. Could you let me know your wedding date and specific
requirements?"
2. **Waiting List** (Alternative Responses):
- **Customer**: "I’d like to book a suite for July 4th, but it appears unavailable. Can I join a waiting list?"
- **Chatbot**: "I apologize for the inconvenience. While we don’t have a waiting list for suites, I can notify you if we have any cancellations. Would you like
that?"
3. **Language Assistance** (Diverse Language Request):
- **Customer**: "Bonjour, je préfère communiquer en français. Pouvez-vous m’aider?"
- **Chatbot**: "Bonjour! Oui, je peux vous aider en français. Que puis-je faire pour vous aujourd’hui?"
4. **Feedback and Complaints** (Multiple Channels):
- **Customer**: "I’d like to leave feedback on my stay. Where can I do that?"
- **Chatbot**: "Thank you for your interest in providing feedback. You can share your experience directly here, or if you prefer, I can email you our feedback
form."
5. **Accessibility Needs** (Specific Requirement):
- **Customer**: "I need a room with visual aid facilities. Is that available?"
- **Chatbot**: "Yes, we have rooms equipped with visual aid facilities. Would you like to proceed with a booking or have more questions?"
6. **Discounts and Promotions** (Different Types):
- **Customer**: "Do you have any loyalty programs or rewards for repeat customers?"
- **Chatbot**: "Yes, we offer a loyalty program with rewarding points for every stay. Would you like more details on how to enroll?"
7. **Emergency Requests** (Handling Documented Policies):
- **Customer**: "Due to unforeseen circumstances, I must cancel my booking. Am I eligible for a refund?"
- **Chatbot**: "I’m sorry to hear that. Our policy allows refunds if canceled 48 hours in advance. Could you provide your booking reference to proceed?"
These variations add depth and cover different aspects of each scenario, enriching the dataset further. Would you like to tweak these or explore additional
segments?

Table 26: A dialogue for constructing chatbot for hotel reservation dataset.
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[Guidance] To construct a dataset for a hotel reservation chatbot, let’s consider what types of interactions typically occur in a reservation conversation. We should start by identifying the
key components of the interaction, such as greeting, room inquiry, booking details, confirmation, and closing.
Could you provide some examples of typical questions or requests a customer might make during a hotel reservation chat? This will help us design a diverse and comprehensive dataset that
covers all necessary aspects of hotel booking interactions.
[Operation] extract_information(utterance_from_customer="Hi, I’d like to book a room for two people from March 15th to March 20th.")
[Program] {"number_of_people":2,"name_of_representative":"","checkin_date":"March 15th","checkout_date":"March 20th"}
[Operation] check_information(number_of_people=2,name_of_representative="",checkin_date="03/15",checkout_date="03/20")
[Program] unknown_information_list:["name_of_representative"] [Guidance] Great start! It’s important to have various sample interactions to cover different aspects of hotel
bookings. Here are some typical questions or requests that the customer might have:
1. **Room Inquiry**: - "What types of rooms do you have available?" - "Do you have any suites?" - "Is there a room available with a sea view?"
2. **Booking Details**: - "I’d like to book a room for two people from March 15th to March 20th." - "Can I add breakfast to my booking?" - "Is there any discount available for a stay
longer than 3 nights?"
3. **Special Requests**: - "Can I request a late checkout?" - "Do you have facilities for children?" - "Is the hotel pet-friendly?"
4. **Confirmation & Payment**: - "How do I confirm my booking?" - "What payment methods do you accept?" - "Can I get a refund if I cancel?"
5. **Additional Services or Information**: - "Do you offer airport pickup services?" - "Is there a gym or a pool at the hotel?"
These types of queries will help construct detailed datasets with multiple layers of reservation interaction. To build on these, let’s consider various responses a chatbot might give and how
to encode those into our dataset efficiently. Would you like to explore this next?
[Operation] Let’s continue by developing sample interactions between the customer and the chatbot for each of the types of queries mentioned. This will include both customer queries and
possible chatbot responses.
### Room Inquiry
**Customer**: What types of rooms do you have available? **Chatbot**: We offer single rooms, double rooms, deluxe suites, and family suites. Would you like more information on any
particular type? **Customer**: Do you have any suites? **Chatbot**: Yes, we have both deluxe suites and junior suites available. Would you like to book one or get more details?
**Customer**: Is there a room available with a sea view? **Chatbot**: Yes, we have several rooms with sea views. Would you like to check availability for specific dates?
### Booking Details
**Customer**: I’d like to book a room for two people from March 15th to March 20th. **Chatbot**: Sure! Can I have the name of the representative making the reservation?
**Customer**: Can I add breakfast to my booking? **Chatbot**: Certainly! We offer a complimentary breakfast option. Would you like to include it in your reservation? **Customer**:
Is there any discount available for a stay longer than 3 nights? **Chatbot**: Yes, we offer a 15% discount on stays longer than 3 nights. Would you like to proceed with this offer?
### Special Requests
**Customer**: Can I request a late checkout? **Chatbot**: Late checkout is available based on request and availability. Please let us know your preferred checkout time. **Customer**:
Do you have facilities for children? **Chatbot**: Yes, we have a play area for children and offer babysitting services. Would you like to know more? **Customer**: Is the hotel
pet-friendly? **Chatbot**: Yes, we welcome pets and have pet-friendly rooms available. Shall I include a pet-friendly room in your booking?
### Confirmation & Payment
**Customer**: How do I confirm my booking? **Chatbot**: Once you provide your details and preferred payment method, I will confirm your booking and send you a confirmation email.
**Customer**: What payment methods do you accept? **Chatbot**: We accept credit and debit cards, PayPal, and bank transfers. Which method would you prefer? **Customer**: Can I
get a refund if I cancel? **Chatbot**: Cancellations are refundable if made 48 hours prior to check-in. Would you like further details on our cancellation policy?
### Additional Services or Information
**Customer**: Do you offer airport pickup services? **Chatbot**: Yes, we offer complimentary airport pickup for our guests. Would you like to arrange it for your arrival? **Customer**:
Is there a gym or a pool at the hotel? **Chatbot**: Yes, our hotel features a fully-equipped gym and an indoor pool. Would you like to know about our opening hours?
These interactions should cover a broad range of customer inquiries and requests, enabling the construction of a well-rounded dataset for a hotel reservation chatbot.
[Operation] Having established the basic interactions, we can create specific examples of dialogues with the chatbot handling various customer requests. Here’s how these might look:
### Dialogues for Dataset
**Dialogue 1: Room Inquiry**
- **Customer**: "What types of rooms do you have available?" - **Chatbot**: "We have single rooms, double rooms, deluxe suites, and family suites. Are you interested in booking a
specific type?"
**Dialogue 2: Booking Details**
- **Customer**: "I’d like to book a room for two people from March 15th to March 20th." - **Chatbot**: "Can I have the name of the representative for this reservation?"
**Dialogue 3: Special Requests**
- **Customer**: "Can I request a late checkout?" - **Chatbot**: "We can offer a late checkout based on availability. Please specify your desired time."
**Dialogue 4: Confirmation & Payment**
- **Customer**: "How do I confirm my booking?" - **Chatbot**: "I’ll need your payment details, after which I’ll confirm your reservation and send a confirmation email."
**Dialogue 5: Additional Services**
- **Customer**: "Do you offer airport pickup services?" - **Chatbot**: "Yes, we do. Would you like to arrange for an airport pickup at the time of your arrival?"
These examples reflect a diverse set of interactions that can be used to train a chatbot to handle various scenarios in hotel reservations, with each interaction targeting specific needs and
responses.
[Guidance] Next, let’s consider the different types of variations and user intents that should be included in our dataset. This will ensure that the chatbot can understand and respond to a
wide range of input while maintaining effective communication. Here’s how we can proceed:
1. **Language Variations**: Capture different ways of saying the same thing. For example:
- "What rooms are available?" vs. "Can you tell me about your rooms?"
2. **Intent Types**: Identify core intents like booking, querying services, making modifications, etc., with specific examples:
- Booking: "I need to reserve a room for two." - Querying: "What amenities do you offer?" - Modifications: "Can I change my booking dates?"
3. **Politeness Levels**: Incorporate varying degrees of formality or politeness.
- Formal: "Could you kindly inform me about your available suites?" - Informal: "Do you have any suites open?"
4. **Edge Cases and Clarification Requests**: Plan for ambiguous or incomplete questions.
- Ambiguity: "I’d like a room." (Needs more specifics) - Clarification: "What do you mean by ’deluxe suite’?"
By designing samples covering these aspects, our dataset will allow the chatbot to handle most, if not all, scenarios gracefully. Let’s brainstorm use cases for these variations or start
crafting sample interactions based on them. Which aspect would you like to delve into next?
[Operation] Let’s delve into crafting sample interactions based on the variations and user intents outlined. We’ll create examples for each category to ensure comprehensive coverage.
### Language Variations
1. **Inquiry about Room Availability**
- **Customer**: "What rooms are available?"
- **Chatbot**: "We offer a variety of rooms including single, double, and suites. Would you like more details on any?"
- **Customer**: "Can you tell me about your rooms?"
- **Chatbot**: "Our hotel offers single, double, and luxury suites. Do you have a specific type in mind to book?"
### Intent Types
1. **Booking**
- **Customer**: "I need to reserve a room for two."
- **Chatbot**: "Certainly! Could you please provide the check-in and check-out dates?"
2. **Querying Services**
- **Customer**: "What amenities do you offer?"
- **Chatbot**: "We offer a gym, pool, spa services, and a restaurant. Do you want to know more about any specific service?"
3. **Modifications**
- **Customer**: "Can I change my booking dates?"
- **Chatbot**: "Of course. Please provide your current booking details and the updated dates."
### Politeness Levels
1. **Formal Request**
- **Customer**: "Could you kindly inform me about your available suites?"
- **Chatbot**: "Certainly, we have deluxe and executive suites. Would you like more detailed information?"
2. **Informal Request**
- **Customer**: "Do you have any suites open?"
- **Chatbot**: "Yes, we have some suites available. When would you like to book?"
### Edge Cases and Clarification Requests
1. **Ambiguity Handling**
- **Customer**: "I’d like a room."
- **Chatbot**: "Sure, can you please specify the number of guests and your preferred dates?"
2. **Clarification Request**
- **Customer**: "What do you mean by ’deluxe suite’?"
- **Chatbot**: "A deluxe suite includes a spacious room with a king-sized bed, a seating area, and a balcony offering a great view. Is this what you’re looking for?"
By incorporating these ideas into our dataset, we provide a robust foundation for training a chatbot to handle a wide array of customer interactions effectively.

Table 27: A dialogue for constructing chatbot for hotel reservation dataset.
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Domain Example

Kinetics [Problem] A car travels 150 km at a certain speed and then 200 km at 10 km/h faster than the initial speed. If the total travel time is 7 hours, what
is the initial speed of the car?
[Equations] 150/x + 200/(x + 10) = 7
[Answer] 50 km/h

[Problem] Two cars start from the same point. One car travels east at 60 km/h, while the other travels north at 80 km/h. How long will it take for
them to be 200 km apart?
[Equations] x2 = a2 + b2, 60t2 + 80t2 = 2002, 3600t2 + 6400t2 = 40000, 10000t2 = 40000
[Answer] 2.5 hours

[Problem] A ball is thrown vertically upward with an initial velocity of 20 m/s. How high will it go, and how long will it take to reach its
maximum height?
[Equations] vf = vi + at, h = vit + 0.5at2, v2

f = v2
i + 2ah, vf = 0, vi = 20, a = −9.8

[Answer] 2.04 seconds to reach maximum height

Physics [Problem] In a statics problem, a beam is supported by two pillars at its ends. If the total weight of the beam is 1000 N and is uniformly distributed
along its length, what are the forces exerted by each pillar?
[Equations] R1 + R2 = 1000, R1 ∗ d1 = R2 ∗ d2

[Answer] R1 = 500 N, R2 = 500 N

[Problem] Calculate the tension forces in a system of two connected objects with different masses and friction coefficients on an incline.
[Equations] m1g sin θ−T−f1 = m1a, T−m2g sin θ−f2 = m2a, f1 = µ1m1g cos θ, f2 = µ2m2g cos(θ), a = (m1g sin θ−
m2g sin θ − µ1m1g cos θ) − (µ2m2g cos θ))/(m1 + m2)
[Answer] The tension in each segment is found to satisfy the equations considering all forces acting upon the system, yielding specific numerical
results upon solving.

[Problem] Calculate the stress and strain on different parts of a bridge structure, incorporating environmental factors like wind.
[Equations] σ = F/A, ϵ = ∆L/L0, σ = Eϵ,Cd = 0.5ρv2ACd, Fwind = Cdρv

2A/2, E =
(stress/strain) under linear elasticity, σtotal = σint + σext(considering wind loads, etc.), Equilibrium equations for bridge:

∑
Fx =

0,
∑

Fy = 0,
∑

M = 0
[Answer] Calculated stress and strain meet the structure’s design criteria, yielding the numerical evaluation from the solved theoretical model.

Chemistry [Problem] Julia needs to create a 10-liter solution with a concentration of 30% acid using two solutions: one that is 20% acid and another that is
50% acid. How many liters of each solution should she mix to obtain the desired concentration?
[Equations] x + y = 10, 0.2x + 0.5y = 3
[Answer] 5 liters of 20% solution and 5 liters of 50% solution

[Problem] Determine the concentration of different solutions required to achieve a particular chemical reaction rate, considering temperature and
pressure variables.
[Equations] rate = k[A]x[B]y, k = Ae−Ea/RT , Ptotal = PA + PB + · · · , d[P ]/dt = −k[P ]
[Answer] Exact concentrations needed are determined by solving the rate and equilibrium equations, involving all affected conditions.

[Problem] Balance the chemical reaction: Al + O2 → Al2O3.
[Equations] 4Al + 3O2 = 2Al2O3

[Answer] Reaction is balanced as 4Al + 3O2 = 2Al2O3

Finance [Problem] A company produces two products, A and B. The cost to produce product A is $5 per unit, and product B is $8 per unit. The company
wants to produce a total of 1,000 units and spend exactly $6,400. How many units of each product should they produce to meet these conditions?
[Equations] x + y = 1000, 5x + 8y = 6400
[Answer] 800 units of product A and 200 units of product B

[Problem] In a small market, Company A supplies a product with the supply equation P = 10+2Q, and Company B supplies the same product
with the supply equation P = 15 + Q. The demand equation for the product is P = 50 − 3Q. Find the equilibrium price and quantity in the
market.
[Equations] 10 + 2Q = 50 − 3Q, 15 + Q = 50 − 3Q
[Answer] 8

[Problem] An investor puts part of $1000 into an account earning 5% interest per annum, and the rest into another account earning 7% interest
per annum. At the end of the year, the total interest from both accounts is $60. How much did the investor place in each account?
[Equations] x + y = 1000, 0.05x + 0.07y = 60
[Answer] $400 at 5% and $600 at 7%.

Geometry [Problem] Find the intersection point of the lines described by the equations y = 2x + 3 and y = −x + 1.
[Equations] y = 2x + 3, y = −x + 1
[Answer] The intersection point is (−2/3, 5/3)

[Problem] In a triangle, the second angle is twice as large as the first angle, and the third angle is 30 degrees more than the first angle. Find the
measure of each angle.
[Equations] a + b + c = 180, b = 2a, c = a + 30
[Answer] The first angle is 30 degrees, the second angle is 60 degrees, and the third angle is 90 degrees.

[Problem] In a rectangle, the length is twice the width. If the perimeter is 36 units, find the dimensions of the rectangle.
[Equations] l = 2w, 2l + 2w = 36
[Answer] Width = 6 units, Length = 12 units.

Algebra [Problem] Find two numbers such that the sum of the two numbers is 10 and their difference is 4.
[Equations] x + y = 10, x − y = 4
[Answer] The numbers are 7 and 3.

[Problem] Find the values of x, y, and z that satisfy the equations: 2x + 3y − z = 1, 4x − y + 5z = 10, and 6x + 2y + 3z = 7.
[Equations] 2x + 3y − z = 1, 4x − y + 5z = 10, 6x + 2y + 3z = 7
[Answer] x = 1, y = 2, z = 3

[Problem] Solve the system of linear equations: 2x + 3y = 6 and 4x − y = 5.
[Equations] 2x + 3y = 6, 4x − y = 5
[Answer] x = 1, y = 1

Table 28: Examples in the constructed mathematical problem solver dataset, grouped by domains.
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[Guidance] To construct a robust dataset for solving mathematical problems using systems of equations, let’s start by gathering a diverse set of problems. Consider incorporating different
types of mathematical challenges across various contexts (e.g., real-world applications, theoretical scenarios) and levels of complexity.
What types of contexts or problem scenarios are you thinking about including to ensure the dataset is comprehensive and representative of a wide range of mathematical problems?
[Operation] To ensure the dataset is comprehensive and representative, the following types of contexts or problem scenarios could be included:
1. **Real-World Applications**:
- Budget planning and financial calculations.
- Distance-rate-time travel problems.
- Mixture problems involving concentrations or alloy compositions.
2. **Theoretical Scenarios**:
- Algebraic puzzles involving unknowns.
- Classic mathematical problems (e.g., calculating ages, work-rate problems).
- Geometry-related problems that involve finding dimensions.
3. **Scientific and Engineering Problems**:
- Calculating forces, velocities, or other physics-related quantities.
- Chemical reaction equations balancing.
- Structural engineering problems, such as load distributions.
4. **Data Analysis and Statistical Problems**:
- Linear regression problems.
- Predictive modeling with constraints.
5. **Business and Economics**:
- Profit maximization given constraints.
- Resource allocation problems.
- Inventory management with supply and demand constraints.
6. **Educational Scenarios**:
- Word problems typically found in textbooks.
- Exam-style questions to model student assessment challenges.
Including a variety of these contexts will help in creating a robust and challenging dataset.
[Guidance] Could you also consider the different levels of complexity we might need to cover? For instance, how might we categorize problems into beginner, intermediate, and advanced
levels within these contexts? What characteristics should define each complexity level?
[Guidance] To categorize problems into beginner, intermediate, and advanced levels within these contexts, we can consider the following characteristics for each complexity level:
1. **Beginner Level**:
- Problems typically involve one or two variables.
- Direct and straightforward wording with minimal complexity in translation to equations.
- Solutions generally require basic algebraic techniques, such as substitution or elimination.
- Examples include basic solver problems involving ages, simple financial transactions, or straightforward distance-rate-time calculations.
2. **Intermediate Level**:
- Involves multiple variables (three or more) with a moderate level of intricacy in the relationship among them.
- Problems may require the use of slightly more advanced algebraic techniques such as simultaneous equations or incorporating graphical methods.
- Some word problems might weave in multiple concepts, requiring a step-by-step analysis to form the equations.
- Examples might include more complex mixture problems, multi-step budget calculations, or moderate difficulty physics-based problems.
3. **Advanced Level**:
- Highly complex problems involving several interconnected variables and potentially multiple equations or systems of equations.
- Requires deep analytical thinking to deconstruct the problem and correctly identify all necessary equations.
- Problems could involve higher-level mathematical concepts like non-linear systems, or complex contextual setups such as optimization problems.
- Examples include advanced engineering problems, complex financial modeling scenarios, or high-level competitive mathematical problems.
Defining problems according to these characteristics will help create a dataset with a clear gradient in difficulty, allowing solvers to apply different levels of strategy and problem-solving
techniques.
[Operation] Let’s create a set of problems that align with the complexity levels for a diverse dataset:
**Beginner Level:**
1. A person is three times as old as their child. In five years, the person will be twice as old as the child. How old is each person currently?
2. A car travels at 60 miles per hour for 2 hours. How far does it travel?
3. You buy three apples and two bananas for a total cost of $5. Apples cost $1 each. What is the cost of a banana?
**Intermediate Level:**
1. Two trains travel towards each other from two stations 300 miles apart. Train A travels at 60 mph, and Train B travels at 40 mph. How long does it take for the two trains to meet?
2. A solution contains 30% alcohol and another contains 50% alcohol. How much of each solution needs to be mixed to obtain 100 liters of a solution with 40% alcohol?
3. A company sells two products, A and B. It makes a profit of $5 on product A and $8 on product B. Selling 100 units of both products together yields a total profit of $700. How many
units of each product were sold?
**Advanced Level:**
1. A farmer wants to plant two types of crops on a 100-acre farm. Crop A yields a profit of $200 per acre, while Crop B yields $300 per acre. The total cost of planting these crops should
not exceed $10,000, and the farmer wants to maximize profit. How many acres of each crop should be planted?
2. A chemical company needs to produce a 2000-liter solution containing 25% compound X. They have solutions with 10% and 30% concentrations of compound X. What is the volume of
each solution needed to achieve the desired concentration?
3. In a 2D coordinate plane, find the point of intersection for the lines represented by the equations 3x + 4y = 10 and 5x − 2y = 3. What does the point of intersection represent in a
real-world scenario?
These problems span a range of contexts and complexity, suitable for constructing a comprehensive mathematical problem-solving dataset.
[Operation] If you would like, I can proceed to generate systems of equations for some of these problems and solve them to ensure they align with the intended complexity levels. Let me
know if you would like me to continue with that process.
[Operation] Let’s generate and solve systems of equations for one problem from each complexity level to illustrate the concept:
1. **Beginner Level Problem**:
Problem: A person is three times as old as their child. In five years, the person will be twice as old as the child. How old is each person currently?
2. **Intermediate Level Problem**:
Problem: Two trains travel towards each other from two stations 300 miles apart. Train A travels at 60 mph, and Train B travels at 40 mph. How long does it take for the two trains to meet?
3. **Advanced Level Problem**:
Problem: A farmer wants to plant two types of crops on a 100-acre farm. Crop A yields a profit of $200 per acre, while Crop B yields $300 per acre. The total cost of planting these crops
should not exceed $10,000, and the farmer wants to maximize profit. How many acres of each crop should be planted?
Let’s start by generating systems of equations for these problems.
[Operation] generate_system_of_equations(math_problem="A person is three times as old as their child. In five years, the person will be twice as old
as the child. How old is each person currently?")
[Program] equation_list:["p = 3 ∗ c","p + 5 = 2 ∗ (c + 5)"]
[Operation] generate_system_of_equations(math_problem="Two trains travel towards each other from two stations 300 miles apart. Train A travels at 60
mph, and Train B travels at 40 mph. How long does it take for the two trains to meet?")
[Program] equation_list:["Let the time taken for the trains to meet be T hours.","Distance covered by Train A in T hours = Speed of Train A * Time = 60 * T","Distance covered by
Train B in T hours = Speed of Train B * Time = 40 * T","Total distance covered by both trains = Distance between stations = 300 miles","Equation: 60 * T + 40 * T = 300"]
[Operation] generate_system_of_equations(math_problem="A farmer wants to plant two types of crops on a 100-acre farm. Crop A yields a profit of $200
per acre, while Crop B yields $300 per acre. The total cost of planting these crops should not exceed $10,000, and the farmer wants to maximize profit.
How many acres of each crop should be planted?")
[Program] equation_list:["Let x be the number of acres planted with Crop A.","Let y be the number of acres planted with Crop B.","Objective Function: Maximize Z =
200x+ 300y (Z is the total profit)","Constraint 1: x+ y <= 100 (Total acres constraint)","Constraint 2: 40x+ 50y <= 10000 (Total cost constraint, assuming $40 per acre
for Crop A and $50 per acre for Crop B as an example)","Constraint 3: x >= 0 (Non-negativity constraint for Crop A)","Constraint 4: y >= 0 (Non-negativity constraint for Crop
B)"]
[Operation] solve_system_of_equations(system_of_equations=["p = 3 ∗ c", "p + 5 = 2 ∗ (c + 5)"])
[Program] solution_to_equations:[20,6.666666666666667]

Table 29: A dialogue for constructing mathematical problem solver dataset.
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[Guidance] Great! Now that we have established that we will be focusing on difficult mathematical problems that can be
solved using systems of equations, let’s delve into the details of constructing our dataset.
To start, we need to determine the various types of mathematical problems we want to include. These problems can range in
complexity and application. We should consider including problems from different domains, such as physics, economics, or
engineering, which naturally lend themselves to systems of equations.
To keep the dataset well-rounded and challenging, let’s brainstorm a list of problem types that would be suitable. For instance,
we might include rate problems, mixture problems, or optimization problems.
Once we have a list, we can decide on the level of difficulty we aim for in this dataset. Should we have a mix of intermediate
and advanced problems, or focus solely on highly advanced topics?
Please share your thoughts or any initial problem ideas you have in mind!
[Operation] Here are some types of mathematical problems that could be suitable for inclusion in the dataset:
1. **Rate Problems**: Problems that involve finding speeds, flow rates, or other rates of change where multiple variables
interact linearly.
2. **Mixture Problems**: These involve combining substances with different concentrations and solving for final mixtures.
3. **Optimization Problems**: These could involve maximizing or minimizing some quantity under given constraints,
typical in operations research.
4. **Physics-Based Problems**: Such as those involving forces and motion, where multiple equations describe a system’s
dynamics.
5. **Economic Problems**: Supply and demand modeling, or cost-profit optimization, often require solving systems of
equations.
6. **Engineering Problems**: Load distribution analysis in structures, fluid dynamics, or electrical circuit analysis.
7. **Geometric Problems**: Problems involving finding dimensions or angles within complex geometric shapes.
8. **Chemistry Problems**: Balancing chemical equations or reaction rate calculations.
As for the level of difficulty, we could include a mix of intermediate and advanced problems to cater to a wide range of
learners while still maintaining the challenging nature desired for the dataset.
[Operation] Now that we have a list of suitable problem types, let’s generate data for a specific mathematical problem as a
sample for our dataset.
Consider a rate problem:
**Problem**: Two trains, A and B, are traveling towards each other from towns X and Y, respectively. Train A starts 50
miles away from Y and travels at a speed of 60 miles per hour. Train B starts 60 miles away from X and travels at a speed of
70 miles per hour. At what time will the two trains meet?
Let’s proceed to generate a system of equations for this problem, solve it, and finally generate the answer.
[Operation] generate_system_of_equations(math_problem="Two trains, A and B, are traveling towards
each other from towns X and Y, respectively. Train A starts 50 miles away from Y and travels at a
speed of 60 miles per hour. Train B starts 60 miles away from X and travels at a speed of 70 miles
per hour. At what time will the two trains meet?)
[Program] equation_list:["Let t = time in hours when the trains meet.","Distance covered by Train A in time t = 60t
miles.","Distance covered by Train B in time t = 70t miles.","The total distance between trains A and B = 50 + 60 = 110
miles.","Equation: 60t + 70t = 110"]
[Operation] solve_system_of_equations(system_of_equations=["60t+ 70t = 110"])
[Program] solution_to_equations:[0.7857142857142857]
[Operation] solution_to_final_answer(solution_of_equations=[0.7857142857142857])
[Program] final_answer_to_problem:"The final answer to the problem is 0.7857, rounded to four decimal
places."
[Operation] Here is a sample problem and its resolution for the dataset:
**Problem**: Two trains, A and B, are traveling towards each other from towns X and Y, respectively. Train A starts 50
miles away from Y and travels at a speed of 60 miles per hour. Train B starts 60 miles away from X and travels at a speed of
70 miles per hour. At what time will the two trains meet?
**System of Equations**:
1. Let t = time in hours when the trains meet.
2. Distance covered by Train A in time t = 60t miles.
3. Distance covered by Train B in time t = 70t miles.
4. Total distance between trains A and B = 50 + 60 = 110 miles.
5. Equation: 60t+ 70t = 110
**Solution**: The time t when the trains meet is 0.7857 hours, rounded to four decimal places.

Table 30: A dialogue for constructing mathematical problem solver dataset.
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[Guidance] To construct a robust dataset for solving mathematical problems using systems of equations, let’s start by identifying the types of problems we want to include. It’s important
that these problems are diverse in complexity and context to ensure a comprehensive dataset. Here are a few guiding questions we can consider:
1. **Complexity Levels**: What range of difficulty should the problems span? For example, should we include simple, moderate, and complex problems?
2. **Real-life Contexts**: Should the problems relate to real-life scenarios, such as financial calculations, physics applications, or engineering problems?
3. **Types of Equations**: Are we focusing solely on linear systems, or should we also include non-linear systems of equations?
Let’s discuss these aspects and decide on a strategy to gather or create problems that fit these criteria.
[Operation] To start constructing this dataset, let’s address each of these aspects:
1. **Complexity Levels**:
- We should include a range of difficulty from simple, moderate, to complex problems.
- Simple problems might involve straightforward calculations with clear relationships.
- Moderate problems could include multiple steps of reasoning or require more than one equation.
- Complex problems should challenge the solver by involving multiple variables and interconnected relationships.
2. **Real-life Contexts**:
- Incorporating real-life contexts can make the problems more engaging and relevant.
- We can include scenarios from finance (e.g., loan interest calculations), physics (e.g., force and motion problems), and engineering (e.g., circuit analysis).
- This also ensures that the problems are practical and relatable.
3. **Types of Equations**:
- Starting with linear systems can provide a foundation, but we should also include non-linear systems to broaden the problem-solving skills.
- Linear systems are easier to solve and are a good starting point for learners.
- Non-linear systems introduce more complexity and require advanced methods for solving.
With these considerations in mind, let’s begin by generating mathematical problems within these categories. Once we have these problems, we can create systems of equations for each and
eventually solve them.
[Guidance] To systematically approach the creation of our dataset, let’s begin by defining specific problem examples for each complexity level and context. Here’s our plan:
1. **Complexity Levels and Examples**:
- For **simple problems**, think about situations involving 2-3 variables with clear relationships. Example: "Find the intersection point of two lines given by equations y = 2x + 3 and
y = −x + 5."
- For **moderate problems**, consider scenarios with more depth or additional constraints. Example: "In a rectangle, the length is twice the width. If the perimeter is 36 units, find the
dimensions of the rectangle."
- For **complex problems**, incorporate scenarios that need multiple equations and logical reasoning. Example: "In a group of chickens and cows, there are 30 heads and 74 legs.
Determine how many chickens and cows are there."
2. **Real-life Contexts and Examples**:
- For financial contexts, create problems about investments or savings: "An investor puts a total of $1000 in two accounts, one earning 5% interest and the other 7%. If the total interest after
one year is $62, how much is invested in each account?"
- For physics, base problems on motion or force calculations: "Two cars start from the same point. One travels east at 40 mph, and the other travels north at 30 mph. How far apart are they
after 2 hours?"
- For engineering, consider circuit analysis or statics: "In a series circuit with a total voltage of 10V and resistors of 2Ω and 3Ω, find the current flowing through the circuit."
3. **Types of Equations and Examples**:
- Begin with systems that are linear: "Solve the system of equations: 3x + 2y = 6 and x − y = 1."
- Introduce non-linear systems for added challenge: "Solve the system: x2 + y2 = 25 and y = 2x."
Once we have a list of potential problem scenarios and examples, the next step is to create more detailed problem statements in a clear and precise manner. Let’s come up with a few
problems for each category and share them for feedback. What do you think?
[Operation] Let’s generate mathematical problem statements for each of the categories outlined in our plan:
### Complexity Levels
1. **Simple Problems**:
- **Example 1**: Two lines are represented by the equations y = 2x + 3 and y = −x + 5. Find their intersection point.
- **Example 2**: A pen’s price is $2 more than a pencil. If 5 pens and 7 pencils together cost $15, find the price of each.
2. **Moderate Problems**:
- **Example 3**: In a rectangle, the length is twice the width. If the perimeter is 36 units, find the dimensions of the rectangle.
- **Example 4**: The sum of two numbers is 10, and their product is 21. Find the numbers.
3. **Complex Problems**:
- **Example 5**: In a group of chickens and cows, there are 30 heads and 74 legs. Determine how many chickens and cows are there.
- **Example 6**: A farmer has goats and chickens. Together, they have 91 heads and 234 legs. How many goats are there?
### Real-life Contexts
1. **Financial Contexts**:
- **Example 7**: An investor puts a total of $1000 in two accounts, one earning 5% interest and the other 7%. If the total interest after one year is $62, how much is invested in each
account? - **Example 8**: A person deposits $500 in a savings account and $1000 in a checking account. The savings account earns 4% annually and the checking account 2%. If the total
interest earned after one year is $40, how much was deposited in each?
2. **Physics Contexts**:
- **Example 9**: Two cars start from the same point. One travels east at 40 mph, and the other travels north at 30 mph. How far apart are they after 2 hours?
- **Example 10**: A ball is projected upwards with a velocity of 20 m/s. Simultaneously, another ball is dropped from a height of 80 m. When and where will the two balls meet in
mid-air?
3. **Engineering Contexts**:
- **Example 11**: In a series circuit with a total voltage of 10V and resistors of 2Ω and 3Ω, find the current flowing through the circuit.
- **Example 12**: A beam is supported at two points and subjected to a uniform load. If the reactions at the supports are 20N and 40N, determine the load and its distribution.
### Types of Equations
1. **Linear Systems**:
- **Example 13**: Solve the system of equations: 3x + 2y = 6 and x − y = 1.
- **Example 14**: Solve: 5x − 3y = 9 and 2x + y = 4.
2. **Non-linear Systems**:
- **Example 15**: Solve the system: x2 + y2 = 25 and y = 2x.
- **Example 16**: Find the points on the curve y = x2 that are 5 units away from the point (0, 2).
These problems reflect a range of complexities, contexts, and equation types. Let me know how to proceed or if you require any modifications or additional examples.
[Operation] If everything seems appropriate, let’s create a system of equations for one selected problem from each category using the available tools. We’ll start by generating a system of
equations for a simple, a moderate, and a complex problem. Here’s what we’ll do:
1. **Simple Problem (Example 1)**: Two lines are represented by the equations y = 2x + 3 and y = −x + 5. Find their intersection point.
2. **Moderate Problem (Example 3)**: In a rectangle, the length is twice the width. If the perimeter is 36 units, find the dimensions of the rectangle.
3. **Complex Problem (Example 5)**: In a group of chickens and cows, there are 30 heads and 74 legs. Determine how many chickens and cows are there.
Let’s generate systems of equations for these problems.
[Operation] generate_system_of_equations(math_problem="Two lines are represented by the equations y = 2x+3 and y = −x+5. Find their intersection
point.")
[Program] equation_list:["y = 2x + 3","y = −x + 5"]
[Operation] generate_system_of_equations(math_problem="In a rectangle, the length is twice the width. If the perimeter is 36 units, find the dimensions
of the rectangle.")
[Program] equation_list:["l = 2w","2l + 2w = 36"]
[Operation] generate_system_of_equations(math_problem="IIn a group of chickens and cows, there are 30 heads and 74 legs. Determine how many chickens
and cows are there.")
[Program] equation_list:["c + h = 30","2c + 4h = 74"]

Table 31: A dialogue for constructing mathematical problem solver dataset.
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