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ABSTRACT

Tabular data plays a crucial role in numerous real-world decision-making applica-
tions, but extracting valuable insights often requires sophisticated feature transfor-
mations. These transformations mathematically transform raw data, significantly
improving predictive performance. In practice, tabular datasets are frequently
fragmented across multiple clients due to widespread data distribution, privacy
constraints, and data silos, making it challenging to derive unified and generalized
insights. To address these issues, we propose a novel Federated Feature Transfor-
mation (FEDFT) framework that enables collaborative learning while preserving
data privacy. In this framework, each local client independently computes feature
transformation sequences and evaluates the corresponding model performances.
Instead of exchanging sensitive original data, clients transmit these transforma-
tion sequences and performance metrics to a central global server. The server
then compresses and encodes the aggregated knowledge into a unified embedding
space, facilitating the identification of optimal feature transformation sequences.
To ensure unbiased aggregation, we tackle three challenges in distributed tabular
data: insufficient samples compromise statistics, limited feature diversity misses
patterns, and sparse or correlated columns cause instability. We employ a sample-
aware weighting strategy that favors clients with adequate size, rich diversity, and
stable numerical properties. We also incorporate a server-side calibration mecha-
nism to adaptively refine the unified embedding space, mitigating bias from out-
lier data distributions. Furthermore, to ensure optimal transformation sequences
at both global and local scales, the globally optimal sequences are disseminated
back to local clients. We subsequently develop a sequence fusion strategy that
blends these globally optimal features with essential non-overlapping local trans-
formations critical for local predictions. Extensive experiments are conducted to
demonstrate the efficiency, effectiveness, and robustness of our framework. Code
and data are publicly available.1.

1 INTRODUCTION

Tabular data is ubiquitous across diverse domains and serves as a fundamental backbone for real-
world decision-making applications. To facilitate insight extraction and enhance model perfor-
mance, feature transformation systematically applies mathematical operations to raw features, pro-
ducing more expressive and informative features. In real-world scenarios, tabular data is often dis-
tributed across multiple local clients, resulting in isolated data silos. Due to privacy and regulatory
constraints, it becomes challenging to derive unified and generalizable insights from such frag-
mented sources. Overcoming these limitations imposed by data silos and achieving unified modeling
of tabular data across diverse regions has emerged as a critical and active research direction. Exist-
ing works on feature transformation predominantly focus on centralized settings, assuming datasets
reside on a single machine, thereby enabling these methods to utilize the complete feature space for
effective refinement. They can be mainly classified into three categories: 1) Expansion reduction
methods Horn et al. (2019); Khurana et al. (2016) generate numerous candidate features via mathe-

1https://anonymous.4open.science/r/FedFT_ICLR2026-3578
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matical transformations, subsequently selecting the most informative subset; 2) Iterative feedback-
based techniques: Khurana et al. (2018); Tran et al. (2016); Wang et al. (2022) progressively refine
features using predictive performance feedback, typically optimized through reinforcement learn-
ing or evolutionary algorithms; 3) AutoML-driven frameworks Chen et al. (2019); Zhu et al. (2022);
Wang et al. (2023) formalize feature transformation as neural architecture or policy search problems,
aiming to identify optimal feature transformation sequences to enhance task-specific performance.
But, due to centralized learning constraints, these methods are unable to aggregate knowledge from
multiple clients, limiting their capability to derive unified and generalized feature insights.

To address these limitations, we propose a unified automated feature transformation framework ca-
pable of aggregating knowledge from diverse clients and deriving an optimal feature transformation
sequence. Given the distributed nature of data across multiple clients and concerns about privacy,
Federated Learning (FL) naturally emerges as a suitable paradigm, allowing collaborative learning
without compromising local data confidentiality McMahan et al. (2017); Li et al. (2020); Karim-
ireddy et al. (2020). However, adopting FL in this context introduces three major challenges:

• Privacy-Preserving Globally Optimal Feature Transformation. Learning globally op-
timal feature transformation sequences from distributed tabular data presents privacy chal-
lenges. In domains such as healthcare, tabular datasets often contain sensitive informa-
tion, including treatment histories, personal demographics, and etc. Transmitting such data
across clients introduces serious privacy risks. Thus, it is essential to develop mechanisms
that support effective knowledge aggregation while strictly preserving data privacy.

• Unbiased Aggregation under Non-IID and Imbalanced Distributions. Client data ex-
hibit heterogeneity in both feature distributions and sample sizes. Such disparity poses a
unique challenge when aggregating feature transformation knowledge, as it can introduce
bias into the global embedding space. This bias may lead to suboptimal transformation
sequences and reduced feature space quality. Thus, it is critical to design aggregation
strategies that explicitly account for data imbalance and distributional shifts across clients.

• Effective Feedback from Global Server to Local Clients. Ensuring that local clients
benefit from global knowledge is crucial for sustainable collaboration. For instance, in
financial applications, institutions may be reluctant to participate if they contribute data but
receive no benefits. Thus, it is necessary to develop feedback mechanisms that adapt global
transformation sequences to local contexts, promoting mutual benefit in this scenario.

To address these challenges, we propose a novel FEDerated Feature Transformation framework
(FEDFT), which enables collaborative feature transformation across clients while preserving data
privacy. The primary objective of FEDFT is to construct an optimized and generalizable feature
space by aggregating transformation knowledge from heterogeneous local datasets without expos-
ing raw data. Specifically, each client independently generates a collection of feature transformation
records, where each record comprises a transformation sequence and associated performance, evalu-
ated on the client’s local tabular data. These records are then transmitted to a global central server for
global knowledge aggregation. Notably, only the transformation sequences and corresponding pre-
dictive performance are shared, ensuring that sensitive raw data remains local and protected through-
out the process. To effectively compress and leverage the collected transformation knowledge, we
design an encoder-decoder-evaluator architecture. The encoder maps transformation sequences into
a shared latent embedding space, the decoder reconstructs the sequences from their embeddings, and
the evaluator estimates the expected model performance from the latent representation. Once the
embedding space is constructed, we utilize gradient signals from the evaluator to guide exploration
within the space, enabling the discovery of improved feature transformation sequences. To ensure
unbiased aggregation throughout the optimization process, we introduce a sample-aware weight-
ing mechanism that accounts for the varying reliability of transformation records across clients.
Specifically, in tabular data contexts, we prioritize clients based on three factors: sample size for
statistical validity, feature diversity for comprehensive pattern coverage, and numerical stability for
robust metrics. This is complemented by a server-side calibration process to further mitigate bias
from outlier distributions. To support both global generalization and local adaptability, the globally
optimized transformation sequences are fed back to individual clients. We then develop a sequence
fusion strategy that integrates these global sequences with critical, non-overlapping local transfor-
mations tailored to the specific predictive needs of each client. Finally, we conduct comprehensive
experiments to validate the effectiveness, generalizability, and practical utility of the framework.
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2 RELATED WORKS

Automated Feature Transformation (AFT) aims to refine or augment the original feature space so
that machine learning models can more effectively capture complex, high-order relationships among
variables. Most AutoML pipelines refine the input space in one of two ways: (i) by applying explicit
statistical or arithmetic operators to create interpretable composite features Horn et al. (2019); Kan-
ter & Veeramachaneni (2015); Khurana et al. (2016; 2018); Tran et al. (2016); Wang et al. (2022);
Chen et al. (2019); Zhu et al. (2022); Wang et al. (2023), or (ii) by learning high-dimensional la-
tent representations, where feature interactions are implicitly captured through deep representation
learning Bengio et al. (2013); Guo et al. (2017). Despite their effectiveness, both methods assume
centralized access to the full dataset, and latent approaches further obscure provenance, reducing
interpretability—constraints that render them unsuitable for privacy-constrained FL settings.

Federated Learning (FL) In FL settings, a central server orchestrates multiple clients by aggregat-
ing locally–computed model updates (gradients or weights) over communication rounds, keeping
raw data on-device McMahan et al. (2017). Consequently, classical FL research has focused on
parameter-level aggregation for prediction tasks, proposing algorithms like FedAvg McMahan et al.
(2017), FedProx Li et al. (2020), and SCAFFOLD Karimireddy et al. (2020) to address system and
statistical heterogeneity. However, these methods have rarely been extended to feature transforma-
tion workflows. Existing FL variants that manipulate features operate only in the latent space—e.g.,
by mixing, aligning, or augmenting embeddings Yoon et al. (2021); Shin et al. (2020); Rasouli et al.
(2020), and fall short of producing explicit, interpretable feature constructions. Adapting centralized
AutoFE to FL remains challenging: combinatorial candidate search leads to excessive cross-device
evaluations, increasing communication and compute costs, and most pipelines entwine feature trans-
formation with iterative model feedback, making most approaches inefficient or impractical to adapt.

Research on combining FL and AFT remains limited despite advances in both fields. While prior
studies have explored privacy-preserving feature selection via methods like gradient masking, se-
cure aggregation, or differential privacy Zhang et al. (2023); Cassará et al. (2022); Fu et al. (2023),
feature transformation remains overlooked due to its combinatorial search space, which ampli-
fies communication and privacy challenges. To our knowledge, FLFE Fang et al. (2020) is the
first framework for federated feature transformation(FFT). It relies on manually defined operators,
scales poorly with growing candidates, and only filters features rather than synthesizing new ones.
Recent work, Fed-IIFE Overman & Klabjan (2024) requires uniform local models across clients
and server, restricts its evaluation loop to pairwise interactions, limiting scalability and higher-order
dependency modeling. Unlike existing methods built on model-level fusion, FEDFT optimizes at
the data level by encoding local feature transformation sequences in a shared latent space. Through
an encoder–decoder–evaluator architecture, it compresses and refines transformation knowledge for
effective inference, cross-client integration, and scalability. Notably, FEDFT enables bi-directional
optimization between local and global spaces, offering a novel and effective approach to FFT.

3 PRELIMINARIES

Feature Transformation Sequence. Feature transformation enhances the tabular feature space by
applying mathematical operations to original features. Given a feature space [f1, f2, . . . , fN ], we
define each transformation as a mathematical composition over features and operations. For exam-
ple, one generated feature is

(
f1 +

f1−f2
f3

− f2

)
, where f1, f2, f3 are original features and +,−, /

are operations. We adopt the postfix expression encoding from Wang et al. (2023) to represent the
entire feature transformation sequence as Υ = [γ1, γ2, . . . , γM ], where each γi is a feature index
token or an operation. This sequence guides the construction of a more expressive feature space.

Problem Statement. Our objective is to develop a novel federated feature transformation framework
that constructs an optimized generalizable feature space by aggregating transformation knowledge
from heterogeneous local tabular data without sharing raw data. Formally, for a tabular data predic-
tion task, each client holds its own local data set D = {X, y}, where X is the feature set and y is
the predictive target. Each client initially generates a set of feature transformation records, denoted
as R = {Υ,v}, where Υ represents the collection of transformation sequences and v denotes the
corresponding predictive performances. The records of different clients are uploaded to a central
server for subsequent knowledge aggregation. On the server, an encoder ϕ, decoder ψ, and evalua-
tor ω are jointly trained to embed the feature transformation knowledge from the collected records
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into a continuous space E . After training, the optimal global transformation sequence is identified
by performing a gradient-based search in the embedding space E to maximize the weighted average
performance across all clients: Υ∗ = argmaxΥ∈ψ(E)

∑K
k=1 wkvk, where wk denotes the weight of

client k, and vk denotes the predicted performance on client k for the feature space generated by Υ.

4 METHODOLOGY

4.1 FRAMEWORK OVERVIEW OF FEDERATED FEATURE TRANSFORMATION

Figure 1: Framework overview of FEDFT.
Clients generate transformation records locally
and upload them with sample metrics. The server
aggregates, learns embeddings, and returns the
optimal sequence for local refinement.

Figure 1 presents the complete FEDFT work-
flow. Each client first explores its local tabular
dataset using an RL-based collector, generating
a set of feature transformation records. These
records, together with the corresponding sam-
ple metrics, are uploaded to the server. On the
server side, records from all clients are merged
using a sample-aware weighting scheme to pro-
duce an unbiased, population-level estimate for
each transformation sequence. The aggregated
sequence–performance pairs are then used to
train an encoder–decoder–evaluator network,
which projects the sequences into a shared la-
tent space while learning to predict their perfor-
mance. After the model converges, a gradient-
guided search is performed within this space
to identify the sequence with the highest pre-
dicted performance. The optimized sequence is
then propagated back to clients, where it will be
fused with complementary, non-overlapping lo-
cal transformation sequences to improve client-
specific predictive performance.

4.1.1 AUTOMATED LOCAL FEATURE TRANSFORMATION RECORDS COLLECTION.
To learn a unified and generalizable feature transformation representation, it is essential to thor-
oughly explore the intrinsic characteristics of tabular data within each client. We apply a reinforce-
ment learning (RL) framework Wang et al. (2022; 2023) on each client’s D to efficiently collect
transformation sequence–model performance pairs R = {Υ,v}. Specifically, each client employs
a simple three-agent RL framework to collect transformation records. Two agents select candidate
features, and a third selects a mathematical operation from a predefined set. The selected features
are crossed using the chosen operation to generate a new feature, which is added back to the feature
set for further refinement. This process iteratively explores transformation sequences that maximize
downstream task performance. Importantly, the local collector is modular: clients with different re-
source budgets can plug in non-RL alternatives, and the server aggregates their records in a method-
agnostic manner. The collected transformation sequences and associated model performance scores
are subsequently uploaded to the central server for aggregation. As no raw data is exchanged during
this process, the framework inherently preserves data privacy and mitigates potential exposure risks.

4.1.2 ENCODER-DECODER-EVALUATOR GLOBAL KNOWLEDGE AGGREGATION.
To derive a unified and generalizable feature transformation sequence, it is essential to aggregate
transformation knowledge from diverse clients for further refinement. To this end, we propose an
encoder–decoder–evaluator architecture that embeds the collected transformation records from all
clients into a shared cross-client embedding space. The objective is to construct a latent space in
which each embedding point corresponds to a transformation sequence Υ and its associated pre-
dicted model performance v, enabling the capture of transferable transformation patterns across
heterogeneous tabular data. The model is jointly trained with three objectives: a reconstruction loss
ensuring accurate sequence recovery, a performance estimation loss for reliable performance predic-
tion, and a KL regularization term promoting smoothness in the embedding space landscape. This
joint objective aligns the embedding space with both the structural and semantic characteristics of
transformation sequences, supporting effective global optimization in downstream tasks.
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Encoder ϕ: The encoder component effectively maps a given transformation sequence Υ into a
continuous embedding vector E. We utilize a single-layer Long Short-Term Memory (LSTM) net-
work Hochreiter & Schmidhuber (1997), where the resulting output is denoted as E = ϕ(Υ) ∈
RM×d, with M being the input sequence length and d the embedding hidden dimension.

Decoder ψ: The decoder component reconstructs the original transformation sequence from the en-
coder embedding. Implemented as a single-layer LSTM, the decoder takes an initial state h0 and
updates its hidden state hdi at each step. We apply dot-product attention between the decoder hidden
state hdi and the encoder outputs to produce a context vector hei . The token distribution at step i is

Pψ(γi | E,Υ<i) =
exp

(
Wγi

(hd
i ⊕h

e
i )
)

∑
c∈C exp

(
Wc(hd

i ⊕he
i )
) , where C is the token vocabulary, and ⊕ denotes concate-

nation. The probability of generating the full sequence is:Pψ(Υ | E) =
∏M
i=1 Pψ(γi | E,Υ<i),

which captures the step-wise generation process. We train by minimizing the reconstruction loss
Lrec = − logPψ(Υ | E), which encourages assigning high probability to the true sequence.

Evaluator ω: The evaluator component estimates the model performance v from the embedding E.
We first perform mean pooling operation to obtain a fixed-length vector Ē ∈ Rd, which is then
passed through a multi-layer feedforward network:v̂ = ω(Ē). The estimation loss is computed
as the mean squared error between predicted and real accuracy: Lest = MSE(v, ω(Ē)). We then
compute the predicted performance as, closing the loop on our reconstruction pipeline.

Joint Training Loss L: The encoder, decoder, and evaluator are jointly trained with a weighted loss:
L = (1 − α)Lrec + αLest + βLKL, where α balances predictive performance estimation and β
regularizes the embedding space to enhance smoothness for exploration. During training, the se-
quence–performance pairs are embedded into a latent space that is jointly optimized for smoothness
and predictive accuracy. Smoothness ensures geometric continuity for effective exploration, while
the evaluation loss provides explicit performance guidance. This dual regularization reduces the
impact of data heterogeneity and encourages the learning of robust, generalizable representations.

Gradient-based Optimal sequence Search: After training, we select the top-T candidate transforma-
tion sequences ranked by their average predictive performance v̄ across clients. These are encoded
into continuous embeddings using the trained encoder, serving as seeds for gradient search. Let E
denote one such embedding. We update E by ascending along the gradient provided by evaluator
ω, following Ẽ = E + η ∂ω∂E , where η is the size of search step. This update is expected to improve
predicted performance, i.e., ω(Ẽ) > ω(E). We then decode Ẽ back to a transformation sequence
and select the one with the highest average predictive performance as the globally optimal sequence.

4.2 SAMPLE-AWARE WEIGHTED AGGREGATION FOR OPTIMIZATION BIAS CORRECTION

Why Sample-Aware Scheme on Global Knowledge Aggregation. After collecting the transfor-
mation–performance records from different clients, we observe that the reliability of these records
varies significantly due to heterogeneous local tabular data characteristics. Specifically, varying
sample sizes, feature diversity, and numerical stability. This multifaceted heterogeneity is partic-
ularly pronounced in tabular settings due to inherent sparsity and heterogeneous feature types. It
fundamentally reflects differences in the information content and reliability of local performance sig-
nals. Clients with limited data tend to provide less informative and noisier signals, while those with
larger, diverse, stable datasets offer more reliable performance indicators. Consequently, directly
incorporating these unadjusted scores into the server-side encoder–decoder–evaluator architecture
can introduce bias and compromise global model generalizability. To address this, we introduce a
sample-aware weighted aggregation strategy, where each client’s contribution is scaled by its dataset
size, diversity, and stability indicators. This approach enhances statistical stability, reduces the im-
pact of unreliable signals, and supports the learning of a more generalizable embedding space.

As illustrated in Figure 2, even for the same transformation sequence and a fixed down-
stream model family, the observed performance scores across clients follow distinct distribu-
tions. As mentioned earlier, using these unadjusted scores directly would bias the server
model and reduce its generalizability. To mitigate this issue and obtain a more reliable
model performance estimation, we implement a sample-aware weighted aggregation strategy
that corrects for distributional bias. Specifically, we first collect all transformation records
from local clients and construct a non-redundant set of transformation sequences on the server.

5



270
271
272
273
274
275
276
277
278
279
280
281
282
283
284
285
286
287
288
289
290
291
292
293
294
295
296
297
298
299
300
301
302
303
304
305
306
307
308
309
310
311
312
313
314
315
316
317
318
319
320
321
322
323

Under review as a conference paper at ICLR 2026

Figure 2: Sample-Aware weighted
aggregation. Sample characteristics and local
performance distributions are aggregated for
more reliable sequence evaluation.

Each sequence in this set is then broadcast to all K
clients, who apply the transformation to their local
tabular data and evaluate the resulting model perfor-
mance. As a result, each transformation sequence
is associated with a set of K client-specific per-
formance scores, denoted as [v̂1, v̂2, . . . , v̂K ]. We
compute client weights by combining two com-
plementary factors—dataset size and data qual-
ity—with the overall weight formulated as wk =

p · w(size)
k + (1− p) · w(adj)

k . The size-based term
w

(size)
k = |Dk|∑K

j=1 |Dj |
captures the relative sample

proportion, and the quality-based term w
(adj)
k =

sk∑K
j=1 sj

, where sk = q · Hk + (1 − q) · σk in-

corporates feature entropy Hk (diversity) and sta-
bility score σk (derived from condition number κk). Here, higher feature entropy indicates more
diverse information content, while lower condition numbers (higher stability scores) suggest better
numerical stability and reduced multicollinearity risk. This weighting scheme reflects the intuition
that performance estimates from larger datasets are statistically more reliable, while diverse feature
information and numerical stability enhance the local signal quality. The final aggregated score for
a transformation sequence Υ is computed as: v =

∑K
k=1 wk · v̂k. To further mitigate bias from

outlier clients, we introduce a server-side calibration mechanism inspired by contribution-aware
federated learning Liu et al. (2022). Rather than computationally expensive iterative client selection
and retraining, our approach identifies clients with the lowest comprehensive weights. We then dy-
namically down-weight or exclude their contributions to further refine the performance landscape of
the trained latent space for more robust aggregation and inference.

4.3 GLOBAL-TO-LOCAL FEATURE INTEGRATION UNDER MUTUAL INFORMATION CONTROL

Why Dual Optimization for Local and Global Perspectives Is Essential. After federated

Figure 3: Local-Global sequence fusion.
Local feature space is refined by fusing with
the global sequence

aggregation and server-side optimization, we ob-
tain a globally optimized feature transformation se-
quence that captures domain-level knowledge across
diverse clients. This sequence can serve as a foun-
dation for further domain understanding and analy-
sis. However, clients are typically more concerned
with improving performance on their own local pre-
dictive tasks rather than contributing to global un-
derstanding. Relying solely on local data and pat-
terns may lead to overfitting and hinder generaliza-
tion, while indiscriminately aggregating local contri-
butions may fail to satisfy individual clients’ objec-
tives, threatening the sustainability of collaboration.
To address this issue, we adopt a dual-benefit strat-
egy: the globally optimized transformation sequence
is fed back to each client, enabling local model re-
finement while preserving the value of global knowl-
edge. This not only incentivizes client participation but also ensures that the collaboration remains
mutually beneficial. By integrating globally informed transformations, clients can enhance their
models in a way that balances domain-level generalization with client-specific adaptability.

As shown in Figure 3, after completing gradient-based search, the server broadcasts the global trans-
formation sequence Υ∗ to all clients. To integrate domain-level knowledge with local adaptation,
each client augments Υ∗ with a small set of locally distinctive features. Each client begins by select-
ing its local best transformation sequence and extracts derived features as candidates. For each can-
didate, two criteria are computed: (1) a model-dependent feature importance score for initial rank-
ing, and (2) its redundancy with the global features and the currently selected local ones, measured
by mutual information (MI). Let G denote global features and C the pool of candidate local features.
The client incrementally builds a supplement set F by greedily selecting the least redundant feature

6
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f ∈ C at each step, according to the following score: Score(f) = η ·AvgMI(f,F)+δ ·AvgMI(f,G),
where AvgMI(f, .) denotes the average mutual information between f and the features in the cor-
responding set. The process continues until a fixed budget is reached or no candidates remain.
Finally, the client builds its personalized feature set by combining global and selected local features:
Zk = G ∪ F . where Zk is the final augmented feature set used by client k for downstream pre-
dictive modeling. This fused representation preserves domain-level knowledge while incorporating
client-specific insights, yielding consistent improvements under heterogeneous tabular distributions.

5 EXPERIMENT

5.1 EXPERIMENT SETTINGS

Dataset and Evaluation Metrics. We use 13 publicly available datasets from UCI Kelly et al.
(2023), LibSVM Lin (2022), and OpenML Public (2022) to conduct our experiments. Table 4 shows
the statistics of the data. Regression tasks were evaluated using the following metrics: 1-Relative
Absolute Error (1-RAE), 1-Mean Absolute Error (1-MAE), 1-Root Mean Squared Error (1-RMSE)
and coefficient of determination (R2). For classification tasks, assessment was conducted using
Precision, Recall, F1-score and AUC-score. The formulae for the F1-score and 1-RAE are given
by: F1= 2 · Precision·Recall

Precision+Recall and 1-RAE = 1−
∑n

i=1 |yi−ỹi|∑n
i=1 |yi−ȳi| , where yi, ỹi, and ȳi represent the ground

truth, predictions, and the mean of the ground truth, respectively.

Baseline Methods. To sufficiently evaluate FEDFT, we consider three baseline methods. First, we
compare three transformation sequences: ΥI , an ideal upper bound obtained by directly optimizing
on global data; Υ∗, the global sequence generated by FEDFT through federated aggregation; and
Υlocal, the best locally generated sequence on each client. These are evaluated on both a global test
set and local client test sets to examine generalization and client-level effectiveness. Second, we in-
tegrate FEDFT into standard federated learning frameworks such as FedAvg by allowing each client
to maintain its own transformation module, enabling fair comparison with traditional model-weight
averaging strategies. Third, we conduct ablation studies to isolate the impact of two key com-
ponents: FEDFT−u removes the encoder–decoder–evaluator structure, and FEDFT−c removes the
sample-aware weighted aggregation. These comparisons collectively show the contribution of global
optimization, local adaptation, and aggregation correction to the overall performance of FEDFT.

5.2 PERFORMANCE EVALUATION

Overall Performance. This experiment aims to answer the following questions: Can our FEDFT
framework effectively capture the domain knowledge of an inaccessible global distribution and en-
hance local models through globally coordinated feature transformations? Table 1 shows results
in terms of F1 and 1-RAE. Global column reports performance on the unseen global dataset for
reference, while Local column shows the average test performance across clients. We report three
variants: ΥI : the upper bound achieved by gradient search with direct access to global data; Υ∗:
the best sequence selected without global data, based on weighted local performances; Υlocal: the
best locally generated feature transformation sequences of each client for average performance. We
observe that FEDFT consistently produces transformation sequences that outperform locally gener-
ated ones in both global and local evaluations. The underlying driver is the complementary effect of
global knowledge aggregation and local feature fusion. For global performance, FEDFT aggregates
information from all clients, capturing the shared structure of the global data distribution. For local
performance, the feature fusion mechanism enriches the local feature space by combining global
knowledge with client-specific features, improving local model effectiveness. In summary, FEDFT
effectively captures global distribution information while refining global and local feature spaces.

Comparison with Traditional FL Models. This experiment aims to answer the following ques-
tions: Can our FEDFT framework match or outperform the traditional federated learning meth-
ods? To answer this question, we compare FEDFT with established federated learning base-
lines(FedAvg McMahan et al. (2017), FedProx Li et al. (2020), MOON Li et al. (2021) and Fed-
NTD Lee et al. (2022)) that follow a different aggregation strategy: while FEDFT shares feature
transformation-performance pairs, traditional methods rely on model weight aggregation, requir-
ing all clients to adopt the same model structure as the global model. These methods also incur
extra costs, as they maintain both the FEDFT transformation pipeline and a local encoder-decoder-
evaluator module. As shown in Table 2, we conduct experiments on three datasets: OpenML 586,
Wine Quality Red, and Pima Indian datasets, using 1-RAE for regression and F1 score for classifi-
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Table 1: Overall performance comparison. Global and Local columns report results on the global
and local test sets for three sequence variants: ΥI (ideal upper bound with global data access), Υ∗

(optimal sequence via sample-aware aggregation), and Υlocal (client-wise best local sequences).

Dataset Global Local
ΥI Υ∗ Υlocal Υ∗ Υlocal

SpectF 0.8234 0.8164 0.7740±0.0210 0.8817 0.8742±0.0050

Pima Indian 0.7725 0.7669 0.7455±0.0083 0.7532 0.7316±0.0042

SVMGuide3 0.8473 0.8473 0.8415±0.0176 0.8439 0.8249±0.0015

Wine Red 0.6843 0.6843 0.6671±0.0061 0.6330 0.6283±0.0089

Wine White 0.6776 0.6760 0.6729±0.0028 0.6646 0.6570±0.0026

Housing Boston 0.6487 0.6487 0.6431±0.0039 0.5826 0.5642±0.0042

Airfoil 0.7892 0.7892 0.7760±0.0060 0.7674 0.7529±0.0022

Openml 620 0.7168 0.7168 0.7030±0.0070 0.6036 0.5935±0.0011

Openml 589 0.7421 0.7409 0.7018±0.0407 0.6238 0.5627±0.0571

Openml 586 0.7742 0.7742 0.6727±0.0076 0.6511 0.5198±0.0119

Openml 637 0.5702 0.5667 0.5575±0.0089 0.3334 0.2884±0.0370

Openml 618 0.7457 0.7457 0.7392±0.0103 0.5959 0.5819±0.0256

Openml 607 0.7395 0.7395 0.6405±0.0117 0.5182 0.4367±0.0218

± indicates standard deviation across clients.
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Figure 4: The influence of global aggregation (FedFT−c) and encoder–decoder–evaluator
knowledge integration (FedFT−u) in FedFT.

cation tasks. For each method, we apply the best feature transformation sequence to both global and
local partitions, reporting mean and standard deviation across all clients for the latter. We observe
that FEDFT achieves performance comparable to or better than traditional methods. The underlying
reason is that feature transformation sequence-performance pairs carry sufficient information to en-
able effective aggregation without requiring full model weight sharing. In summary, FEDFT offers
an effective alternative to traditional weight-sharing approaches with competitive performance.

Ablation Study. This experiment aims to answer: Does the sample-aware weighted aggrega-
tion and encoder-decoder-evaluator knowledge internalization help to maintain the performance of
FEDFT? To answer this question, we develop two model variants of FEDFT: 1) FEDFT−u, which
drops the encoder-decoder-evaluator part, and 2) FEDFT−c, which drops the sample-aware weighted
aggregation step in FEDFT. We report the comparison results in terms of F1 score or 1-RAE on four
datasets: penml 618, Openml 586, Wine Quality Red and Pima Indian. Figure 4 presents the results
on global data. First, we observe that FedFT significantly outperforms FedFT−c. This improvement
is attributed to the fact that local data silos contain only partial and biased data distributions. Without
federated aggregation, models trained on these silos perform poorly when generalized to global data.
Second, we find that FedFT consistently achieves better performance than FedFT−u. This gain is
driven by the encoder-decoder-evaluator module, which not only compresses and smooths the ag-
gregated information but also enables continuous optimization through gradient search, ultimately
leading to better feature transformation sequences. In summary, both the sample-aware weighted
aggregation and the encoder-decoder-evaluator module are essential for preserving the effectiveness
of FEDFT and achieving consistent performance improvement over its simplified version.

Impact of KL-Induced Embedding Smoothness on Latent Feature Space Search. This exper-
iment aims to answer: Whether KL divergence loss enhances the smoothness of the refined latent

8
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Table 2: Performance Comparison of Different Federated Learning Algorithms

Method Openml 586 Wine Red Pima Indian
Global Local Global Local Global Local

FedAvg 0.7665 0.6413±0.0254 0.6706 0.6466±0.0529 0.7560 0.7513±0.0414

FedProx 0.6877 0.5051±0.0433 0.6650 0.6413±0.0437 0.7457 0.7188±0.0244

MOON 0.7718 0.6485±0.0277 0.6675 0.6440±0.0577 0.7552 0.7528±0.0623

FedNTD 0.7661 0.6405±0.0257 0.6765 0.6407±0.0594 0.7535 0.7556±0.0492

Ours 0.7742 0.6511±0.0226 0.6843 0.6330±0.0087 0.7669 0.7532±0.0418
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Figure 5: Comparison of latent space smoothness and downstream performance with and without
KL loss. (a)-(b) show smoother and more clustered embeddings with KL loss. (c) shows improved

downstream performance after gradient search when KL loss is applied.

space and improves the gradient-based search. To analyze this effect, we visualize the latent space
embeddings of two models trained on the Pima Indian dataset: one without KL loss and the other
with KL loss applied in the Figure 5. Warmer-colored points indicate higher performance. We
observe that the model trained without KL loss produces a less smooth latent space, where high-
performing sequence embeddings are scattered with large performance variations. Conversely, the
model trained with KL loss exhibits a smoother latent space, where high-performing sequence em-
beddings are more tightly clustered with clear, continuous transitions. This indicates that KL loss
encourages smoother structuring of the latent space. We further compare the downstream task per-
formance after applying gradient-based search. Results show model with a smoother latent space
enables more effective gradient search, finding higher-quality feature transformation sequences. In
summary, KL-induced smoothness enhances latent space structure, improving gradient search.

6 CONCLUSION

In this paper, we propose a federated feature transformation framework designed to effectively refine
The feature space and aggregate knowledge in tabular data silos settings. The framework centers on
two key components: a sample-aware weighted knowledge aggregation module and a local-global
sequence fusion scheme. To preserve privacy while enabling knowledge sharing, we introduce a
sequence-performance pair communication protocol, allowing clients to share feature transforma-
tion knowledge without exposing raw data. To address performance variance and bias from het-
erogeneous client data, we develop a sample-aware weighted aggregation strategy, which allocates
weights to client-reported performance scores based on their local sample characteristics. It ensures
that the aggregated evaluation better reflects the overall data distribution and improves server-side
training. To dual-optimize both the server and client-side performance, we design a local-global se-
quence fusion scheme. The server feeds back the globally aggregated transformation sequence, cap-
turing domain-level knowledge, to clients. Each client then fuses this global knowledge with locally
distinctive features, improving local predictive tasks while incentivizing client participation. Exten-
sive experiments demonstrate that FEDFT effectively enhances both global and local performance.
The proposed sample-aware weighted aggregation mitigates clients’ data heterogeneity, while the
feedback and fusion scheme benefits individual clients and encourages ongoing contribution and
collation across the federation. In future work, we plan to extend FEDFT to dynamic federated
environments, where client availability and data distributions evolve over time, and to explore its
integration with automated feature generation and task-adaptive personalization strategies.

9
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A APPENDIX

A.1 EXPERIMENTAL SETTINGS AND REPRODUCIBILITY

A.1.1 EXPERIMENTAL PLATFORM INFORMATION

All experiments are conducted on an Ubuntu 22.04.5 LTS operating system, powered by an AMD
Ryzen Threadripper PRO 7965WX 24-core processor, equipped with two NVIDIA RTX A6000
GPUs (48GB memory each). Python 3.12.7 and PyTorch 2.5.1 are used as the software framework.
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A.1.2 HYPERPARAMETER SETTINGS AND REPRODUCIBILITY

The operation set includes square root, square, cosine, sine, tangent, exponential, cube, logarithm,
reciprocal, quantile transformer, min-max scaler, sigmoid, addition, subtraction, multiplication, and
division. For data collection, we ran the RL-based data collector on each local client’s data for 512
epochs with 10 steps per epoch, gathering a large number of feature transformation–accuracy pairs.
For data augmentation, we randomly shuffled each transformation sequence 12 times to increase
data diversity and volume, applying a token mask probability of 0.3 and a disorder probability of
0.1. We adopted a single-layer LSTM as both the encoder and decoder backbones, and a three-layer
feed-forward network as the predictor. The hidden sizes of the encoder, decoder, and predictor were
set to 64, 64, and 200, respectively. The embedding size for both feature ID tokens and operation
tokens was set to 32. FedFT was trained with a batch size of 32, a learning rate of 0.001, λ = 0.95,
and β = 0.001. For inference, we used the top-50 records as seed sequences. For data segmenta-
tion, regression datasets were partitioned into equal blocks without random disturbance to preserve
segmentation differences. For classification datasets, we used an α ranging from 0.5 to 1.0 to divide
the data based on the number of samples in each dataset. For the aggregation mechanism, we allo-
cate 90% weight to performance metrics and 10% to feature diversity and stability considerations.
For the baseline experiments presented in Table 2, we adapted our model based on the framework
introduced by Zhang et al. Zhang et al. (2025).

A.2 EXPERIMENTAL RESULTS

A.2.1 ROBUSTNESS CHECK

This experiment aims to answer: Does FEDFT exhibit robustness when confronted with various ma-
chine learning models serving as downstream tasks? To investigate, we replace the downstream ma-
chine learning model with Random Forest (RF), Support Vector Machine (SVM), XGBoost (XGB),
K-Nearest Neighbors (KNN), Ridge Regression (Ridge), LASSO Regression (LASSO), and Deci-
sion Tree (DT), respectively. Figure 6 presents the comparison results in terms of F1 and 1-RAE on
the Ionosphere and Openml 620 datasets. We observe that, regardless of the choice of downstream
models, FEDFT consistently facilitates the construction of more generalized feature transformation
sequences at a global scale, compared to locally derived sequences. This effect can be attributed to
the fact that when local samples are limited or biased, FEDFT aggregates information from multi-
ple clients to capture domain knowledge that reflects the global feature space—knowledge that is
otherwise inaccessible to individual clients. Thus, this experiment demonstrates the robustness of
FEDFT in refining feature space across different downstream machine learning models.
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Figure 6: Robustness Check of FedFT when confronted with different downstream ML models

A.2.2 IMPACT OF SEED AND STEP HYPERPARAMETERS ON VALIDATION STABILITY AND
GRADIENT SEARCH PERFORMANCE

This experiment aims to answer: How do the seed number and search step size affect the gradient-
guided sequence optimization process? To address this question, we conduct experiments by
varying the gradient search step size and the number of top seeds used for optimization. Specifically,
we perform evaluations on the Ionosphere and OpenML 586 datasets. For the search step size, we
test values ranging from 1 to 20, and for the number of seeds, we evaluate settings from 1 to 50.
As shown in figure 7. Our observations show that increasing both the number of seeds and the
search step size expands the search space, leading to improved performance. However, regarding
the validation rate of newly generated sequences, we find that as the search step increases, the
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validation rate tends to decline due to greater deviation from the original seed embeddings. Notably,
when the initial validation rate is relatively high, this performance drop is less severe.
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Figure 7: Seed Count&Step Size Effects on Gradient-Search Performance

A.2.3 CASE STUDY

We selected the top 10 essential features for prediction from both the globally optimized sequence
and a fused sequence on a subset of the Airfoil dataset. We evaluate the traceability and the effect
of global-local feature fusion. In Airfoil Global, the chart shows the globally optimized features
result, while Airfoil Local presents the fused sequence combining globally optimized features with
additional locally critical, non-redundant features. As shown in Figure 8, we observe that the fea-
ture spaces differ between global and local data distributions, with some features being uniquely
important for specific clients, reflecting data heterogeneity. The fusion operation helps improve lo-
cal model performance by retaining locally relevant features. The top-ranked features capture key
physical interactions: frequency directly relates to acoustic emissions, while combinations such as
thickness divided by velocity and frequency multiplied by length reflect how airfoil geometry and
flow dynamics jointly influence sound generation. Furthermore, nonlinear transformations, such as
sigmoid(thickness), enhance feature expressiveness, enabling domain experts to trace the underlying
physical factors and derive interpretable analysis rules for evaluating system performance.
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Figure 8: Case study on Airfoil dataset: Global and Local-Fusion

A.2.4 PERFORMANCE ANALYSIS UNDER VARYING DATA HETEROGENEITY CONDITIONS

This experiment aims to answer the answer: Does FEDFTmaintain robustness and provide consis-
tent benefits under varying levels of data heterogeneity across data silos? To investigate this, we
evaluate FEDFTon three datasets (Wine Red, Spectf, and SVMGuide3) under three distinct data
heterogeneity settings: 1) Centralized setting: All data is pooled together (baseline); 2) Moderate
heterogeneity: Dirichlet distribution with α = 1.0; 3) High heterogeneity: Dirichlet distribution
with α = 0.5. We report F1 scores as the evaluation metric for transformation sequences gen-
erated by FEDFTand compare them with each local client’s best sequences. These metrics are
evaluated on both global and local test datasets to comprehensively investigate the benefits and ro-
bustness of FEDFT, with mean and standard deviation reported across clients for later. We observe
that FEDFTconsistently refines both global and local feature spaces across different heterogeneity
levels. Specifically, for Wine Red and SVMGuide3 datasets, the federated learning performance
closely approximates the centralized training baseline, indicating strong robustness to data hetero-
geneity. For the Spectf dataset, while FEDFTimproves performance compared to individual client
baselines, a notable performance gap remains relative to the centralized setting. The underlying
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Table 3: Performance of FEDFT under different heterogeneity levels. We report global sequence
performance and local best sequence performance (mean ± std) across three datasets.

Dataset Method Heterogeneity Level
Centralized Dir(α=1.0) Dir(α=0.5)

Wine Red Global (FEDFT) 0.686 0.6730 0.6843
Global (Local) - 0.6661±0.0062 0.6671±0.0061

Local (FEDFT) - 0.6519 0.6330
Local (Local) - 0.6379 ±0.0077 0.6283 ±0.0089

Spectf Global (FEDFT) 0.878 0.7802 0.8164
Global (Local) - 0.7740 ±0.0210 0.7740 ±0.0210

Local (FEDFT) - 0.8174 0.8817
Local (Local) - 0.7972 ±0.0013 0.8742 ±0.0050

SVMGuide3 Global (FEDFT) 0.850 0.8379 0.8473
Global (Local) - 0.8310 ±0.0025 0.8415 ±0.0176

Local (FEDFT) - 0.8225 0.8439
Local (Local) - 0.8044±0.0047 0.8249±0.0015

driver of these results is that FEDFTeffectively aggregates knowledge across distributed clients, en-
abling performance improvements in federated settings. The model successfully captures and shares
beneficial transformation patterns across silos. However, extreme cases like Spectf present unique
challenges—with only 267 global samples across 44 features partitioned into 3 highly heteroge-
neous segments. In such scenarios, the severe data scarcity per client significantly distorts local
performance signals, limiting the effectiveness of knowledge aggregation. In summary, FEDFT
demonstrates robust performance across varying heterogeneity levels and consistently enhances fea-
ture space refinement and knowledge aggregation in federated tabular data environments. The model
effectively bridges the performance gap between isolated data silos and centralized training, provid-
ing substantial benefits even under challenging heterogeneous conditions.

A.3 DISCUSSION OF DATA PRIVACY

Our methodology introduces a novel one-shot approach for aggregating information and knowledge
from distributed tabular data silos. During this process, local clients are required to provide perfor-
mance metrics that are not originally derived from local feature transformation methods. We posit
that the trusted remote server can strategically inject synthetic or heterogeneous performance-related
transformation sequences to local clients. From the perspective of individual clients, several critical
ambiguities emerge: (1) the provenance of each transformation sequence remains indeterminate,
(2) the actual performance characteristics of these sequences are obscured, and (3) whether a given
transformation sequence constitutes the server’s final selection for shared latent space generation
cannot be ascertained. This designed information asymmetry serves to maintain model utility while
providing privacy protection through obscurity. Unlike conventional federated learning where model
parameters are shared, our framework exchanges only transformation sequences and performance
metrics—no raw data is ever directly transferred between parties. The inherent mechanisms within
our proposed methodology, particularly the mixing of genuine and synthetic sequences, obscure
client participation patterns and prevent the determination of which specific clients contributed to
the aggregation process. We acknowledge that this approach represents a novel privacy paradigm
distinct from formal frameworks like differential privacy. Our method achieves practical privacy
through information mixing and synthetic sequence injection, creating inherent ambiguity about the
origin of transformation sequences and participating clients. To the best of our knowledge, attack
methods specific to feature transformation sequence aggregation in federated settings remain unex-
plored in the literature, as this represents a new approach operating at the feature rather than parame-
ter level. While we believe this design raises the bar for adversaries, we recognize that novel systems
may face unforeseen vulnerabilities. Future work will strengthen this paradigm through theoretical
analysis and empirical evaluation against potential inference attacks. We hope this framework will
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inspire further research in privacy-preserving feature transformation, ultimately yielding more ro-
bust solutions that balance privacy guarantees with model utility in federated environments.

A.4 LIMITATIONS

While our current framework employs an LSTM-based sequence encoder, we recognize the potential
for further improvements in efficiency and representation capacity through more advanced seq2seq
models such as transformers. In future work, we plan to explore transformer-based and other state-
of-the-art sequence modeling techniques to enhance computational performance and capture richer
feature interaction patterns. Additionally, we aim to further investigate non-IID mitigation strategies
tailored to our setting and expand our framework to support broader data types beyond tabular data.

A.5 DATASET STATISTICS

Table 4: Data Statistics. ‘C’ for classification and ‘R’ for regression.

Dataset Source C/R Samples Features Partitions

SpectF UCIrvine C 267 44 3
PimaIndian UCIrvine C 768 8 4

SVMGuide3 LibSVM C 1243 21 5
Wine Red UCIrvine C 999 12 5

Wine White UCIrvine C 4900 12 10
Ionosphere UCIrvine C 351 34 3

Housing Boston UCIrvine R 506 13 5
Airfoil UCIrvine R 1503 5 5

Openml 620 OpenML R 1000 25 4
Openml 589 OpenML R 1000 25 5
Openml 586 OpenML R 1000 25 4
Openml 637 OpenML R 500 50 5
Openml 618 OpenML R 1000 50 5
Openml 607 OpenML R 1000 50 5

A.6 FEATURE ENTROPY AND CONDITION NUMBER

The feature entropy H measures the diversity of features in the dataset. For each feature j in dataset
D with n features:

Hj =

{
−
∑uj

i=1 pij log(pij), if uj ≤ 10 (discrete)
−
∑B
b=1 pbj log(pbj), if uj > 10 (continuous)

(1)

where uj is the number of unique values for feature j, pij is the probability of value i in feature j,
B is the number of bins (set to 10), and pbj is the probability mass in bin b. The normalized entropy
for each feature is:

Ĥj =
Hj

Hmax,j
, where Hmax,j =

{
log(uj), if discrete
log(B), if continuous

(2)

The overall feature entropy for the dataset is: H(D) = 1
n

∑n
j=1 Ĥj The numerical stability is

assessed through the condition number of the standardized correlation matrix. Let X ∈ Rm×n be
the standardized feature matrix. The correlation matrix is: R = 1

m−1X
TX , The condition number

κ is computed from the eigenvalues {λ1, λ2, . . . , λn} of R:

κ(R) =
λmax

λmin
, where λi > 10−10 (3)

The stability score σk is then derived using an exponential decay function: σk = exp(−0.1 ·(κ−1))
This score is clipped to [0, 1], where values closer to 1 indicate better numerical stability.
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Table 5: Summary of Notations

Notation Description

D Dataset
X Feature set
f individual feature
y Prediction label
τ Mathematical composition
Υ Feature transformation sequence
γ Token in postfix expression
v Sequence performance
E Embedding space
ϕ Encoder
ω Evaluator
ψ Decoder
M Downstream model
h LSTM hidden state
C Token vocabulary
L Total loss
Lest Evaluator loss
Lrec Reconstrcution loss
LKL KL divergence loss
w Aggregation weight
I Feature importance score
MI Mutual information
H Feature entropy
κ Condition number

A.7 SUMMARY OF NOTATIONS

To ensure clarity, we provide a summary of the mathematical notations used throughout the paper.
Table 5 lists the key symbols along with their descriptions.
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