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Abstract

Language—image pre-training (LIP) enables the development of vision—language
models capable of zero-shot classification, localization, multimodal retrieval, and
semantic understanding. Various explanation methods have been proposed to visu-
alize the importance of input image—text pairs on the model’s similarity outputs.
However, popular saliency maps are limited by capturing only first-order attribu-
tions, overlooking the complex cross-modal interactions intrinsic to such encoders.
We introduce faithful interaction explanations of LIP models (FIXLIP) as a unified
approach to decomposing the similarity in vision—language encoders. FIXLIP is
rooted in game theory, where we analyze how using the weighted Banzhaf inter-
action index offers greater flexibility and improves computational efficiency over
the Shapley interaction quantification framework. From a practical perspective,
we propose how to naturally extend explanation evaluation metrics, such as the
pointing game and area between the insertion/deletion curves, to second-order
interaction explanations. Experiments on the MS COCO and ImageNet-1k bench-
marks validate that second-order methods, such as FIXLIP, outperform first-order
attribution methods. Beyond delivering high-quality explanations, we demonstrate
the utility of FIXLIP in comparing different models, e.g. CLIP vs. SigLIP-2.

1 Introduction

Contrastive language—image pre-training [CLIP, 57] revolutionized computer vision by learning
data representations well-performing in a plethora of downstream tasks. Scaling the training to
predict similarity between image and text, combined with continuous architectural improvements [e.g.
SigLIP, 75] and increasing the size of datasets, leads to the development of powerful vision—language
encoders [VLEs, 13, 66, 68, 75]. These rather opaque encoders become the backbone components
in large vision—language models capable of actual conversation and reasoning [2, 36, 43], and are
increasingly applied in high-stakes decision-making, like in the case of medical imaging [29, 76, 78].

The limitations in the way CLIP represents the visual world have been extensively studied [14, 35,
67, 72, 73]. For example, a recent study by Tong et al. [63] suggests vision—language models are
limited by the systematic shortcomings of CLIP, e.g. they fail when questioned about directions,
quantity of objects in an image, or recognizing the presented text in a visual form. The emergence of
“CLIP-blind pairs”, inputs that CLIP perceives as similar despite their clear differences, could lead to
critical errors when applied in medical visual question answering and treatment recommendation [78].
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Figure 1: Explaining similarity in vision—language encoders with weighted Banzhaf interactions.
We propose a cross-modal sampling strategy to efficiently query the model for m? game values from
m coalitions, and p-weighted masking to circumvent querying the model on out-of-distribution inputs.
A regression-based approximation with weighted least squares (WLS) of second-order attributions
gives a faithful decomposition of the predicted similarity score. Explanations of cross-modal and
intra-modal interactions can be visualized and analyzed to interpret the CLIP’s similarity prediction.
The red values denote positive interactions contributing to an increase in similarity, while blue denotes
interactions between tokens contributing to a decrease in similarity.

One way of validating similarity predictions at inference time is explaining the encoders with saliency
maps [12, 39, 49, 70, 77]. However, these first-order importance scores are limited by their unimodal
view of the model’s output [1]. Vision-language encoders cannot be faithfully explained without
taking into account the cross-modal interactions between image—text pairs [32, 40].

We thus propose a model-agnostic approach to interpreting VLEs based on a game-theoretical
perspective where input tokens form coalitions of players in a cooperative game [19, 44]. In doing that,
we extend the faithful Banzhaf interaction index [64] to a weighted case [47], addressing the emerging
requirement for controllable sparsity in coalition sampling [6, 25, 27, 79]. Specifically, sparse inputs
with many masked tokens become out-of-distribution, i.e. images become unrecognizable and text
captions become ambiguous. Figure 1 shows a high-level view of our approach. We sample uniformly
m? variations of the input image—text pair. Each mask is sampled uniformly with probability p
for each token in a mask, and we take all pairwise combinations between m masked images and
m masked texts. Then, we apply the explained model to predict similarity values for each of the
input variations. Finally, we apply weighted least squares to approximate the model’s predictions
from sampled binary masks. The resulting explanation assigns attribution scores to each token and
interaction scores to each pair of tokens in an image—text pair.

Contributions. Our work advances literature in multiple ways: (1) A game-theoretic explanation of
vision-language encoders. We introduce faithful interaction explanations of LIP models (FIXLIP)
that provide a unique perspective on decomposing the similarity predictions of VLEs. Our results
highlight the necessity to consider cross-modal interactions between text and image inputs for an
accurate model interpretation, beyond the first-order attribution. In fact, this is the first work to argue
for using weighted Banzhaf interactions in this domain to overcome the out-of-distribution problem
apparent in removal-based explainability. (2) Efficient computation allows scaling to larger
models. We propose a cross-modal sampling strategy for approximating FIXLIP that improves
its efficiency by 5-20x over traditional Shapley interaction quantification. We further scale the
regression-based approximation of interactions to hundreds of tokens by prioritizing their subset for a
faithful explanation. (3) Evaluation metrics for second-order interactions. We extend explanation
evaluation metrics—the pointing game and area between the insertion/deletion curves—to explanation
methods of higher order. Experiments on the MS COCO and ImageNet-1k benchmarks validate that
second-order methods, such as FIXLIP, outperform first-order attributions. (4) FIXLIP facilitates



various approaches to understanding vision-language encoders. Finally, we demonstrate the
utility of FIXLIP in applications like a model-agnostic comparison between CLIP and SigL.IP-2.

2 Related Work

Attribution explanations of CLIP. Multimodal explanations have been studied in various tasks,
including visual question answering [28, 55], visual reasoning [46], video classification [71], and
sentiment analysis [69]. Our work considers explaining the bi-modal encoder prediction in the means
of input attributions, specifically image and text token attributions of similarity predictions in CLIP.
In this context, existing gradient-based [77], attention-based [12, 39], and information-based [70, 80]
methods approximate only first-order attributions visualized as saliency maps. Yet, Liang et al.
[40] perform extensive user studies showing that visualizing the second-order attributions (pairwise
interactions) is necessary for understanding complex multimodal models. Joukovsky et al. [32]
propose to approximate these interactions with bilinear models [also for image—image encoders, 61].
We formalize the problem in the means of game theory and propose an efficient approximation of cross-
modal and intra-modal interactions (Figure 1), discussing its several desirable theoretical properties.
In concurrent work, Moeller et al. [48] propose to approximate only cross-modal interactions based
on the Integrated Hessians methodology [30]. Our proposed evaluation metrics for interaction-based
explanations can be used to empirically cross-compare the above-mentioned attribution explanations.

Mechanistic interpretability of CLIP. Our research is orthogonal to work on the concept-based
interpretability of CLIP’s internal representations. Research in this direction considers explaining
particular neurons [22], concept-based image classification [60], linear probing [5], and training sparse
autoencoders [41, 74]. Gandelsman et al. [21] investigate how the individual model’s components
affect its final representation. Beyond CLIP, Balasubramanian et al. [4] analyze interpreting image
representations via text in alternative vision transformer architectures [e.g. DINO, 11].

Shapley and Banzhaf interactions in machine learning. We build on the developments using
game-theoretic interaction indices to understand complex machine learning models [9, 19, 56, 62, 64].
Our goal in this work is not to compare with the most recent advancements in approximating the
interaction index [16, 33, 52], but rather to faithfully explain the similarity predicted by VLEs. From
the first-order perspective, Parcalabescu and Frank [53, 54] apply the Shapley value to measure the
importance each modality has on various tasks solved by CLIP. Tsai et al. [64] and Fumagalli et al.
[20] propose a weighted least squares regression approximation of higher-order interactions, which
we incorporate as a baseline in our methodology. Recently, Kang et al. [34] applied a sparse Fourier
transform to scale feature interaction explanations for large language models, while we explain vision—
language encoders instead. Related to our contribution of weighted Banzhaf interaction explanations
is work on using weighted Banzhaf values to estimate data valuation scores [37, 38], which are the
importance that training data points or subsets have on the model’s performance. Jin et al. [31]
use Banzhaf interactions to enhance the training of video—language encoders. For a comprehensive
overview of work in this direction, see [50, 59] and references given there.

3 A Game-theoretic Explanation of Similarity in Vision—-Language Encoders

A vision-language encoder f consists of a vision encoder f7r : R"Z — R? with ny € N image
patches (tokens), and a language encoder f7 : R"” — R? with n € N text tokens. For a given
input pair (7, z7), the model computes a cosine similarity of their d-dimensional embeddings as

fz(z1) - fr(zT)

flzz,z7) = cos(fz(zz), fr(zT)) = : )]
( ) [ fz(@)| - | fr(z7)ll

In this context, we index the set of image tokens with Nz := {1,...,nz} and the set of text tokens

with Ny = {nz + 1,...,nz + ny}. Related attribution methods construct explanations that

assign importance values to all individual input tokens. To understand cross-modal and intra-modal
relationships between tokens, we extend these explanations by adding all pairwise token interactions.

Definition 1 (Explanation). An explanation e € RIBl assigns a constant eq, individual attributions
e; € R and pairwise interactions e(; j1 € R, for an explanation basis

B:= {0} U{i:ie NtUN7}U{{i,j}:4,5 € NDUNp,i#j}.
—~

constant individual tokens two-token interaction sets




An interaction explanation can be viewed as a complete graph with weighted nodes and edges,
similar to the SI-Graph [51], or a symmetric quadratic matrix of dimension nz + ny, where the
diagonal represents token attributions. To compute explanations, we mask tokens with a pre-defined
baseline, depending on the encoder’s architecture, e.g. attention masking for text tokens (we defer
implementation details to Appendix B). The masking operator is used to define the FIXLIP game
that captures all possible masks.

Definition 2 (Masking). We define the masking operator @y, : R™ x R™ — R" forn € {ng,ny}
that compute for a subset of indices M, C N with N € { Nz, N} and inputs x,b € R™ as

T, lfl € MO,

bi, ifi € N\ M,.

Definition 3 (Game). For an input image—text pair (xz,x7) and a baseline (bz,br) indexed by

N7zUN, the FIXLIP explanation game v : 2NT9NT — R measures the similarity of the inputs given
any mask M C Nt UNtasv(M) :=v(M NNz, MNN7) = f(rz Brmnng bz, 7 Brmnny b1).

x@Mob:_{

The FIXLIP game measures the similarity of the masked image and text inputs for every possible
mask. In the following, we will quantify attributions of individual tokens, as well as cross- and
intra-modal interactions, that faithfully explain the FIXLIP game, and satisfy important axioms.

3.1 FIXLIP-p explanations via weighted faithful Banzhaf interactions

In this section, we formally define the FIXLIP explanation as an instance of Definition 1, which
faithfully describes the similarity of all masked inputs v(M). We thus define e as an additive
explanation with interaction terms that recovers v(M) = De(M) via a 2-additive game [24] as

Ve(M) =ep + Z e; + Z ey; 5y for all masks M C Nz U N 2)
ieM {4,j}C M i)

. . . N 2

A natural choice of faithfulness is to measure the squared error (V(M ) — De(M )) across all masks.
To further distinguish in-distribution (few tokens masked) and out-of-distribution (many tokens
masked) inputs, we associate a mask weight according to its size | M| in the following metric.

Definition 4 (p-faithfulness). Forp € (0,1) and v, v : 2NZ9NT — R, we measure p-faithfulness F,
2

as §p(1, ) = Lnrengun, P = p) eI (p (M) = o(M)
Remark 1. Computing p-faithfulness requires evaluating 2"Z"7 masks, which is infeasible
in practice. Instead, we write §, as an expectation over randomly generated masks §, =

En~p, [(v(M) — ID(M))Q] where P,(M) = pMI(1 — p)yrz+r7=IMl s q probability distribu-
tion over 2NZYUNT | This formulation allows us to estimate S$p using Monte Carlo integration.

The hyperparameter p determines the importance of each mask and can be viewed as the probability
of a token being active, i.e. its index being included in M. The case p = 0.5 equally weights all
masks, p > 0.5 prioritizes masks with many active tokens, i.e. preferring in-distribution inputs,
whereas p < 0.5 prioritizes sparse masks preferring more out-of-distribution inputs.

Definition 5 (FIXLIP-p). We define the FIXLIP-p explanation as e"*""*P .= argmin, §, (v, De).

The FIXLIP-p explanation is the most faithful approximation of v with respect to . Its interactions
correspond to the weighted Banzhaf interactions [47]. For p = 0.5, FIXLIP-p is the faithful Banzhaf
interaction index [64] with a known analytical solution [26].

Remark 2. Weighted Banzhaf interactions define a cardinal-probabilistic interaction index that
satisfies the linearity, symmetry, and dummy axiom [18]. Alternatively, faithful Shapley interactions
optimize a variant of the faithfulness metric [64]. In our context, weighted Banzhaf interactions have
two benefits: First and foremost, the hyperparameter p allows for prioritizing masks that are expected
to better reflect in-distribution inputs, and provides a flexible explanation framework with intuitive
weights. Second, it is unknown if the Shapley weights can be factored into independent distributions
for each modality — a crucial requirement for the cross-modal estimator introduced in Section 3.2.

FIXLIP-p explanations of VLEs offer a unique perspective on interpreting image—text similarity
predictions. Notably, the resulting second-order interaction explanation can always be simplified into
a first-order attribution explanation and visualized as a traditional saliency map over input tokens.



Theorem 1 (First-order conversion). For i € Nz U Ny and e™™ PP the first-order attribution

values are given by e; + p ZjeNIUNT:j# €y;,j}, which are the weighted Banzhaf values of .

We defer the proofs to Appendix A. While FIXLIP-p can be computed analytically, it still requires
272+ mask evaluations. We thus introduce a model-agnostic estimator for FIXLIP-p by estimating
Sp via Monte Carlo integration with sampled masks and optimizing the least-squares objective.

Definition 6 (Model-agnostic estimator). Let M), ... M (™) i IP,.. The model-agnostic estimator
is then FXLIPP :— aremin_ §™ (v, ), where §™ (v, 6) = LS (v(m®) — ﬁe(M(é)))Q.

For p = 0.5, this estimator reduces to Faith-Banzhaf [64] — a variant of KernelSHAP [44].

3.2 Cross-modal sampling with p-weighted masking

We observe that the model-agnostic estimator uses naive sampling over masks M ~ P, which be-
comes prohibitive for models with a large number of input tokens. Since every token is independently
active with probability p, we propose to separately sample mz subsets for the image and m subsets
for the text modality, i.e. to decompose P, = P}, 7 ® P, 7, and sample independently. This allows
for generating all possible combinations, obtaining a novel estimator of .

Definition 7 (Cross-modal estimator). Let M{", ... M{™® B P, 1 and M, ... M) X p, 1.
We define the cross-modal estimator as 8" PP .= argmin_ §5"7™7) (v, ), where

2 (mg.m . 1 = - ¢ ¢ . ¢ L)\ 2

Fomemm) (v, 5) 1= —— 3 T (MY U MET) — Do (MY U MET))”,

mz-m
O

Crucially, g},mz’m” can be computed efficiently because f independently encodes images for mz
samples with fr and texts for m samples with f7 (cf. Equation 1). Then, similarity predictions
are computed in a vectorized manner between all the cross-modal combinations of masked inputs.
In theory, given m = mgz + my samples, the model-agnostic estimator obtains m game values
(similarity predictions), while our proposed cross-modal estimator obtains mz - m7 > m. The
empirically observed computational speedup, which we analyze in Section 5.4, can depend on the
model’s batch size (closely related to the GPU VRAM hardware). Note that reusing the samples in
text and image modalities inflicts dependence between them, and the following result establishes
important theoretical properties.

Theorem 2. The cross-modal estimator Z(,mz’mT) is unbiased, and its variance is bounded by

mz—i—mTV
mz - mg

V[§Im ™) (v, 0e)] < V[Fm2m7) (1, 1)) < [(v(Mz U M) — 06(Mz U My7))?].

In other words, Theorem 2 shows that the variance of the cross-modal estimator is at most of the same
order as the variance of the model-agnostic estimator with m ~ mz ~ m samples. Moreover, the
variance is at least the variance of the model-agnostic estimator with mz - m7 independent samples.
In practice, we use the cross-modal estimator in higher budget scenarios to speed up the computation
by decreasing the number of effective model inferences.

3.3 Large-scale adaptations for FIXLIP explanations

In contrast to first-order explanations, the explanation basis of Definition 1 grows quadratically as
1Bl = 1+nz +n7+ ("*1"7) =~ (nz + nr)?. For example, a ViT-B/16 version of CLIP with
196 image and 30 text input tokens (players) results already in 25 425 interactions. From a practical
perspective, we thus consider two heuristics as part of our complete methodology: (1) We employ
a two-step filtering approach for prioritizing interactions to approximate when explaining games
with a large number of players. A default is to pick a clique subset with the highest (absolute)
first-order attributions and compute interactions between them, e.g. top-72 with (722) = 2 556
interactions. Another approach is to include only cross-modal interactions in the approximation,
e.g. 196 x 30 = 5 880. (2) We apply a simple greedy subset selection algorithm on explanation
e to find subgraphs M C Nz U N7 of the highest and lowest sums of 7 (M), which we use in
evaluating (Section 5.1) and visualizing (Section 5.5) explanations. Further details are in Appendix B.



4 Evaluation Metrics for Interaction Explanations of VLE Predictions

In this section, we derive three evaluation metrics for explanations that may include second-order
interactions. First, we evaluate the faithfulness of the approximation 7, to v, since the basis of
explaining VLEs is the masking operator that defines the FIXLIP game v. Note that conventionally
this is done with an R? coefficient [33, 50] or mean squared error [16, 19, 52], but we need to rely on
rankings to compare attribution methods like saliency maps. Second, we generalize the area between
insertion and deletion curves [AID, 25, 77], aka remove least/most important first [6], a popular
faithfulness metric for token attribution methods. Finally, we extend the well-established pointing
game evaluation of faithfulness from the image classification literature [3, 7, 8, 48]. In the latter two
metrics, we need to assume ey; ;3 = 0 for the first-order attribution explanations without interactions.

We validate the faithfulness to the FIXLIP game v across sampled subsets. To this end, we compare
the rankings of v and 7, since related explanation methods are not normalized to estimate v correctly.

Definition 8 (p-faithfulness correlation). We define p-faithfulness correlation as the Spearman’s rank
correlation computed between v and Ug evaluated for m masks sampled from Py, (cf. Remark 1) as
Heorr(€;p) = correlation (U(M(i)), ﬁe(M(i))).

MO M) Ep,
The rank correlation metric fi.o,, yields insights into the general capability of recovering the ranking
of similarity scores of uniformly masked inputs based on [P,

Beyond capturing the general p-faithfulness, we derive an insertion/deletion visualization with a
metric measuring the explanation’s ability to identify token subsets (masks) of high and low similarity
as evaluated by the game (model).

Definition 9 (Area between insertion/deletion curves (AID)). For each sizek = 1,...,nz + nr, let
Me mink = argming,c n, N, M|=k Ve(M) and Me maxk = ArGMAX p/C Ny UNy:| M| =k Ve(M).
Insertion and deletion curves are computed as Cipgert(€) = { (k, I/(Meymax,k)) }kzl,...,nz-i-?m—’ and

Cielete(€) = {(k7 V(Me}min,nzﬂw,k)) }k:1 ) , respectively. The metric is then defined as

LnztnT
nz+nr
pin(e) = [ Comer(€) = [ Cavre(e) = Y (M) = V(Memins).

k=1

patp measures the difference between model predictions when including and excluding the most
relevant tokens. For first-order methods, Me min,k and Me max,, are directly found by ranking e.

Proposition 1. For token attribution values, i.e. whenV; ; e; jv = 0, such as weighted Banzhaf
values, Me max 1 and Me min i are given by the top-k and bottom-k coefficients of e, respectively.
Consequently: Cdelete isfound by deleting Me,max,k: ie. Me,min,nz+n7—k = (NI UNT) \Me,max,k~

Consequently, Cinsert and Cgelete generalize insertion and deletion curves to second-order interac-
tion explanations. Note that for token attribution values, we have Mg max,k C Me max,k+1, and
Me min,k C Me min,k+1, Which does not hold when modeling interaction terms. We give a further
description of the insertion/deletion process on a single image—text input in Appendix B.2, Figure 9.

Lastly, we propose to evaluate an explanation e with designed pseudo ground-truth data. We measure
the overlap between an explanation of inputs crafted as four combined images with a multi-object text
prompt, and its “ground-truth” assumed prior. We show a visual example in Appendix B.3, Figure 8
Definition 10 (Pointing game recognition (PGR)). For e, let ey, 1, and eyt 1, denote the values of
interactions belonging to, and not belonging to, object k — a text token with its corresponding image
patches. We denote the positive and negative interactions by e, €e<q. The metric is then defined as

> ll€in,k,>0ll1 + ll€out,k,<oll1
ppcr(e; Ny) = FEENT (e = ) € [0,1], where [le]|1 := Z legij
ZkGNT (Hein,knl + ||eout,k||1) i,j

upcr quantifies the ratio of absolute values of “correctly” identified cross-modal interaction terms to
total interaction terms. Thereby, “correctly” identified cross-modal interactions refer to positive and
negative interactions that are associated with and without object & in an image, respectively. We use
1pGR as a sanity check that interaction explanations are essential for explaining VLEs as compared
to alternative attribution approaches. Scoring high PGR values across multiple objects present in an
image—text pair denotes that an explanation method can show the model distinguishes between them.
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Figure 2: Visual comparison between FIXLIP and baselines. First-order attribution methods, e.g.
GAME and Grad-ECLIP, lack the tools to faithfully explain complex similarity predictions of vision—
language encoders like CLIP. Notably, in this example, the text token ant ¥ is the most important
for the similarity prediction. One of the differences from exCLIP is that we include intra-modal and
main effects in the approximation, which are crucial for obtaining faithful interaction explanations.

5 Experiments

Setup. In experiments, we empirically validate the performance of FIXLIP with three metrics defined
in Section 4, measure its computational efficiency, and demonstrate its utility in visual explanation
of VLEs. We mainly use the openly available pre-trained CLIP models [57] of two sizes: ViT-B/32
with 7 x 7 image patches and ViT-B/16 with 14 x 14. Moreover, we demonstrate the broader
applicability of FIXLIP to explain SigL.IP [75] and SigLIP-2 [66] up to the ViT-L/16 variant with
16 x 16 patches. We rely on two openly available datasets commonly used in explainability research:
MS COCO [42] and ImageNet-1k [15]; the latter specifically to design the pointing game evaluation
considering zero-shot classification.

In quantitative evaluation, we compare FIXLIP to a few representative baselines: the first attribution
method for CLIP abbreviated as GAME [12], a state-of-the-art first-order attribution method Grad-
ECLIP [77], and a recently released second-order interaction method exCLIP [48]. For comparisons
of Grad-ECLIP and exCLIP with previous baselines, refer to the appropriate benchmarks [48, 77].
Figure 2 conceptually compares FIXLIP to baselines using the image—text input example from
Figure 1. Furthermore, we naturally demonstrate the improvement between FIXLIP and first-
order Shapley/Banzhaf values. In that, we effectively scale FIXLIP to approximate second-order
explanations with a budget of over 10° model inferences, which far exceeds related work. For
FIXLIP-p, we use the cross-modal estimator with a budget of 22!, whereas FIXLIP with Shapley
interactions uses the model-agnostic estimator with a budget of 2'7, yielding approximately similar
runtime. We mainly experiment with p € {0.3,0.5, 0.7}; note that there is no computational overhead
for different p settings. Further details for the experimental setup are provided in Appendix C.

5.1 FIXLIP outperforms baselines as measured with insertion/deletion curves

Figure 3 shows insertion/deletion results for different explanation methods, where each line and
metric value is an average (4 sd.) over 1000 inputs. We observe that FIXLIP faithfully recovers the
nonlinear importance rankings of token subsets (see Appendix Figure 9 for a visual example). It not
only finds the most important tokens whose deletion results in a significant drop in similarity (y-axis),
but also finds the least important tokens whose deletion may even result in the prediction’s
increase, contrary to gradient-based methods. The general conclusion is consistent for SigL.IP-2 and
a larger ViT-B/16 model (refer to Appendix D for additional results), albeit the method’s faithfulness
drops when increasing the size of input tokens, where further scaling to even higher image resolutions
is a natural future work direction. As designed, increasing the masking weight to p = 0.7 leads to an
improved faithfulness in the 0-50% range of input deleted (100-50% inserted), while decreasing to
p = 0.3 improves faithfulness with 50-100% input deleted (50-0% inserted). Note that, in theory,
all of the methods can obtain negative normalized values on the y-axis. We think that exCLIP fails
to recover the appropriate ranking because it only approximates cross-modal interactions between
tokens from the two modalities, omitting first-order effects and intra-modal interactions in the process
(effectively constructing a bipartite weighted graph without weights in nodes).
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Figure 3: Insertion/deletion curves for CLIP (ViT-B/32) on MS COCO. AID score (higher is
better) for FIXLIP against alternative explanation methods, where a random baseline scores 0. The
y-axis is normalized between the model’s prediction on the original input (100%) and the fully
removed one (0%), where negative values denote that the model is predicting the image—text inputs
are unsimilar. It means the similarity prediction on a partially masked input is smaller than the
prediction on the fully masked input. Methods such as Grad-ECLIP and exCLIP fail to recover
nonlinear rankings of important tokens, while our method faithfully recovers the optimal subset
explanation. Extended results for CLIP (ViT-B/16) and SigLIP-2 (ViT-B/32) are in Figures 10 & 11.

Table 1: Pointing game recognition for CLIP (ViT-B/32) on ImageNet-1k. PGR score (higher is
better) for FIXLIP against alternative explanation methods, where a random baseline scores 0.25.
First-order methods, such as Grad-ECLIP and Shapley values, fail to distinguish between multiple
objects at once, while second-order methods faithfully recover the appropriate explanation (up to the
pointing game’s irreducible non-optimality). Extended results for CLIP (ViT-B/16) are in Table 4.

Explanation Method Recognition (1)

1 object 2 objects 3 objects 4 objects
GAME [12] 61+12 43403 .33+.02 .28+.01
Grad-ECLIP [77] .68i,15 .45i_04 .33i,02 .28i401
Shapley values 70£11 .56+.06 46+ 05 37404
Banzhaf values 644 12 524 06 434 05 354 .04
exCLIP [48] 73+20  .88+.08 .89+ 06 924 05
FIXLIP (Shapley interactions) 83110 82108  .84x.06  -86+.06

FIXLIP (w. Banzhaf interactions p = 0.3)  .78+.13  .78+.11 .80+ .08 814 07
FIXLIP (w. Banzhaf interactions p = 0.5) .81+ .12 .80+ .09 81407 .83+ .06
FIXLIP (w. Banzhaf interactions p = 0.7) .83+ .12 .81+ .08 .83+.07 .85+ .06

5.2 First-order attribution methods fail to pass a sanity check with a pointing game

Table 1 shows PGR results for different explanation methods, where each metric value is an average
(£ sd.) over 500 inputs. We observe that first-order methods, e.g. Banzhaf values, fail to discriminate
between multiple objects in an image. Saliency maps can only highlight the important part of
image—text inputs without disentangling the complex relationship between each separate word in a
caption and the corresponding image regions (Appendix Figure 8). Second-order methods such as
FIXLIP and exCLIP pass our proposed sanity check; the latter scores slightly higher, as it specializes
in approximating cross-modal interactions. The conclusion is consistent for CLIP (ViT-B/16). We
further analyze the potential application of a pointing game to evaluate different models in Section 5.6.

5.3 FIXLIP recovers a faithful decomposition of the similarity function

Figure 4 demonstrates p-faithfulness results for different explanation methods, where each boxplot
represents statistics aggregated from 1000 inputs. We confirm that FIXLIP optimizes faithfulness,
which depends on the parameter p. Weighted Banzhaf interactions allow for precise controllability
of the faithfulness optimization, whereas Shapley interactions perform well on average. Alternative
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Figure 4: p-faithfulness correlation for CLIP (ViT-B/32) on MS COCO. Correlation for different
variants of FIXLIP against other explanation methods (left). Game-theoretical approaches can also
be evaluated with the R? coefficient (right). Extended results for CLIP (ViT-B/16) are in Figure 12.

attribution methods compute explanations unfaithful to the explained similarity function (tcorr ~ 0.5).
Extended results for different models and p values are given in Appendix D.

5.4 On the computational efficiency of the FIXLIP cross-modal estimator

Figure 5 demonstrates that the FIXLIP cross- 5 10* T—— wodel-agnostic == Explanation (total)
modal estimator achieves over 20x speedup & —— Cross-modal ===+ Game (inference) =%+
when considering model inference time, i.e. b= 10° ’1‘_,__,___—_.—..%"“' -
game evaluations, and about 5x speedup when 2 _mEm 16X e
accounting for the entire explanation pipeline im- ~, 107 "’F?SX /,,—;"’

plemented in Python. We did not necessarily op- 2 | = X e
timize the latter, i.e. subset sampling, weighted S 10" 3 ‘2OX .............. fueeeeee

least squares optimization, and other processing § I

steps, expecting that the.V131ble gap between the < 10 P S T
explanation and game time could be further de- ¢ Number of led ks (budget)
creased. For context, related first-order attribu- F umber of sampled masks {budge

tion methods take about 1 second to compute; see
Table 5 in [77], but note that it could be only for

Figure 5: Computation time vs. budget for the
FIXLIP explanation of SigL.IP-2 (ViT-B/32), in-

an image explanation without text attribution. cluding game evaluations (model inference).

5.5 Visual explanation of vision-language encoders

We have already established that FIXLIP delivers state-of-the-art faithfulness performance across
three diverse metrics. One of the explanations’ applications is to interpret the model’s output
function. Figure 6 demonstrates three types of visualizations that we envision can be used to broaden
our understanding of VLEs. In the interest of space, we provide further interesting examples in
Appendix E. Specifically, we provide a comprehensive guide on interpreting interaction explanations
like FIXLIP in Appendix E.1. Figures 8 & 9 further compare FIXLIP to baselines in the context of
evaluation metrics. Figure 16 shows a comparison between FIXLIP of CLIP and SigLIP-2 (ViT-B/32),
while Figure 17 shows a comparison between the ViT-B/32 and ViT-B/16 versions of CLIP.

5.6 Model-agnostic comparison of different vision—language encoder architectures

We use FIXLIP to compare differ-
ent VLE architectures with PGR

Table 2: Pointing game results as measured with FIXLIP.

in Table 2. Surprisingly, SigLIP-2  Size Model Recognition (1)

can be more faithfully explained 1 object 2 objects 3 obj. 4 obj.

with cross-modal interactions ] CLIP 834 11 8lior 82107 85tos

than CLIP, for both model sizes. YIT-B/32 SigLIP-2  .90+.07 .90+.05 .89+1.05 .89+.04

We observe that, in general, smaller

models (ViT-B/32) can be more ., CLIP Blios  8lios  Blios 82404
. B ViT-B/16  SigLIP .80+ .08 .82+ 06 84105 84405

faithfully explained than larger ones SigLIP-2  .861+.07 .88+.04 87104 87103

(ViT-L/16), which is consistent with - - - g g

prior work [9, 16]. For more visual ~ viT. /16 SLIP  8lios 84405 85404 .84r04

SigLIP-2  .80+.10 .85+ .06 844 05 .85+.04

comparisons, see Appendix E.3.
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Figure 6: FIXLIP facilitates various approaches to model understanding. (A) Interaction
explanations allow answering the pivotal question: Why is it similar for the model? Here, the
strongest interaction is between text token do11 and image patch saying “dollar”. One could say the
model is right for the wrong reasons. (B) Each token can be selected for conditioning to visualize as
a heatmap only the interactions (edges) outgoing from it. (C) A complete graph can be traversed to
find subsets of high positive and low negative similarity as approximated by the explanation.

6 Discussion

As vision—language encoders are increasingly deployed in real-world applications, it becomes pivotal
to ensure that their predictions are explainable. To this end, we introduced faithful interaction explana-
tions of CLIP and SigLIP models, offering a unique perspective on interpreting image—text similarity
predictions. Moreover, we derived three evaluation criteria facilitating future work in this direction.

Limitations and future work. Our work faces three limitations, each with a clear path for future
development. Although FIXLIP allows scaling to larger models with hundreds of players and
efficiently computing a million model inferences, improvements could be made to its practical
implementation. Specifically, we envision exploring the use of sparse linear regression, applying the
Archipelago framework [65] to filter interactions for the approximation, and a non-greedy algorithm
for a closer-to-optimal subset selection. Second, the visual properties and usability of FIXLIP should
be further studied as a potential direction in human-computer interaction research [58], see e.g. a
user study of cross-modal interaction explanations by Liang et al. [40]. Finally, our work is restricted
to second-order interaction explanations, while efficiently approximating higher-order interactions
(also in tri-modal settings beyond LIP models) becomes an interesting challenge to overcome.

Broader impact. We believe FIXLIP can empower model developers in debugging VLEs, under-
standing their similarity predictions, and finding unwanted biases in image—text data. Especially
when these models are used in high-stakes decision making, like in the case of medical applications.

Code. We provide additional details on reproducibility in the Appendix, as well as the code to
reproduce all experiments in this paper is available at https://github.com/hbaniecki/fixlip.
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Appendix

Table 3 summarises the mathematical notation used in the paper. In Appendix A, we derive proofs for
Theorems 1 & 2, and Proposition 1. Appendix B describes the implementation details of our methods
introduced in Sections 3 & 4. Appendix C provides further details on the setup of experiments
conducted in Section 5. Finally, we discuss ablation results in Appendix D and visualize additional
explanations in Appendix E.
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Table 3: Summary of notation.

Notation

Description

nz € N,nr €N

zz € R, 27 € R"7
flzz,zT)

deN

fz(a)z) S Rd, fT(IT) cRY

Nz, Nt

i, ]

B

e e RIBI
ei,e{m-} eR

M, C N with N € {Nz, N7}

Image and text input dimensions (number of tokens)

Image and text input vectors

Vision—language encoder prediction for an image—text input pair
Encoder embedding dimension

Vision and language encoder embedding vectors

Sets of image and text token indices

Token indices

Explanation basis set containing indices of tokens and token pairs
Explanation object

Token attribution and interaction values

Subset of image or text token indices

M C Nz UNT Subset of image and text token indices

bz, b1 Baseline image and text vectors

T Dm, b Input = masked using the operator for subset M, and baseline b
v(M) Game (value) function

U, Ue Estimators of the game (value) function

p € (0,1) Probability parameter

Sp(v, D) p-faithfulness error metric

e™PP — argmin, Fp (v, De) Explanation approximating the game function w.r.t. p-faithfulness

Py(M) = pMI(1 — p)rztrr =M

Probability distribution of sampled masks over 2V7YNT

m Number of sampled mask subsets

MO M Sampled mask subsets of image and text token indices

3 Z(,m> (v, De) Model-agnostic estimator of p-faithfulness

P,z Py 1 Probability distributions of sampled masks over 2% and 27
mz, mr Numbers of sampled image and text mask subsets

]\4(1)7 . M (mz)
]}4(1)7 o MmT)
§" T (v, e)

Sampled mask subsets of image token indices
Sampled mask subsets of text token indices
Cross-modal estimator of p-faithfulness

Heorr(€;D)
paib(e)
e,min,k

e,max,k

Cinsert(e)
Cdclctc(e)
ppcr(e; N7)
€in,k

€out,k

€>0, €<0

lellr :=2_ ; legis]

p-faithfulness Spearman’s rank correlation evaluation metric
Area between insertion/deletion curves evaluation metric

Mask subset of size k for explanation e minimizing Je (Me,min, k)
Mask subset of size k for explanation e maximizing Ve (Me min, k)
Insertion curve; a set of paired (k, v(Me,max.x)) values

Deletion curve; a set of paired (k, v(Me,minngz+ny—k)) values
Pointing game recognition evaluation metric

Interaction values belonging to text token k

Interaction values not belonging to text token k

Negative and positive interaction values in an explanation
Absolute sum of an explanation
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A Proofs

A.1 Proof of Theorem 1

Proof. To prove this result, we combine alternative representations of the cooperative games using
the Mobius transform a : 2VZYN7 — R, which is defined by

a(M) = Z (=D)IMI=IEl, (L) for every M C Nz U N
LCM

The approximated game 7 is a 2-additive game, and hence its Mobius transform is restricted up to

second-order interactions [24]. Moreover, the Mdbius transform of the approximated game aF'X-1P

satisfies
dFlXLlP—p(@) — ,;e(@) = e,
a" PP ({3}) = e ({i}) — Pe(0) = e,
afXUPp () = De({i, 7)) — Pe({i}) — De({4}) + Pe(0) = €{ij}s

where i, j € N7 U Ny and ¢ # j. The approximated game © is by construction a 2-additive game,
and thus all higher-order Mobius coefficients are zero [24]. It was further shown by Marichal and
Mathonet [47, Proposition 3] that the weighted Banzhaf values of © can be computed as the optimal
first-order approximation of . The representation of the best k-th order approximation in the Mobius
transform was given by Marichal and Mathonet [47, Proposition 6], and reads for i € Nz U N,
k =1, and equal probabilities p as

a({iy) + (—1) ) ('M o 1>p|M1d(M)
MCNZzUN7T:|M|>1,ieM
=a{ih)+p Y, a{i,j})
JENZUNT:j#£i

=eitp D, ey
JENZUNT:j#£i

which concludes the proof. O
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A.2 Proof of Theorem 2

Proof. We first compute the expectations as

mz mT
~(mz,m ~ (e 4 L l
E[§ =) (v, )] = E [mszr SN wor P oMl - (MQI)UMSFT)))Q]
oy —

=S S R oM s o )]
r=107=1

= E(ty My )Py 208, - |(V(Mz U M7) — D(Mz U M7)))?]

= Earap [(v(M) = 5(M))’]

- %'p(l/» ﬁe)y

since M7 | My are independent.

We now proceed by computing the variance. We first introduce ge : 2V x 2V7 — R for M7 C Nz
and My C Ny as

Go(Mz, M) = (v(Mz U My) — be(Mz U My))>.
For the standard Monte Carlo estimator, we then obtain

VI (v, )] = - Vlge(Mz, M),

due to m iid samples. For the cross-modal estimator, we first prove a result for the explicit form of
the variance in Proposition 2.

Proposition 2. We denote the expectation over the conditional variances as
117 = Entyay, 7 [Viizer, 2 [(V(Mz U M7) — Do (Mz U M7))?]
71z = Bty 2 [Vatr~p, o [(v(Mz U M) — 0e(Mz U M7))?]] .

The variance of the estimator gy, (mz,mT) (v, Do) is then given by
2 (s R mI+mT_1 mI—l m7——1
VIFm ™) (v, D6 )] = ——————V[ge(Mz, M7)] — 7T — Tz
mzmT mzmT mzmr
Proof. The variance is computed as
mz mT ( )
\V4 ~(mz,m7) ’ Ae . (M(ZI M O )
[Sp (v, 7e)) = mzmr gzl zzl ? "
T

mz mT mz

=2 m2 3 S S cov (08P M), g MED ED)) . )

T tz=147=1kz=1kr=1
To compute the covariance, we distinguish four cases, namely
cov(ge (Mg ™, My™)), go (M7, MFT)))

V[ge(MIa MT)]a if EI - kZ; gT = kTa

Cov(ge(MIa MT)vge(MI; Mé‘)) ) lf‘gl = kI;@T 7& kTa

COV(QE(MZ7 MT)vge(Mia MT)) ; if ZI 7é kIa 67’ = kTa

0, if (7 # kg, 01 # kT,
where Mz, M;~P, 7 and My, M’-~Pr . The covariances can be further computed as
cov(ge(Mz, M), ge(Mz, M7)) = Elge(Mz, MT)ge(Mz, M7)| — Elge(Mz, MT)]E[ge (M1, M7)]
= EMINPp,I [EMTN]Pp,T[ge(MI7 MT)]EM}NPP,T [ge(MZ’ M’;’)H - E[ge(MIa MT)]Q

2

= Ertznp, 2 [Exirap, 7 [9e(Mz, M7))?] = Enrpnp, ; [Erir~p, 1 [9e(Mz, MT)]]
= Vrz~p, 1 [EMTNP,,,T[Qe(MIa MT)H )
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where we have used Mz L My, M’ and My L M. Similarly, we obtain

cov (ge (MI, MT), ge(Mﬁ'a MT)) = V]VITN]P;D,T [EMINIP’;,,I [ge(ML MT)H .

Combining these results into Eq. (3), we obtain

~ 1 mz mT
V2" (v 0e)] = —— > > cov (ge(Mgﬂ,M(Tfﬂ)’ge(Mékz)’ Mgﬂ)
mImT Lz, kz=1Lr kT=1

mz mr

= (3 Vloe(Mz Mr)

lz=141=1

case ZI:kI ,ZT:]{ZT
mz mT

+ Z Z VMIN]PP»I [EMTNPp,T[ge(va MT)]]

brz=101 k=1
br#kT

case £1=k1,€7'75k7'
mz m

+ Z Z Vatr b, o [Eniz~p, 2 [9e(Mz, M7)]] )
rkz=107=1

Lr#kz
case bz £k bT=kT
mzmT
= 353 V[ge<MI7MT)]
mImT

mzmy(my — 1)

m%m% VMINP;D,I [E]\/[TN]PP,T [ge(va MT)H

mymz(mz — 1)

m%m%_ VMTN]P’;,,T [EMINPPEI[ge(MI, MT)]]

We now use the law of total variance and M7z | My to rewrite
VMIN]P’Z,,I []EMTNPP,T[ge(Mlv MT)H = V[ge (MI’ MT)] - ]EMINP;;,I [VMTNIPP,T[QE(MI’ MT)]]?
and use a similar result for M to obtain

R -1 -1
V=™ (1, 54)] = mzmT +mzmy(my — 1) + myrmz(mz — 1)

V|ge( Mz, M-
m%m%- [9e(Mz, M7)]
mrT — 1 mz — 1
 mgmy Entzoe, 2 [Vair e, r[9e(Mz, MT)]] - p— Entyopy 7 [Vriz~p, 2[9e(Mz, M7T)]]
mz +mr —1
= —————V[ge(Mz, M)
mzmT
_ (m7 = DErzp, 2 [Vasr~p, 1 [9e(Mz, M7)]] + (mz — DEryop, 7 [Vaig~p, 2 [9e(Mz, M7)]]
mzmT
mz+mg —1 mz — 1 mg — 1
= —————V[ge(Mz, M7)]| - TI|IT — TT|Z5
mzmT mzmT mzmT

where we have used the definitions of 777 = Ensnp, - [Virz~p, 2 [9e(Mz, M7)] and 777 =
Enrz~p, 2 [Vary~p, [9e(Mz, M7)]]. This concludes the proof. O

By using Proposition 2, we obtain
2 (i m N mz +mr —1 mz +m
VIE" =" (1, e)] < T Vga(Mz, M7)] € =~ V[ge(Mz, M7)),
mzmT mzmr

since 777, 77|z > 0.
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Moreover, by the law of total variance we have 777, 777 < V|[ge(Mz, M7)], which implies

VIS (0 50)] = 2 Mg iz, b)) - 20 g, b))

3 Vlge(Mz, M)

VIE™) (v, 7)),

which finishes the proof.
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A.3 Proof of Proposition 1

Proof. For a token attribution explanation e, the additive approximation reads as
Ve(M) = ey + Z e;.
ieM
Denote M, the top-k coefficients of e, then for M C Nz U Ny with |M| = k, we have
doei< ) e
ieM i€EM;T
and thus

Me max, ks = argmax Ve(M) = argmax g e, = M]j
MCNzUNz:|M|=k MCNzUNzT:|M|=k /=3

Conversely, for the bottom-k coefficients M, ~, we have
doeiz ) e
ieM €M

for every M C Nz U Ny with |M| = k, and thus

Me min gk = argmin Ve(M) = argmin E e =M, .
MCNzUNz:|M|=k MCNzUNT:|M|=k /S5y

Lastly, the top-k coefficients correspond to the complement of bottom-(nz 4+ ny — k) coefficients,
which yields

Me,min,n;_—-‘ﬂm——k =M (NI U NT) \Mlj_’

nz+nr—k =

which finishes the proof of the deletion curve Cetete = {(k, V(Me min,nz+nr—k)) th=1,....nz+ns-
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B Implementation Details

B.1 Faithful interaction explanations of LIP models (FIXLIP)

Because of how the model’s forward function is implemented, without loss of generality, we explain
a logit-scaled similarity output from Equation 1, i.e. C' - f(2z, 27), which depends on the particular
model’s learnt constant, e.g. C' ~ 100 for CLIP, but C' ~ 117 for SigLIP and C' ~ 112 for SigLIP-2.

Masking. Following related work using input removal in attribution methods [17, 19, 27, 45], we
apply simple baseline masking strategies, which were also proven successful based on our empirical
results. For vision encoders, we use a 0 baseline after image normalization to propagate no signal
forward. In the case of language encoders, we use a native attention masking mechanism, where we
encode active tokens with 1 and the deleted ones with 0. It is important to leave the beginning/end
sequence and padding tokens as is. Note that in theory, the maximum possible context length
ny is finite (e.g. 64, 77) and could be treated as constant across different inputs. However, we
never explain these special tokens, treating parts of text inputs as the only features of interest.
Alternative implementations of masking worth considering are: removing words from the text inputs,
or tokens from tokenized inputs, imputing with the [UNK] token, or [MASK], e.g. in the case of the
BiomedCLIP architecture that is based on BERT [76]. Acknowledging the potential influence of the
masking approach, as well as position encodings, on the value of an empty input, we check that it
remains about constant across different text input lengths in Figure 7.

w b
o o
1

Predicted logit
N
o

=
o

0 10 20 30 40 50 6070
Nixt

Figure 7: Value of an empty input is about constant across different text lengths.

Budget split in the cross-modal estimator. The model-agnostic estimator (Definition 6) relies on m
sampled masks for approximation; the number is often called the approximation budget. The cross-
modal estimator (Definition 7) introduces budget split, where m = my - mz. For all our experiments,
we set my = min(2"7, max(4, [v/m - ny/nz])) and mz == min(2"%, max(4, [v/m - nz/n7]))
as a reasonable default, allowing for a balanced exploration of both input spaces.

Two-step filtering approach. For the ViT-B/16 and ViT-L/16 model versions with a larger number
of input image tokens (patches), we perform a cheap computation of the first-order attribution to
prioritize interactions for approximation. We consider two strategies: picking a clique subset of
the most interesting tokens, or focusing only on cross-modal interaction for explanation, which we
specifically apply in the pointing game recognition (Definition 10, Appendix B.3). In the first strategy,
given the desirable clique size k = 72, we take k7 := max (5, [k - ny/(n7 + nz)]) text tokens with
the highest absolute feature attribution scores, and k7 := k — k7 image tokens accordingly. Similarly
to the above considerations regarding the budget split between the two modalities, we found this to
be empirically adequate. Future work can propose optimal strategies for both of these nuances.

Greedy subset selection. Even for the ViT-B/32 model version with fewer than 100 input tokens
(nodes in a graph), finding cliques of the highest and smallest sums using brute force is computation-
ally prohibitive. Still, we want to use these subsets denoted as Me min, x and Mg max, i in evaluation
with insertion/deletion curves (Definition 9) and explanation visualization. Thus, we implemented a
simple greedy algorithm starting the search from each (or a subset) of the tokens (nodes). Its general
goal is to add consecutive tokens to the subset based on minimizing/maximizing the subset’s value.
For models with a larger number of inputs, e.g. nz + n7 = 196 + 30, the greedy strategy remains
applicable; however, it may require a few minutes to complete when considering all subset sizes
k=1,...,nz+nt.
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B.2 Area between the insertion/deletion curves (AID)

Figure 9 describes visually the process of computing insertion/deletion curves and how it can differ
between the first-order attribution methods and second-order interaction explanations. Consider the
following example shown in (bottom, Ours, 73%), where the faces of a smiling man and child are
masked with the masked caption saying “a man—a child smiling at a—in a—". Here, the
model predicts the input to be dissimilar (below-average similarity), which means it enters negative
values in our normalized case. Contrarily, in (bottom, Baseline), the unmasked restaurant text
token keeps the model’s similarity near the average level. Another interesting phenomenon happens
for the insertion curve in Figure 9 (top). Faithfully masking the redundant information with our
method causes the model’s similarity to increase above the original prediction. Contrarily, in (top,
Baseline), the baseline gradient-based method is unable to faithfully recover such redundant tokens.

B.3 Pointing game recognition (PGR)

Figure 8 illustrates an example of the pointing game evaluation for interaction explanations
like FIXLIP, giving additional context as to why first-order attribution methods fail to pass this
desirable sanity check. A saliency map can only highlight important parts of image/text inputs, but
whenever more objects/concepts appear in the input, they are unable to disentangle the basic rela-
tionship between the two modalities. PGR metric measures the ratio of absolute values of “correctly”
identified cross-modal interaction terms to total interaction terms. For example, in Figure 8 (2nd
row, 2nd column), we sum the positive interactions between “banana”/“cat” image tokens and the
banana/cat text tokens, as well as the absolute negative interactions between “tractor”/*ball” image
tokens and the banana/cat text tokens. Then, we divide this sum by the total absolute sum of all
interactions, which gives a normalized PGR score. In Appendix C.2, we further describe the specific
combinations of image and object/class labels used to create our exemplary benchmark in this paper,
although the overall methodology should be treated in a generic manner.

1 object 2 objects 3 objects 4 objects
cat cat] tractor [FELERE) &t tractor [ball
y
banana banana cat banana cat tractor banana cat tractor ball
bananal bananal cat fbananal cat tractor lbananal cat tractor ball

Figure 8: Visualization of a first-order attribution (top row), e.g. Shapley values, compared to
cross-modal interactions in FIXLIP (middle row) for an exemplary pointing game. FIXLIP can be
conditioned on any token, e.g. the first text input token (bottom row) for a simpler visualization.
Consecutive columns here correspond to consecutive columns in Tables 1, 2 & 4.
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Figure 9: Exemplary insertion/deletion curves for two explanations e computed with FIXLIP and
another first-order method. We show five subset visualizations per curve per method. In the case of
the baseline method, each consecutive subset needs to include the preceding one, which is not the case
for FIXLIP, capturing the complex cross-modal and intra-modal interactions. For example, a child
with the corresponding face patches (top right corner) gets overvalued by the man—pizza tokens
appearing jointly with the corresponding image part (child disappears). Similarly, in the deletion
curve, the subsets of text and image tokens interchange with each other at around 50% (bottom row).
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C Experimental Setup

C.1 Models
We use the following openly available models from Hugging Face with default hyperparameters:

e CLIP ViT-B/32 [57]: openai/clip-vit-base-patch32 (MIT License)

» CLIP ViT-B/16 [57]: openai/clip-vit-base-patch16 (MIT License)

* SigLIP ViT-B/16 [75]: google/siglip-base-patch16-224 (Apache License 2.0)

» SigLIP ViT-L/16 [75]: google/siglip-large-patch16-256 (Apache License 2.0)

» SigLIP-2 ViT-B/32 [66]: google/siglip2-base-patch32-256 (Apache License 2.0)
* SigLIP-2 ViT-B/16 [66]: google/siglip2-base-patch16-224 (Apache License 2.0)
* SigLIP-2 ViT-L/16 [66]: google/siglip2-large-patchl16-256 (Apache License 2.0)

We additionally rely on the CLIP ViT-B/32 and ViT-B/16 model versions from the c1ip Python
library [57, MIT License], not to modify the official implementation of the baselines (Appendix C.3).

We set the batch size to 64 for the base models and to 32 for the large models, performing computation
on A100 GPUs with 40GB VRAM.

C.2 Datasets
We use the following openly available datasets from Hugging Face:

* MS COCO test set [42]: clip-benchmark/wds_mscoco_captions (CC BY 4.0)
» ImageNet-1k validation set [15]: ILSVRC/imagenet-1k (ImageNet Agreement)

Experiments with the CLIP models are performed using 1000 image—text pairs from the MS COCO
test set, for which each of the models predicted the highest similarity scores. Experiments with the
SigLLIP-2 models are performed using 100 image—text pairs to save computational resources, since
we are not using it to compare with baseline methods.

Regarding ImageNet-1k, we use all 50 images from each of the following 10 class labels for
constructing the pointing game evaluation: goldfish (1), husky (248), cat (282), plane (404),
church (497), ipod (605), ball (805), tractor (866), banana (954), pizza (963). We combine
these images with labels into 10 varied games as follows: goldfish-husky-pizza-tractor,
cat-goldfish-plane-pizza, banana-cat-tractor-ball, husky-banana-plane-church,
pizza-ipod-goldfish-banana, ipod-cat-husky-plane, tractor-ball-banana-ipod,
plane-church-ball-goldfish, church-pizza-ipod-cat, ball-husky-banana-tractor.
In each case, we distinguish four scenarios by gradually adding each consecutive token from left to
right, resulting in 40 scenarios, each with a total of 50 images, which constitutes a reasonable case.

C.3 Baselines
We use the following publicly available source code:

* GAME [12]: https://github.com/hila-chefer/Transformer-MM-Explainability
(MIT License)

e Grad-ECLIP [77]: https://github.com/Cyang-Zhao/Grad-Eclip (License unknown)

e exCLIP [48]: Supplementary material at https://openreview.net/forum?id=
plkrRJt98c (License unknown)

We were unable to run exCLIP on the CLIP (ViT-B/16) model version for inputs with more than
24 text tokens, which are common in MS COCO, running into out-of-memory errors. Furthermore,
we refrain from attempting to run these implementations on SigLIP models, which were not part
of the original experiments. For context, we did not find an openly available implementation of
InteractionLIME [32], while it is not clear how to adapt InteractionCAM [61] (proposed for image—
image encoders) to the text/language domain.
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C.4 Metrics

For p-faithfulness correlation (Definition 8), we set m = 1000 for a reasonable sample size and
analyze p = {0.3,0.5,0.7}, as well as Shapley sampling weights to give a broader context.

Note that the insertion/deletion curves (Definition 9) have different lengths for each input (explana-
tion), depending on the number of tokens (players). We thus interpolate each curve over a fixed range
of 51 points between 0-100% input and then aggregate them to obtain the final visualization.

Pointing game recognition has no additional hyperparameters beyond the pre-defined dataset described
in Appendix C.2. For the example presented in Table 2, we omit the (sub)games with either goldfish
or ipod for SigLIP models, because their corresponding text tokenizer divides these class labels into
multiple tokens.

C.5 Compute resources

Experiments described in Section 5 and Appendix D were computed on a cluster consisting of 4 x
AMD Rome 7742 CPUs (256 cores), 4TB of RAM, and 16 x A100 GPUs for about 15 days combined.
We envision that preliminary and failed experiments have required the same amount of compute
resources.
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D Additional Experimental Results

We report the insertion/deletion results for CLIP (ViT-B/16) in Figure 10 and for SigLIP-2 (ViT-B/32)
in Figure 11, where we also analyze the gradual relationship between p-masking in FIXLIP and the
model’s prediction change more gradually. Table 4 reports pointing game results for CLIP (ViT-B/16),
where interestingly FIXLIP with p = 0.5 outperforms FIXLIP (Shapley interactions).

Figure 12 shows further ablations based on the different distributions in the p-faithfulness correlation
metric. Interestingly, FIXLIP with p = 0.7 evaluated on masks from p = 0.3 performs much better
than FIXLIP with p = 0.3 evaluated on masks from p = 0.7, which further confirms our motivation
to increase p in machine learning applications where out-of-distribution sampling is not desirable.
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Figure 10: Insertion/deletion curves for CLIP (ViT-B/16) on MS COCO. Extended Figure 3. AID
score (higher is better) for FIXLIP against alternative explanation methods, where a random baseline
scores 0. The y-axis is normalized between the model’s prediction on the original input (100%) and
the fully removed one (0%), where negative values denote that the model is predicting the inputs
are unsimilar. Gradient-based methods such as Grad-ECLIP fail to recover nonlinear rankings of
important tokens, whereas FIXLIP faithfully recovers the optimal subset explanation. exCLIP does
not appear in the comparison as its implementation returns an OOM error when querying the larger
model (14 x 14 image tokens) with texts longer than 24 tokens, which are common in MS COCO.
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Figure 11: Insertion/deletion curves for SigL.IP-2 (ViT-B/32) on MS COCO. Extended Figure 3.
AID score (higher is better) for a model-agnostic estimator of FIXLIP with different masking weights.
The y-axis is normalized between the model’s prediction on the original input (100%) and the fully
removed one (0%), where negative values denote that the model is predicting the inputs are unsimilar.
We observe a gradual relationship between p and the steepness of the curves at a particular fraction
of input deleted. We omit comparison with other baselines in this case as they were originally
implemented for CLIP and not SigLIP.
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Table 4: Pointing game recognition for CLIP (ViT-B/16) on ImageNet-1k. Extended Table 1.
PGR score for FIXLIP against alternative explanation methods, where a random baseline scores 0.25.
First-order methods, such as Grad-ECLIP and Shapley values, fail to distinguish between multiple
objects simultaneously, while second-order methods faithfully recover the appropriate explanation
(up to the irreducible non-optimality of the pointing game).

Explanation Method Recognition (1)

1 object 2 objects 3 objects 4 objects
GAME [12] .60+ 11 Al o4 33402 27101
Grad-ECLIP [77] 2413 44404 33101 26101
Shapley values 664 o7 .57+.05 50404 424 03
Banzhaf values -7O:|:.08 .58:‘:,05 .50:|:,05 .41:‘:,04
exCLIP [48] T3+05 82407 .85+ .05 874 .05
FIXLIP (Shapley interactions) 764 08 784 06 794 05 794+ 05

FIXLIP (w. Banzhaf interactions p = 0.3) .76+ 19 754 08 T+ 07 7406
FIXLIP (w. Banzhaf interactions p = 0.5) .81+ og .80+.06 81405 81405
FIXLIP (w. Banzhaf interactions p = 0.7)  .754 o9 754 o7 17+ 06 784 05
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Figure 12: Faithfulness evaluation for CLIP (ViT-B/32 and ViT-B/16) on MS COCO. Extended
Figure 4. We evaluate the faithfulness of different FIXLIP variants and baselines in terms of p-
faithfulness correlation and the R? coefficient (where it is possible for game-theoretic approaches).
For 1 000 inputs, we sample 1 000 evaluation masks according to different p-faithfulness distributions:

,p = 0.5, p = 0.7. For each p-faithfulness distribution, the corresponding FIXLIP (w.
Banzhaf interactions) outperforms the baselines.
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E Visual Explanatons

E.1 Guidance on interpreting visualizations of interaction explanations

In all of our visualizations, explanations are highlighted using a red—blue color scheme, where red
indicates a positive contribution to the model’s output and blue a negative one. The transparency
of the color reflects the strength of the contribution—more opaque elements correspond to higher
absolute explanation values. Pairwise interactions are represented as edges, main effects (or first-order
attributions) are displayed as colored boxes around words or overlayed as heatmaps on top of images.
In addition to the color and transparency, edges also vary in thickness based on the interaction strength.
In general, interactions may link elements within the same modality, e.g. text—text interactions or
image—image interactions, or across modalities, e.g. text—image interactions.

Figure 13 illustrates how to interpret visualizations in a multimodal setting involving image and text
inputs. Provided an input image and text pair (Figure 13A), we compute FIXLIP and retrieve an
explanation e containing interactions and main effects. The FIXLIP output (Figure 13B) can be
visualized by plotting the image and text together, and overlaying the main effects and interactions.
This allows for a quick screening of interesting parts in the input as judged by an explanation. In
this particular example, the elephant text token is positively linked to all image tokens containing
the elephant. The two text tokens white and bird are linked to the one image token containing the
bird. Here, elephant is red because removing it would decrease the predicted similarity score, while
bird is blue because removing it might even increase the predicted similarity score (depending on
cross-modal interactions). Based on the FIXLIP, more detailed visualizations can be created.

Conditioning on tokens. To investigate the role of a specific token ¢+ € N+ U Nz, we can condition
the interaction space on i and retrieve all interactions of the form ey; j; for j € N\ {i}. This
conditional view highlights how token ¢ interacts with all other tokens and is especially useful for
analyzing its contextual relevance across modalities. Then, we project the interactions onto the
first-order and visualize them with a heatmap (Figure 13C). Conditioning on elephant shows the
greatest positive interactions with the body in the image tokens and the word small. Conditioning
on the image token containing the bird mostly interacts with white and bird.

Finding interesting subsets. FIXLIP explanations allow searching for interesting subsets M like
Me max,k O Me min,k for varying sizes of k. We can search the space of interactions and visualize
only the explanations for tokens in these subsets, or overlay the masks on top of the input. In
Figure 13D, we illustrate M, ,.x,7 containing tokens related to elephant. Starting the search from
the bird token retrieves the k£ = 4 subset with information about the bird. While the elephant subset
increases the similarity, the bird subset could slightly decrease the similarity, presumably because the
model would find the isolated image—text similarity of the elephant clearer.

Visualizing heatmaps. Based on Theorem 1, second-order explanations provided by FIXLIP can
be converted into first-order explanations. Hence, FIXLIP explanations can also be visualized with
heatmaps (Figure 13E). Similar to baselines such as Grad-ECLIP or Shapley values, we overlay
the converted first-order FIXLIP explanations onto the input. The scores are scaled jointly across
both modalities since we retrieve the explanation scores across both modalities. An alternative could
be to scale scores independently with different maximum values (one per modality). Joint scaling
allows for relative comparisons, which is not the case for independent scaling, where two tokens are
visualized with full color intensity. In Figure 13E (left), the independently scaled heatmap shows
that the vision token containing the bird and the elephant text token have the highest scores in their
respective modality. Jointly scaling the heatmap reveals that the elephant text token is of a higher
score than the vision token containing the bird.

31



(A) Input (B) FIXLIP output

a small‘elepharit standing
next to a white bird .

(C) Conditioning on tokens

a [Small elephant standing
next to a white {birdi .

Rart standing
next [0l [@ white [bird .

next to a [ B -

(D) Finding interesting subsets
Subset with 0. (M) =~ 8.7 Subset with De (M) =~ —0.9

small elephant
white bird

(E) Visualizing heatmaps
Scaled independently Scaled jointly

v‘\.?'l‘ ’
a small EEJEN standing
next to a white bird .

a smaII BEYEN standing
next to a white bird .

Figure 13: Showcase of explanation visualization. A comprehensive description is in Appendix E.1.
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E.2 Additional examples

Figure 14 demonstrates the utility of conditioning on tokens. Figure 15 shows intriguing examples of
interactions in inputs with text written in an image, which is related to the typographic capabilities of
large vision—language models [10, 23, 63].

First-order explanation Second-order explanation Conditioning on tokens

a jpineapple [] banana |, and
piece of /meat placed next to

each other .

Elpineappleif < a, and piece of meat'ﬁl’a—ceﬁ;;? Bl pineapple , banana || Giild

of Imeat! placed| next to
each other .

‘T

positive

negative

condition
L] pple; .
[piece of meat piece of meat [placed next to
each other . each other .

Figure 14: FIXLIP provides a utility of conditional heatmap generation. Comparison between
a first-order attribution explanation and a second-order interaction explanation, which is able to
recognize complex nuances of the presented scene.
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ster ".

road nw 8 city of wes

a sign that says " a

Figure 15: Intriguing examples. Top interactions in inputs with text written in an image.
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E.3 Comparison between CLIP (ViT-B/32) and SigL.IP-2 (ViT-B/32)

See Figure 16. Note that these models have different text tokenizers and input image resolutions, i.e.
224 x 224 vs. 256 x 256, which is why the images differ slightly.

CLIP (ViT-B/32)

an adult FIETiE @Ad) a baby!
FIENR walking against a [EI] .

a person in a helmet] is eating a
snackl , with a glass| of water , in
front of HEF blue parked bike .

a flock of birds is seen fiyifigl
around 3l ek (I -

two young girls on 21T boards
with a beagle in the front .

anl amateur FEELE]] game Withl
palm trees in the [EIEEIEIGE]

a [ifaff@ has its front legs spread
to bend down for a drink of

water at a [T -

an adult N walking against a

wall .

a person in a t¥eating EY snack |}

of water , in front of her blue pal

\

1
.

two young on boards wi in the

front .

an amww;h the

a gié—m—ﬁwh-spread to bend down for a

[l of water at a pond .

SigLIP-2 (ViT-B/32)

An adult Nwalking against a

wall .

- a snack [
of water [Jin front of her blue

A flock of birdsl is seen flying around. tower .
y
-
TWo ye e in the
front
in the

‘hasits front |€§s| spread to bend down for a

drink of WaEH at a pond .

An adult FIETH and a baby
[FHESRE walking against a Walll .

/A person in a helmet! is eating a
snack [J with a of water | in
front of her blue parked [ .

A flock of birds is seen flying

around a [clock [ -

wol young girls on boards.

with a beagle in the front .

An amateur (ERTE] game with
[palim| trees in the background

A has its front legs spread
to bend down for a drink of
Water at a pond .

Figure 16: Visual comparison between FIXLIP of CLIP (left) and SigLIP-2 (right).
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E.4 Comparison between CLIP (ViT-B/32) and CLIP (ViT-B/16)

Visual examples between CLIP (ViT-B/32) and CLIP (ViT-B/16) are in Figure 17. Notably, in the
example including the clock (Fig. 17, row 3), conditioning on the vision token containing the letters
T and part of 0 reveals a strong interaction with another vision token of this word in the “sign” and
the text token town. This may suggest the presence of a third-order interaction between these tokens.

Input

a plate with a clown face made
from sliced vegetables on sliced
cheese .

a young man holding a bottle of
beer while wearing a suit .

in the town of ha x tun , a large
clock is attached to a wall .

a boy with glasses playing a
game with a nintendo wii
controller .

an open pair of scissors sitting
on a wooden box .

a black cat is standing on the
desk with a printer and small
stuffed bears .

CLIP (ViT-B/32)

a with a €lown| facel made

from %_ie_ta'bl?g on sliced

ing) [BET (EIEITE] a bottle of

aljcu
Beer while wearing a suit .

il 3 (5 F [EI % tun , @ large

i§ attached to a Wall .

a boy with FIEET FIENHE]
Game with a nintendo wii
controller .

an jopent pair [ EEETIA sitting
on a wooden box .

Hliafzsa] - is[standinglon [
desk with a [Jiil&03 and small
bears ||

a PIate with a glowr; face made
from sliced on sliced
cheese |

a young man holding a bottle of
beer while wearing a suit .

in the town of ha x tun , a large
is attached to a wall .

& oy with glasses [IEVET &
game with a nintendo fwiil

an open pair of scissors Sittingl
2Ry oodentira

a black icatlis| Standing on el
desk with @ printer and small
stuffed 5

CLIP (ViT-B/16)

a [IEIE with a clown face made
from sliced lVegétablesj on sliced
cheese .

a lyoung! @R holding a bottle of
beer while wearing a suit .

in the B of hal x tunl , a large
clock is attached to a wall .

a boy with glasses [JENE] a
game with a nintendo [
controller .

EXdiopent pair of EEETIA sitting
on a wooden box .

a IbTackj €88 [ standing on the
desk with a printer and small
stuffed bears .

a plate with a jclowry [EE made
from sliced vegetables on sliced
cheese .

a lyoung man holding a bottle of
beer while a suit .

in the town of [{f] x tun , a large
clock is attached to a wall .

a [T with playing a
game with a nintendo il
controller .

&l open pair of BEEEIR sitting
on a [EEEIBOR -

a [FEIicat i standing) on the
[I53 with a [prnter and small

stuffed bears .

Figure 17: Visual comparison between FIXLIP of CLIP ViT-B/32 (left) and ViT-B/16 (right). Each
heatmap is conditioned on the selected input token (in black), also for vision tokens (in yellow).

36



NeurlIPS Paper Checklist

1.

Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: We validate our claims empirically and provide proofs in Appendix A.

. Limitations

Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]

Justification: In Section 6.

. Theory assumptions and proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [Yes]

Justification: In Section A.

. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: All models and datasets used are openly available. We share code imple-
mentation for our method, experiments, and analyzes on GitHub. We add details on the
implementation and experimental setup in Appendices B & C, respectively.

. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: All models and datasets used are openly available. We share code implementa-
tion for our method, experiments, and analyzes on GitHub.

. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes],

Justification: We state experimental setting at the beginning of Section 5, and elaborate on it
in Appendix C.

. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]

Justification: We report metric values with standard deviations and via boxplots.

. Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]
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10.

11.

12.

13.

14.

15.

16.

Justification: We estimate compute resources in Appendix C.5.

. Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]
Justification: We do not violate the NeurIPS Code of Ethics.
Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]
Justification: We describe the broader impact in Section 6.
Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: We do not release new data or models.
Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: We cite the original papers, state versions, include URLs, and list asset licenses
in Appendix C.

New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]
Justification: We do not release new assets.
Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.

Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Declaration of LLM usage

Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [NA]
Justification: Our method does not involve using LLMs.
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