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Abstract 1 

Gender disparities in the workplace hinder 2 

women in career advancement and equity. 3 

Communication within companies reflect 4 

gender norms and discrimination that affect 5 

organizational structures. Gender biases are 6 

exhibited in different forms, including 7 

unequal treatment, associations of gender 8 

with certain concepts, and stereotyping 9 

language. We approach different angles of 10 

considering linguistic gender biases to 11 

provide an extensive analysis on the role of 12 

gender in workplace emails (1) 13 

Determine  how receivers’ genders affect 14 

language use in the emails through 15 

computational text analysis with LIWC and 16 

model explainability investigations. (2) 17 

Examine gender disparities through 18 

representation biases in word embeddings 19 

to find asymmetric associations of gender 20 

with profession words. (3) Identify biased 21 

emails in the workplace and create an NLP 22 

tool to identify and flag phrases in emails 23 

that express gender biases. We study 24 

corporate interactions through the Enron 25 

Corpus, a uniquely available database of 26 

500K real workplace emails of Enron 27 

employees. Our results find significant 28 

presence of biases in all three paths, reveal 29 

gender inequalities through a case study of 30 

a corporation, and show the effectiveness of 31 

natural language processing methods to 32 

avoid such occurrences in further 33 

workplaces. 34 

1 Introduction 35 

Language both reflects society and influences the 36 

perspectives and structures within it. In this way, 37 

language holds power for advancing social justice, 38 

yet is also capable of bearing harmful biases. 39 

Notability, with the pervading gaps in the 40 

representation of women across many areas, 41 

gender biases present the potential dangers of such 42 

disparities. The pervasiveness of gender biases 43 

across language has been a prevalent focus in NLP 44 

research. Research concerning gender equality has 45 

expanded across sectors to reveal the inequalities 46 

in news and media (Dacon and Liu, 2021), politics 47 

(Stańczak et al., 2021), literature (Babaeianjelodar 48 

et al., 2020), and legal practices (Gillis, 2021). 49 

These biases have not changed in more than 20 50 

years (Cépeda et al., 2021), reflecting the persistent 51 

lack of diversity and the relevance of its discussion 52 

and research.   53 

In particular, email communications play an 54 

especially important role in the transmission of 55 

information and the administrivia within 56 

organizations. Language used in email 57 

communication is reflective of values in everyday 58 

work (Habil and Rafik-Galea, 2005). In such 59 

practices prevalent to organizational conduct, 60 

linguistic biases have a reach that constrain the 61 

careers of women (Holmes, 2000). Gender biases 62 

in the workplace have been studied in attempts to 63 

identify and address the inequality of women in 64 

corporate environments; they have been found to 65 

hinder women in job applications, 66 

recommendations, and progression to managerial 67 

positions (Strol, 2020). However, despite the scale 68 

in the use of email and its relevance in organization 69 

discourse, email is under-studied in workplace 70 

language and gender research (Mullany, 71 

2011).                                                          72 

Gender biases are exhibited in different forms, 73 

including unequal treatment, associations of 74 

gender with certain concepts, and stereotyping 75 

language. In this work we study gender biases in 76 

corporate email communications through different 77 

angles to provide a comprehensive analysis and 78 

propose a tool to promote inclusivity in 79 

organizations. Our contributions are three-fold:   80 
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• We examine bias first through the role of 82 

receivers’ genders on the language use of 83 

emails. This is done by extracting 84 

linguistic features from emails and 85 

analyzing whether they hold any 86 

predictive power for the genders of their 87 

senders and receivers.  88 

 89 

• We identify asymmetric associations of 90 

gender with occupations in email contents 91 

to find biases in how gender is discussed 92 

in the workplace through word embedding 93 

models. 94 

 95 

• We develop an NLP model to tag 96 

inappropriate gender biases in emails and 97 

apply it to workplace emails to determine 98 

its relevance in a real work setting and 99 

propose it for corporate use.  100 

2 Research Questions and Analysis 101 

2.1 Gender Bias in Language Directed to 102 

Men Versus Women 103 

Our first question examines gender bias through 104 

differences in language use toward men and 105 

women. We ask whether men and women are 106 

treated differently at work over email by 107 

determining whether language use is predictive of 108 

email receivers’ genders.  109 

In our study, we work with the Enron Corpus 110 

(Klimt and Yang, 2004) as a case study of corporate 111 

communications. The Enron Corpus is a uniquely 112 

available dataset, consisting of nearly half a million 113 

emails from Enron employees, as it is of the only 114 

open source corpus of real emails and enables the 115 

naturalistic study of real workplace discourse. Such 116 

data is difficult to access due to privacy restrictions. 117 

The Enron Corpus has been valuable to research of 118 

organizational communications, providing insights 119 

into workplace structures and expanding natural 120 

language processing tools (Peterson et al., 2011; 121 

Trieu et al., 2017).  122 

We filter the dataset in order to identify linguistic 123 

differences based on the directed receiver gender. 124 

Due to the constraints of the study, we limit to 125 

binary gender classes, which, while 126 

unrepresentative of the true diversity, allows us to 127 

focus the scope of the analysis. Furthermore, as a 128 

 
1 https://pypi.org/project/gender-
guesser/ 

result of the confines of our dataset, without labeled 129 

gender classes, gender, for the purpose of the 130 

investigation, was determined based on the 131 

assumed genders of employees’ first names 132 

according to the Gender Guesser package 1 . To 133 

obtain our subset, we extract the assumed sender 134 

and receiver gender and narrow down the dataset 135 

to emails which (1) have a receiver with a name 136 

with a classifiable name and (2) do not contain a 137 

header for forwarded or replied information in their 138 

bodies, which do not represent the language of the 139 

sender. This resulted in 150,490 emails to study. 140 

We applied LIWC, a dictionary based text analysis 141 

software, to conduct computational linguistic 142 

analysis and obtain 118 features of study that 143 

describe the linguistic and structural characteristics 144 

of these email bodies.   145 

We determine whether the linguistic and 146 

structural characteristics of the email can predict 147 

the assumed gender of its reciever in binary 148 

classification. The model developed is based on the 149 

H2O library’s ensemble algorithm 2 . A second 150 

model was also developed to predict a class that 151 

included both the sender’s and receiver’s assumed 152 

gender (e.g. male_female or male_male). The 153 

model was interpreted to identify variables that 154 

reflected biased language. SHAP, or SHapley 155 

Additive exPlanations, interpreted predictions to 156 

describe the most important features in our model’s 157 

decisions as well as their impact (Lundberg and 158 

Lee, 2017). SHapley values enabled an 159 

understanding of the characteristics of emails to 160 

males and females.   161 

The model performances demonstrate the 162 

relationship between language use in emails and 163 

gender and establish linguistic gender biases in 164 

workplace communication. With the LIWC 165 

features, the model attains a test F1 score of 0.86 in 166 

classifying the receiver’s gender. Email language 167 

use holds high predictive power of the receiver 168 

gender, indicating gender bias in how workers are 169 

addressed in organizational discourse. Even 170 

further, when taking into account the sender and 171 

predicting the gender of both, the model attains a 172 

high F1 score of 0.79. The language of emails to 173 

men and women are predictably different, 174 

indicating bias in the interactions of men and 175 

women in the workplace.176 

2 https://docs.h2o.ai/h2o/latest-
stable/h2o-py/docs/ 
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178 

Table 1: Feature importances of select features. Features are sorted by associated receiver gender and feature 179 

importance (FI) on the model.180 

 181 

The distinguishing patterns that make up the 182 

biases exhibited in workplace emails, as 183 

demonstrated through feature impact on the model, 184 

can be observed in Table 1. Various characteristics 185 

in emails associated with emails directed to men 186 

and women are shown. Emails to men contained 187 

more achievement–oriented language, captured by 188 

the achieve and reward features. Men were more 189 

likely, in this way, to be praised and have 190 

achievements acknowledged, than women. Bias in 191 

how the accomplishments of men and women are 192 

recognized make an impactful appearance in the 193 

workplace.  Language shifts indicate the 194 

differences in the perceptions, roles, and power 195 

dynamics of men and women. 196 

2.2 Gender Disparities Through 197 

Representation Bias 198 

The second question explored gender bias through 199 

the asymmetric associations of gender with 200 

profession words as captured by work embeddings. 201 

We study the gender disparities in the content of 202 

emails to determine the imbalance in how men and 203 

women are addressed in email, identifying 204 

genderedness in ungendered profession words. We 205 

compile a single large corpus consisting of the 206 

email bodies from the Enron Corpus, and train a 207 

Word2Vec model on the discourses to generate 208 

embeddings based on the data.  209 

We follow the methods of Bolukbasi et al. 210 

(2019) to measure direct gender bias. We first 211 

determine the gender direction, g, in the 212 

embeddings, based on a definitional set of 10 213 

gendered word pairs (e.g. she-he, woman-man). 214 

The center of each gendered pair is calculated with 215 

an average of the vectors. From each word in the 216 

pairs, we find the difference to the center. To the 217 

matrix, we apply Principal Component Analysis to 218 

reduce the dimensions, and use the top principal 219 

component to draw the essential information 220 

indicating genderedness. We calculate the unit 221 

vector principal component as the gender direction 222 

g. We determine the bias in N, a list of 312 neutral 223 

profession words. The following formula is used to 224 

computer direct gender bias from Bolukbasi et al.: 225 

 226 

𝐷𝑖𝑟𝑒𝑐𝑡𝐵𝑖𝑎𝑠! =
1
|𝑁| . | cos(𝑤, 𝑔) |!

"∈$

 227 

 228 

We compute the cosine similarity of each 229 

profession word to the gender direction to identify 230 

the extent that it is gendered and biased in its use. 231 

The strictness of the bias is represented by c, which 232 

we set as c = 1, as in Babaeianjelodar et al. (2020). 233 

From the procedure, we determine a direct 234 

gender bias of 0.08 in the emails. According to 235 

Bolukbasi et al., this value confirms occupation 236 

words to have significant components along the 237 

gender direction. The substantial associations of 238 

ungendered professions with genders in the 239 

language of workplace communications presents 240 

further evidence of bias in an important aspect of 241 

corporate structures. This suggests greater 242 

implications on how roles are distributed in the 243 

workplace as well as how assumptions based on 244 

stereotypes are prevalent discussing individuals in 245 

email. Gender biases and inequality are prevalent 246 

in the content of workplace emails.  247 

2.3 Gender Bias Through Detecting Sexist 248 

Phrases 249 

Our third question aims to identify sexist phrases in 250 

workplace emails, creating a classification model 251 

to analyze the distribution of such statements in 252 

organizational discourse and propose its use as a 253 

Feature Name  Feature Definition/Example  Feature Importance    Associated Gender 
BigWords Percent words >= 7 letters 0.1502   M 
achieve Achievement (ex: better, best)  0.0670 M 
reward Reward (ex: opportun*, win) 0.0326 M 
Clout Language of leadership, status 0.0256 M 
Tone  Degree of positive tone  0.0070 M 
work Work (ex: work, working)  0.0899  F 
number Numbers (ex: one, two) 0.0640 F 
prosocial Prosocial behavior (ex: care) 0.0513 F 
WPS Average words per sentence 0.0282 F 
i 1st person singular (ex: I, my)  0.0078    F 
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tool for flagging problematic language during 254 

email composition in the workplace. 255 

We work with the ISEP dataset (Grosz and 256 

Conde-Cespedes, 2020), which contains examples 257 

of statements of workplace sexism manually 258 

filtered from Twitter, work-related quotes, and 259 

faculty/student submissions. In the initial work that 260 

presented the dataset, Grosz and Conde-Cespedes 261 

developed a BiLSTM model with attention using 262 

GloVe embeddings. We develop a model based on 263 

newer state-of-the-art architectures to perform the 264 

task of classifying the statements for sexism.  265 

Our models are based on various pretrained 266 

language model architectures with attention which 267 

have been established as one of the best available 268 

language models in various NLP tasks, like BERT 269 

(Devlin, et al., 2019). We fine-tune the models on 270 

the ISEP dataset to build a tool for predicting sexist 271 

comments common in the workplace.  272 

Once we determine the effectiveness of NLP 273 

tools for flagging sexist statements, we examine the 274 

prevalence of such comments in real workplace 275 

emails, applying the model on over 100K sentences 276 

from randomly sampled Enron emails to classify 277 

whether they are sexist. 278 

 279 

Model (+Attn) F1-score ROC_AUC 
BERT 0.91 0.97 

DeBERTa 0.92 0.96 
DistilBERT 0.92 0.97 

RoBERTa 0.94 0.97 
Table 2: Model performances on predicting sexist 280 

statements with the ISEP dataset.  281 

 282 

The performance of our models, summarized in 283 

Table 2., shows the best model, RoBERTa+Attn, to 284 

be highly effective at detecting biased statements.  285 

 286 

Identified Phrase 
This one has no volume but be careful. Why 
women can't be mechanics... 
all women are noisy fucks.  
This must have been created by one of your 
fellow engineers. You guys just have a bad 
case of penis envy. 
I do not know anything about Kristen. I prefer 
at least one aggressive person on the desk, 
Monte and Ashley are kind of shy.  

Table 3: Biased comments identified with the 287 

RoBERTa+Attn model in the Enron dataset. 288 

 289 

On the Enron dataset, the model identified about 290 

10% of sentences to be sexist, revealing that such 291 

comments were quite common in real 292 

organizational communications. Examples of 293 

sexist emails in the workplace can be observed in 294 

Table 3. With the pervasiveness of such comments 295 

and the potential of NLP tools to advance equity, 296 

integration of progressive technologies is much 297 

needed. We propose the application of our model in 298 

organizations as a tool to flag inappropriate phrases 299 

during email composition to promote equality and 300 

respect. Use of this tool would thus be able to 301 

reduce a substantial number of sexist comments in 302 

the workplace, as demonstrated by its application 303 

Enron. 304 

3 Conclusion 305 

In this paper, we have examined the presence of 306 

gender biases in workplace email communications 307 

on multiple dimensions. Our analyses show that 308 

language use in the workplace differs to men and 309 

to women. Linguistic features of emails were 310 

predictive of the receiver gender, and identified 311 

characteristics in language addressing men and 312 

women. Furthermore, we found gender disparities 313 

in email contents, finding an imbalance 314 

genderedness of professions. Finally, we develop a 315 

model that effectively identifies sexist workplace 316 

statements that reveal a frequent presence of biased 317 

language in the workplace. Our extensive analysis 318 

reveals gender biases on multiple levels confirm 319 

the inequality faced by women in workplaces that 320 

affect women’s careers.  321 

The prominent role of gender in workplace 322 

organization carries implicit gender bias and 323 

jeopardizes equality. Further implications of these 324 

findings in the Enron dataset expand to potential 325 

discrimnation persisting in the present day’s 326 

companies. Representation of women in the C-327 

suite and high corporate positions is scarce, and 328 

understanding the everyday gender biases that 329 

influence women provides insight into how the 330 

views of surrounding individuals may dictate such 331 

gaps. This establishes a need for ways to address 332 

prejudice and promote diversity in corporations.  333 

We propose a tool for use in organizations to flag 334 

inappropriate phrases while composing emails to 335 

promote inclusive language. In future works, we 336 

look for different and more inclusive approaches to 337 

studying gender without assuming a binary 338 

definition. We hope our work brings awareness of 339 

the importance of working towards building 340 

inclusive workplaces and the potential of NLP tools 341 

to further study the area. 342 
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