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Abstract

The development of reasoning capabilities represents a critical frontier in large
language models (LLMs) research, where reinforcement learning (RL) and process
reward models (PRMs) have emerged as predominant methodological frameworks.
Contrary to conventional wisdom, empirical evidence from DeepSeek-R1 demon-
strates that pure RL training focused on mathematical problem-solving can pro-
gressively enhance reasoning abilities without PRM integration, challenging the
perceived necessity of process supervision. In this study, we conduct a systematic
investigation of the relationship between RL training and PRM capabilities. Our
findings demonstrate that problem-solving proficiency and process supervision
capabilities represent complementary dimensions of reasoning that co-evolve syn-
ergistically during pure RL training. In particular, current PRMs underperform
simple baselines like majority voting when applied to state-of-the-art models such
as DeepSeek-R1 and QwQ-32B. To address this limitation, we propose Self-PRM,
an introspective framework in which models autonomously evaluate and rerank
their generated solutions through self-reward mechanisms. Although Self-PRM
consistently improves the accuracy of the benchmark (particularly with larger
sample sizes), analysis exposes persistent challenges: The approach exhibits low
precision (<10%) on difficult problems, frequently misclassifying flawed solutions
as valid. These analyses underscore the need for continued RL scaling to improve
reward alignment and introspective accuracy. Overall, our findings suggest that
PRM may not be essential for enhancing complex reasoning, as pure RL not only
improves problem-solving skills but also inherently fosters robust PRM capabilities.
We hope these findings provide actionable insights for building more reliable and
self-aware complex reasoning models.
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1 Introduction

Recent advances in reinforcement learning (RL) scaling have substantially improved the ability of
large language models (LLMs) to perform complex reasoning tasks. This progress is exemplified by
the emergence of state-of-the-art (SOTA) models such as Kimi 1.5 [25]], OpenReasonerZero [10],
DeepSeek-R1 [8]], QwQ-32B [32] 26], and Claude-3.7-Sonnet [[1], all of which demonstrate remark-
able problem-solving capabilities achieved through pure RL training.

Alongside this RL-driven progress, process reward models (PRMs) [16}30, 2] have emerged as an
alternative paradigm for reasoning supervision, with the aim of evaluating and optimizing the quality
of intermediate reasoning steps. Despite their conceptual appeal, PRMs encounter three fundamental
limitations: (1) the inherent ambiguity in defining granular reasoning steps, (2) prohibitive annotation
costs, and (3) systemic vulnerability to reward hacking mechanisms. In particular, the DeepSeek-R1
technical report highlights these limitations [8]], demonstrating that PRMs did not yield significant
gains in the performance of complex reasoning. However, recent work continues to explore the
potential of PRMs. For example, PRIME [4] introduces implicit reward mechanisms to bypass
the need for labeled steps, GenPRM [37]] uses code verification and relative progress estimation
to improve PRM performance, and Qwen PROCESSBENCH [38]] offers a benchmark to assess the
quality of the reasoning trace. These efforts underscore the ongoing interest in PRMs as a path to
better reasoning supervision. However, a crucial question remains largely unexplored: Is explicit
PRM training truly necessary for developing models capable of process-level reasoning? In other
words, can RL training alone — in the absence of any process supervision — lead to models that are
both strong problem solvers and capable evaluators of reasoning quality?

To answer this, in this work, we present the first systematic empirical study exploring the intrinsic
connection between RL training and PRM capabilities. Our key insight is that problem-solving and
process supervision are not orthogonal skills, but rather complementary competencies that co-evolve
during pure RL training. Through a series of experiments, we examine how reasoning models trained
solely with rule-based rewards develop strong process-level judgement capabilities, without access
to fine-grained supervision. Through a series of controlled experiments on math reasoning tasks,
we demonstrate that RL-trained models like DeepSeek-R1 and QwQ-32B exhibit strong process
judgement abilities, exceeding those of models explicitly trained with PRMs.

In addition, we find that existing PRMs provide little to no benefit when applied to these models
for reranking, often underperforming compared to simple heuristics such as majority voting. To
address this, we introduce Self-PRM, an introspective approach where a model leverages its own
internal reward signal to re-rank sampled outputs. Self-PRM consistently improves performance —
particularly at higher sample sizes — by aligning candidate selection with the model’s own reasoning
preferences. Despite these improvements, a detailed analysis reveals that Self-PRM suffers from
low precision on challenging problems, often misclassifying incorrect solutions as correct. Stronger
models, such as DeepSeek-R1 and QwQ-32B, exhibit more reliable self-evaluation, but the issue
persists, highlighting the limitations of introspective scoring when reward alignment is imperfect.
These findings challenge conventional assumptions about the necessity of process supervision and
suggest that lightweight, introspective training signals — whether through self-evaluation or continued
RL scaling — may provide a viable path forward.

In summary, our main contributions are as follows:
* We provide the first systematic study demonstrating that RL training alone — without any
process-level supervision — can endow models with strong PRM capabilities.

* We empirically show that existing PRMs fail to improve performance when applied to strong
RL-trained models, and often underperform simple baselines such as majority voting.

* We introduce the Self-PRM framework, in which models rerank their own outputs using
internal reward signals, achieving consistent performance gains — while also revealing
limitations in precision that highlight the need for improved reward alignment.

2 Preliminaries

Reinforcement Learning. RL provides a framework in which an agent learns to make sequential
decisions by interacting with an environment to maximize cumulative rewards. Formally, RL is



Table 1: Evaluation results of different LLMs on PROCESSBENCH. We report the error, correct and
F1 score of the respective accuracies on erroneous and correct samples.

GSMSK MATH OlympiadBench OmniMATH
Model Average
Error Correct F1 Error Correct F1 Error Correct F1 Error Correct F1

Proprietary LLMs (Critic)

GPT-40-0806 70.0 91.2 792 544 76.6 63.6 458 584 514 452 65.6 535 61.9
ol-mini 88.9 97.9 932 835 95.1 8389 802 95.6 872 748 91.7 824 87.9
DeepSeek R1 and R1 Distilled Models, prompted as Generative PRM
R1-Distill-Qwen-7B 459 90.2 60.8 515 82.8 63.5 35.6 73.5 479 278 70.1 39.8 53.0
R1-Distill-Qwen-32B 74.4 98.4 847 715 89.4 795 643 85.5 734 59.0 83.8 69.3 76.7
DeepSeek-R1 84.1 95.3 893 823 91.1 865 782 86.4 82.1 717 80.9 76.0 835
Qwen-series Models, prompted as Generative PRM
Qwen?2.5-Math-7B-Instruct 155 100.0 268 14.8 96.8 257 17 91.7 142 69 88.0 12.7 19.9
Qwen?2.5-Math-72B-Instruct 49.8 96.9 65.8  36.0 94.3 521 195 97.3 325 19.0 96.3 31.7 45.5
Qwen?2.5-7B-Instruct 40.6 332 36.5 308 45.1 36.6 265 339 29.7 262 28.6 274 32,6
Qwen2.5-14B-Instruct 54.6 94.8 69.3 384 87.4 533 315 78.8 450 283 76.3 413 522
Qwen2.5-32B-Instruct 49.3 97.9 65.6  36.7 95.8 531 253 95.9 40.0 241 925 383 493
Qwen?2.5-72B-Instruct 62.8 96.9 762 463 93.1 61.8 387 92.6 546  36.6 90.9 522 61.2
QwQ-32B 84.1 97.4 90.2  83.0 90.4 865 759 873 812 711 83.8 77.0 83.7
Other Models with Training PRM data, as Discriminative PRM
Skywork-PRM-1.5B 50.2 71.5 59.0 379 65.2 480 154 26.0 193 136 32.8 19.2 36.4
Math-Shepherd-PRM-7B 324 91.7 479 18.0 82.0 29.5 15.0 71.1 24.8 14.2 73.0 23.8 31.5
RLHFlow-PRM-Mistral-8B 33.8 99.0 504 217 722 334 8.2 43.1 13.8 9.6 452 15.8 28.4
RLHFlow-PRM-Deepseek-8B 242 98.4 388 214 80.0 33.8  10.1 51.0 169 109 519 16.9 26.6
Skywork-PRM-7B 61.8 829 70.8 438 62.2 536 179 319 229 140 41.9 21.0 42.1
Qwen?2.5-Math-7B-Math-Shepherd ~ 46.4 95.9 62.5 189 96.6 316 74 93.8 137 40 95.0 7.7 28.9
Qwen2.5-Math-7B-PRM800K 53.1 95.3 682 48.0 90.1 62.6 357 87.3 50.7  29.8 86.1 443 56.5
RetrievalPRM-7B 64.7 88.1 746 672 75.6 71.1 56.0 65.2 602 528 62.7 57.3 65.8
Qwen?2.5-Math-PRM-7B 72.0 96.4 824 680 90.4 776 557 855 675 552 83.0 66.3 73.5
Qwen?2.5-Math-PRM-72B 78.7 97.9 873 742 882 80.6 679 82.0 743 648 78.8 71.1 783

typically modeled as a Markov Decision Process (MDP), defined by the tuple (S,.A,P,R,~),
where S is the state space, A the action space, P the state transition dynamics, R the reward
function, and ~ the discount factor. In the context of LLMs, RL is widely used to align model
behavior with human preferences. One prominent approach is Reinforcement Learning from Human
Feedback (RLHF) [20], where a reward model (RM) is trained to approximate human judgements
over generated outputs. The base language model is then optimized using RL to maximize the reward
provided by this RM. Several methods have been proposed to implement this optimization process
effectively, including PPO [22], DPO [21]], GRPO [23], DAPO [35] and VAPO [36] etc. These
methods differ in how explicitly they use reward signals, but all share the goal of training LLMs
to produce outputs that are more helpful, truthful, and aligned. Notably, recent RL-based models —
including DeepSeek-R1 [8]], Kimil.5 [25], QwQ-32B [26] , OpenReasonerZero [10] — achieve state-
of-the-art performance on complex reasoning tasks without process-level supervision. Meanwhile,
some works [7} (12} 24 [14} 5] are exploring RL with tools for efficient reasoning. While Retool [3]]
use DAPO-MATH-17k and DAPO for RL training to guide LL.Ms towards optimal strategies for
leveraging external computational tools during reasoning, ToRL [[14]] leverage 7B-base to improve
the complex reasoning ability.

Process Reward Models. PRMs [2, (15} 16l 17} 29} 130L 139, 27} [13]] are designed to evaluate the
reasoning process of LLMs, not just the final answer. They provide rewards or scores for each
intermediate step in a reasoning path, helping models learn to think in a more structured, logical,
and interpretable way. While PRM8O0OK [[15]] is proposed to train the reward model, AlphaMath [2]
leverage Monte Carlo Tree Search (MCTS) to unleash the potential of a well-pretrained LLM to
autonomously enhance its mathematical reasoning. PRM is especially useful for tasks that require
multi-step problem solving, such as math or logical reasoning. Compared to traditional outcome-
supervised reward models [3}34] that focus only on whether the final answer is correct, PRMs can
give more detailed feedback, making them valuable for improving model alignment and transparency.
They are typically trained on labeled reasoning examples, learning to distinguish good reasoning steps
from incorrect or irrelevant ones. Despite their potential, PRMs face challenges such as limited high-
quality reasoning data, difficulties in defining stepwise correctness, and risks of models exploiting
the reward function. To improve PRMs, researchers are exploring better data collection methods,
combining them with reinforcement learning algorithms (e.g., PPO [22]), and even letting models
evaluate their own reasoning to enhance learning [2]] or extend them to visual reasoning [29].



Table 2: Chi-square test results for model performance on PROCESSBENCH, including GSM8K,
MATH, OlympiadBench, and OmniMath datasets. We classify the math problems into True and
False categories, depending on whether the LLMs can provide correct solutions. Similarly, we
categorize the judgment results into Correct and Error categories, based on whether the LLMs
deliver the correct judgments.

N GSMSK MATH OLYMPIADBENCH OMNIMATH ALL
Model Solution
Correct  Error P Correct  Error P Correct  Error P Correct  Error P Correct  Error p
Qwen2.5.328 True 327 52 L] 99 201 0 208 131 o 243 161 0 167 545
False 11 10 63 137 20 351 134 462 428 960
RI-Distill-Qwen-32B | T° S AT g | TS 1 gpges | 40 MO ) A TH 1953589
False 29 9 33 17 276 139 206 179 544 344
True 38 42 826 147 507 110 543 149 214 448
/Q-32B 011 125 023 3.9¢-5
Q-3 False 14 6 0 20 7 0 02 o 00 200 104 % 530 208 0
True 330 44 831 141 76 122 501 167 2138 474
. X 03 15¢-3 X
DeepSeek-R1 False 19 P N YR T w108 Y% sp o oom ©

3 Intrinsic Connection between RL Training and PRM

3.1 Experimental Setup

We evaluate the PRM capabilities of various models using PROCESSBENCH, a publicly available
benchmark designed to assess the reasoning abilities of LLMs across diverse domains of mathe-
matical problem-solving. PROCESSBENCH comprises four distinct datasets: GSMS8K [3], MATH,
OLYMPIADBENCH [9]], and OMNIMATH [6]. For each dataset, we report three metrics: Error Rate,
Correct Rate, and F1 Score. We categorize the evaluated models into three main groups:

* Proprietary LLMs (Critic Models): This group includes closed-source models, such as
GPT-40-0806 [11] and o1-mini [19]], which serve as reference points.

* Qwen-series and DeepSeek-series Models (Prompted as Generative PRM): These models
are not directly fine-tuned on RM or PRM datasets; instead, they are prompted as PRMs.
Representative models include Qwen2.5-Math-7B-Instruct [33]] and DeepSeek-R1 [8]].

* Models Fine-Tuned with PRM Data (Discriminative PRM): These models are explicitly
trained on datasets constructed with PRM-style supervision. Models include Math-Shepherd-
PRM [28]], Skywork-PRM-7B [18]], RetrievalPRM-7B [40], and RLHFlow-PRM-Mistral-
8B [31]].

Additionally, to further validate the emergence of PRM capabilities during RL training, we conduct
experiments using Qwen2.5-7B-Base with DAPO-Math-17k [35], employing DAPO as the policy
optimization algorithm. The hyperparameters are set as follows: learning rate of le-6, batch size of
256, prompt length of 2048, output length of 10240, group size of 16, clipping ratio (high) of 0.28,
overlong buffer length of 4096, and an overlong penalty factor of 1.0.

3.2 Empirical Analysis on PROCESSBENCH

Evaluation Results on PROCESSBENCH. The evaluation results of different LLMs on PROCESS-
BENCH are presented in Table[I] which summarizes the PRM performance of various models across
the GSM8K, MATH, OLYMPIADBENCH, and OMNIMATH datasets. Our findings indicate that
models trained purely with reinforcement learning (RL), such as DeepSeek-R1 and QwQ-32B, exhibit
strong inherent PRM capabilities, despite not being explicitly supervised with PRM-labeled data.
These RL-trained models consistently outperform discriminative PRM models that were fine-tuned
directly on PRM-annotated datasets. For instance, DeepSeek-R1 achieves an average F1 score
of 83.5, while QwQ-32B achieves 83.7, both surpassing all models trained with PRM labels in a
discriminative setting, including Skywork-PRM-7B (42.1), Qwen2.5-Math-PRM-7B (73.5), and
Qwen2.5-Math-PRM-72B (78.3). This suggests that PRM capabilities can emerge implicitly through
RL, without the need for explicit PRM supervision.

Problem-Solving V.S. Judgment: A Statistical Perspective. We further conduct chi-square tests
to evaluate the correlation between problem-solving proficiency and process supervision capabilities
in the same model. Specifically, we categorize the mathematical problems in ProcessBench into
two groups for each model: (1) True: Problems for which the LLM generates correct solutions; (2)
False: Problems where the LLM fails to produce correct solutions. Similarly, we classify the model’s
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Figure 1: Problem Solving Accuracy and F1 Results of the RL-trained model on ProcessBench. We
leverage Qwen2.5-7b-base for RL training.

judgment outcomes into: (1) Correct: Cases where the LLM accurately evaluates the correctness
of the paired problem-solution instances in ProcessBench; (2) Error: Cases where the LLM’s
judgment is incorrect. Based on these categorizations, we count the total number of instances in each
of the four groups and calculate the p-value to test the hypothesis that problem-solving proficiency
and process supervision capabilities are independent of each other. As summarized in Table 2] all
models exhibit statistically significant correlations (p < 0.05) in the aggregate analysis, strongly
rejecting the null hypothesis. This indicates a strong correlation between problem-solving proficiency
and process supervision capabilities. Specifically, for the GSM8K dataset, three models achieve
significant results: Qwen2.5-32B (p = 2.9 x 107%), QwQ-32B (p = 0.011), and DeepSeek-R1
(p = 0.025), whereas R1-Distill-Qwen-32B did not reach statistical significance (p = 0.071). For
the MATH dataset, all models except QwQ-32B exhibited significance: Qwen2.5-32B (p = 0),
R1-Distill-Qwen-32B (p = 3.08 x 10~3), and DeepSeek-R1 (p = 0.039). QwQ-32B’s performance
is non-significant (p = 0.125). For the OLYMPIADBENCH and OMNIMATH datasets, all models
achieve statistically significant results. The chi-square tests conclusively validate that problem-solving
proficiency and process supervision capabilities are intrinsically linked in LLMs, and this correlation
persists across diverse mathematical reasoning tasks.

Empirical results demonstrate that RL-trained models (e.g., DeepSeek-R1 and QwQ-32B) develop
robust PRM capabilities without explicit PRM supervision, consistently surpassing discrimina-
tive PRM baselines. Chi-square analysis (p < 0.05) confirms a statistically significant positive
correlation between process-level judgment accuracy and problem-solving proficiency.

3.3 Can RL Training Improve PRM Capability?

Since the RL-trained models shows strong PRM capability, we further conduct the experiment to
observe the change of PRM capability during RL training. As illustrated in Figure[T} we analyze the
learning curves of the RL-trained model through four mathematical reasoning benchmarks (GSM8K,



MATH, OLYMPIADBENCH, and OMNIMATH), evaluating both final-answer accuracy (solid blue
lines) and ProcessBench F1 scores (red dashed lines). The results demonstrate a consistent and
parallel enhancement in both final-answer accuracy and process judgement ability as training steps
increase. A salient trend is that gains in process judgement often precede or surpass those in accuracy,
particularly in the early training phases. For instance, on the MATH and GSM8K benchmarks,
the F1 score on ProcessBench increases sharply within the first 80 steps, while accuracy improves
more gradually. This suggests that RL enables the model to internalize and identify valid reasoning
structures before fully mastering the corresponding solution strategies. In more challenging problems,
such as OLYMPIADBENCH, the F1 score on ProcessBench improves consistently, whereas accuracy
exhibits greater volatility. This divergence highlights the value of process-level learning as a stable
and transferable signal, even when final-answer correctness is harder to optimize. Similarly, in
OMNIMATH, where domain generalization is required, the model achieves modest but consistent
improvements in both metrics, indicating the scalability of process supervision under domain shift.
These findings indicate that problem-solving and process supervision are not orthogonal skills, but
rather complementary competencies that co-evolve during pure RL training.

RL improves both the accuracy of problem solving and the PRM capability in a coordinated
manner. Crucially, improvements in process judgement often emerge earlier and more steadily than
accuracy, highlighting RL’s capacity to implicitly foster interpretable reasoning even in complex
or out-of-domain tasks.

4 Explore the Performance Limit of Reasoning Models

4.1 Experimental Setup

In order to further explore whether a model’s own problem-solving ability can enhance its capability
as a PRM, we propose the self-reference (Self-REF) paradigm, where the model’s generated solutions
are used as reference signals to supervise PRM alignment. Using Qwen2.5-32B-Instruct, R1-Distill-
Qwen-32B, QwQ-32B, and DeepSeek-R1 as the base model, we evaluate two variants on the
PROCESSBENCH benchmark (§4.2): (1) we prompt these models as generative PRMs, and (2) a
Self-REF-enhanced PRM incorporating the model’s own solutions as supervisory signals.

Meanwhile, we evaluate whether PRMs can enhance the performance of strong reasoning models
using two experimental settings (§4.3): (1) BoN w/ PRM, where we use a Qwen2.5-MATH-PRM-72B
to select the best output from k = 8, 16, 32, 64. (2) BoN w/ Self-PRM, where each model (QwQ-
32B, DeepSeek-R1) reranks its own outputs using internally derived reward scores. Evaluations
are conducted on AIME24, AIME25, and CNMO24, with performance compared across direct
sampling (Pass @k), majority voting, BoN with external PRM, and BoN with Self-PRM. To analyze
the limitations of Self-PRM, we further compute the number of solutions labeled correct by Self-PRM
(Sprm) and the subset that are truly correct (Stp), allowing us to quantify precision across individual
problem indices.

4.2 TImproving PRM Capability with Self-REF

To understand when self-generated reasoning traces serve as effective supervisory signals for PRM
alignment, we access the impact of Self-REF across models with distinct training strategies as shown
in Table[3] We observe a clear trend: Self-REF substantially improves PRM performance only for
models that have not undergone RL. Specifically, the F1 score of Qwen2.5-32B-Instruct, a purely
instruction-tuned model, improves significantly from 45.1 — 63.9 (+18.8) with Self-REF. This gain
is most pronounced on MATH (+15.6 F1) and OlympiadBench (+13.9 F1), indicating that Self-REF
can inject meaningful structure into process modeling where it is otherwise absent. In contrast,
RL-trained models such as QwQ-32B and DeepSeek-R1 exhibit marginal or negative changes in F1
when using Self-REF (e.g., QwQ-32B: 83.7 — 83.0; DeepSeek-R1: 83.5 — 81.1). This suggests
that these models have already internalized process reasoning through reinforcement objectives, and
additional weakly supervised signals from self-generated traces may introduce noise rather than
improve fidelity. Interestingly, the distilled variant R1-Distill-Qwen-32B, which inherits process
judgement behaviors through distillation rather than direct RL training, does benefit modestly from



Table 3: Evaluation results of several models on PROCESSBENCH with solutions as references,
including Qwen2.5-32B-Instruct, DeepSeek-R1-Distill-Qwen-32B, QwQ-32B, DeepSeek-R1.

GSMSK MATH OlympiadBench OmniMATH
Model Average
Error Correct F1 Error Correct F1 Error Correct F1 Error Correct F1
Qwen2.5-1.5B-Instruct ~ 23.2 17.6 20.0 18.9 27.6 224 124 24.5 165 123 24.9 16.4 18.8
w/ Self-REF 17.4 10.4 13.0 140 19.7 16.4 74 33.6 12.1 9.0 27.8 13.6 13.8
Qwen2.5-7B-Instruct 449 43.0 439  30.1 48.0 37.0 265 333 295 271 282 277 345
w/ Self-REF 454 82.9 58.7 26.1 80.0 394  15.6 72.9 257 158 70.5 25.8 374
Qwen2.5-32B-Instruct ~ 43.0 97.9 598 333 95.6 490 224 90.0 359 224 87.6 357 451
w/ Self-REF 729 96.9 832 50.7 88.9 64.6 354 83.8 498 245 79.3 37.4 63.9
RI-Distill-Qwen-32B 74.4 98.4 847 715 89.4 795 643 85.5 734 59.0 83.8 69.3 76.7
w/ Self-REF 77.3 96.4 858 76.1 92.4 834 688 90.9 783  58.0 87.1 69.6 79.3
QwQ-32B 84.1 97.4 90.2  83.0 90.4 86.5 759 87.3 812 711 83.8 77.0 83.7
w/ Self-REF 82.6 93.8 87.8 81.6 88.9 851 772 85.3 81.0 718 83.8 71.3 83.0
DeepSeek-R1 84.1 95.3 893 823 9I.1 86.5 782 86.4 82.1 717 80.9 76.0 835
w/ Self-REF 81.2 93.8 87.0 833 87.7 855 740 79.9 76.8  70.2 79.7 74.6 81.1

Self-REF (F1: 76.7 — 79.3), further supporting that Self-REF is effective in settings where explicit
reward-driven reasoning supervision is absent or weak. For the small language models, we can
observe that qwen2.5-7B-instruct with Self-REF shows improvements on GSM8K and MATH, while
its F1 scores decrease on OlympiadBench and OmniMATH. In contrast, qwen2.5-1.5B-instruct with
Self-REF exhibits a decline in performance across all test sets. These results are consistent with our
expectations: the effectiveness of Self-REF does depend on the base model’s reasoning ability. A
weaker instruction-tuned model would generate lower-quality reasoning traces, which would act as
noisy or incorrect supervisory signals.

Self-Reference (Self-REF) improves PRM performance primarily for instruction-tuned models
lacking RL supervision (e.g., +18.8 F1 for Qwen2.5-32B-Instruct), while RL-trained models
(QwQ-32B, DeepSeek-R1) show minimal or negative gains, suggesting limited benefit when
process reasoning is already reinforced.

4.3 Self-PRM: Can Current PRM Models further Enhance Reasoning Models?

Table 4: Comparison of sampling@k (k = 8, 16, 32, 64) across QwQ-32B and DeepSeek-R1-on three
benchmarks under three settings: direct sampling (Pass@), majority voting, BoN with External PRM
(BoN w/ PRM), and BoN with Self-PRM.

QwQ-32B DeepSeek-R1
Method @k | \IME24 AIME25 CNMO24 | AIME24 AIME25 CNMO24
1 73.3 66.7 77.8 80.0 63.3 77.8
Pass 8 90.0 73.3 88.9 93.3 86.7 88.9
16 90.0 80.0 94.4 93.3 90.0 88.9
32 93.3 86.7 94.4 93.3 90.0 88.9
64 93.3 93.3 94.4 93.3 93.3 88.9
8 80.0 76.7 83.3 80.0 76.7 77.8
Maioritv Votin 16 83.3 76.7 83.3 83.3 76.7 83.3
Jority g 3 86.7 76.7 83.3 86.7 76.7 83.3
64 86.7 76.7 83.3 86.7 76.7 83.3
8 83.3 73.3 76.7 83.3 76.7 77.8
16 83.3 73.3 83.3 833 76.7 77.8
BoN w/ PRM 32 86.7 76.7 83.3 86.7 76.7 77.8
64 86.7 76.7 83.3 86.7 76.7 83.3
8 83.3 76.7 83.3 83.3 76.7 77.8
16 86.7 80.0 88.9 86.7 76.7 83.3
BoN w/Self-PRM 5, 90.0 80.0 88.9 86.7 83.3 83.3
64 90.0 80.0 83.3 86.7 83.3 83.3




To evaluate whether current state-of-the-art PRMs can enhance the performance of reasoning models
in complex mathematical reasoning tasks, we conduct experiments on AIME24, AIME25, and
CNMO24, using Qwen2.5-Math-PRM-72B as the PRM for reranking. Specifically, we apply the
Best-of-N with PRM (BoN w/ PRM) strategy, which selects the highest-scoring solution based on
the PRM’s minimum-step reward among the candidates. As shown in Table [4] models that already
exhibit strong reasoning abilities through RL, such as QwQ-32B and DeepSeek-R1, do not benefit
from external PRM-based reranking compared to majority voting. Across all datasets and sampling
sizes k = 8,16, 32, 64, BoN w/ PRM achieves performance that is comparable to or slightly worse
than majority voting. For example, on AIME25 with QwQ-32B, the accuracy plateaus at 76.7 for
both BoN w/ PRM and majority voting across all values of k. Similarly, DeepSeek-R1 gains no
measurable improvement from PRM reranking on any benchmark. These findings highlight a key
limitation of current PRMs: while they are effective in guiding weaker models, they do not effectively
enhance or complement already-aligned reasoning models, and may even misalign with their internal
reward signals.

Since reasoning models demonstrate strong PRM performance, we introduce a Self-PRM method,
where each model (e.g., QwQ-32B or DeepSeek-R1) serves as its own PRM to rerank its sampled
outputs. As shown in Table[d] the BoN with Self-PRM strategy consistently outperforms both Pass @k
and Majority Voting, particularly at larger sample sizes(e.g., k = 32, 64). For instance, QwQ-32B on
AIME24 improves from 86.7 (majority voting) to 90.0 (BoN w/ Self-PRM) at k = 32 and maintains
this gain at £ = 64. Similar improvements are observed across other datasets and for DeepSeek-R1.
These improvements suggest that the model’s internal reward signal is better aligned with its reasoning
behavior than those of externally trained PRMs, enabling a more effective utilization of its latent
reasoning capabilities. Thus, Self-PRM offers a more introspective and model-consistent evaluation
strategy for complex reasoning tasks.

Takeaway 4:

External PRMs provide little to no benefit for RL-based reasoning models like QwQ-32B and
DeepSeek-R1, and may even perform worse than majority voting. In contrast, Self-PRM, where
models use their own internal scoring as process reward to rerank outputs, consistently improves
accuracy, particularly at higher sampling sizes. This approach demonstrates better alignment with
the model’s problem-solving abilities in complex reasoning tasks and greater effectiveness in
leveraging its latent PRM capabilities.

4.4 The Limitations of Self-PRM

Table 5: Model performance comparison across different datasets and problem indices.

Model Dataset AIME24 AIME2S I AIME2S 1T CNMO24
index 62 63 81 89 6 9 100 12 13 14 4 12 14 1 7 17
Difficulty - 0/64 0/64 3/64 — 3/64 — 4/64 2/64 0/64 — 1/64 0/64 3/64 2/64 0/64
QwQ-32B Sprvy - 10 14 18 - 25 - 6 2 8 - 5 2 55 13 16
Stp - 0 0 1 - 1 - o 0 O - 0 0 2 2 0
Difficulty 1/64 0/64 0/64 10/64 22/64 — 14/64 0/64 1/64 0/64 34/64 — 6/64 19/64 0/64 0/64
DeepSeek-R1  Sprys 16 5 1 32 4 - 11 7 1 1 2 - 2 39 7 34
Strp o 0 O 3 18 - 4 0o 0 O 1 - 1 10 0 O

Note: AIME24 problem indices are sourced from the math-ai/aime24 dataset on Hugging Face.

The indices in Table 5 were specifically chosen from problems that the respective models (QwQ-32B
and DeepSeek-R1) initially failed to solve correctly (i.e., failed at pass@1). This selection allows us
to analyze the behavior of Self-PRM on what are considered "hard problems’ for each model. For
these hard problems, we sampled 64 solutions to see how many the Self-PRM would judge as correct
(Sprar), and out of those, how many were truly correct (Spgras). The "-" symbol indicates that the
problem was not a hard problem for that particular model (i.e., the model solved it correctly on its
first try). For instance, in AIME24 index 62, QwQ-32B succeeded initially, so it was excluded from
this failure analysis and marked with "-".



To better understand the limitations of Self-PRM, we conduct a fine-grained analysis at the problem
level using N = 64 sampled solutions per problem instance. For each case, we define Spry as the
number of solutions labeled as correct by the Self-PRM, and Stp C Sprym as the subset that are
truly correct. Thus, the ratio Stp/Sprm reflects the precision of Self-PRM’s judgment. As shown in
Table 5] while Self-PRM often selects a substantial number of candidate solutions as correct (e.g., 55
on CNMO24-index-1 for QwQ-32B), the precision is often low. For example, on CNMO24-index-1,
only 2 of the 55 selected solutions are truly correct, yielding a precision of 3.6%. This trend is
especially pronounced for high-difficulty problems, such as CNMO24 and certain AIME2S instances,
where Self-PRM misclassifies a large number of incorrect reasoning traces as valid. In contrast,
DeepSeek-R1, while selecting fewer candidates overall, tends to show higher precision in Self-PRM
filtering. On the same CNMO24-index-1 problem, DeepSeek-R1 selects 39 solutions as correct, 10
of which are true positives, resulting in a much higher precision of 25.6%. This suggests that stronger
solvers exhibit more reliable self-PRM behaviors, possibly due to more coherent internal alignment
between their reasoning and scoring mechanisms. These observations highlight a key challenge:
although Self-PRM improves performance at the aggregate level, its fine-grained precision can vary
substantially, especially on difficult tasks, where the model tends to overestimate the correctness of its
own outputs. Future work may focus on strengthening a model’s Self-PRM capabilities through joint
training with fine-grained process supervision or continued RL scaling, enabling tighter alignment
between the model’s problem-solving ability and PRM capabilty.

Self-PRM also suffers from low precision on hard problems, misclassifying many incorrect
solutions as correct. Stronger models like DeepSeek-R1 exhibit more reliable self-evaluation.
Improving Self-PRM may require joint training with PRM-related tasks or continued RL scaling
to enhance internal alignment.

5 Conclusion

This work challenges the prevailing assumption that explicit process-level supervision is necessary
for enabling effective reasoning in large language models. Through systematic empirical analysis,
we demonstrate that RL alone — without access to fine-grained reasoning annotations — can endow
models with strong PRM capabilities. RL-trained models such as DeepSeek-R1 and QwQ-32B not
only solve complex problems with high accuracy but also implicitly learn to distinguish between valid
and flawed reasoning steps. Furthermore, we find that existing state-of-the-art PRMs fail to enhance
the performance of slow-thinking reasoning models, and in some cases, underperform compared
to simple baselines like majority voting. In contrast, leveraging internal signals, i.e., Self-PRM,
consistently improves performance, particularly at larger sampling sizes. These findings reveal a
tight coupling between problem-solving and process-level judgement in RL-trained models. Overall,
our findings suggest that PRM may not be essential for enhancing complex reasoning, as pure RL
not only improves problem-solving skills but also inherently fosters robust PRM capabilities. We
hope these findings provide actionable insights for building more reliable and self-aware complex
reasoning models.

6 Limitations

In this work, since mathematical problems offer clear, objective correctness criteria and structured,
step-by-step solutions, we chose the math reasoning domain for studying the co-evolution of problem-
solving and process supervision capabilities. Our primary goal was to first systematically establish
and validate the existence of the strong positive correlation between a model’s problem-solving
accuracy and its process judgment F1 score, a phenomenon we demonstrate persists across multiple
datasets as RL training progresses. However, a deeper investigation of the underlying mechanism is a
valuable direction.
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1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: In this paper, we conduct a systematic investigation of the relationship be-
tween RL training and PRM capabilities. Our findings demonstrate that problem-solving
proficiency and process supervision capabilities represent complementary dimensions of
reasoning that co-evolve synergistically during pure RL training.

Guidelines:

* The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: See in Section 6
Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

* The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

¢ The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

* If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
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judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
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Answer: [NA]
Justification: Not Applicable
Guidelines:

» The answer NA means that the paper does not include theoretical results.

 All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

* Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]
Justification: See in Section 3.1 and Section 4.1
Guidelines:

* The answer NA means that the paper does not include experiments.

* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
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Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [NA]
Justification: Not Applicable
Guidelines:

* The answer NA means that paper does not include experiments requiring code.
* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).
* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]
Justification: See in Section 4.1
Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [NA]
Justification: Not Applicable
Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)
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8.

10.

* The assumptions made should be given (e.g., Normally distributed errors).

e It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

e It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

» For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.
Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]
Justification: See in Section 3.1 and Section 4.1
Guidelines:

* The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines]?

Answer: [Yes]
Justification: The research presented in this paper conforms to the NeurIPS Code of Ethics.
Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).
Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [NA]
Justification: Not Applicable
Guidelines:

* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.
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» The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: Not Applicable
Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: All external assets, including datasets, code libraries, and pre-trained models,
are properly credited in the paper, primarily in the experiments section and the references.

Guidelines:

* The answer NA means that the paper does not use existing assets.

* The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

 If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.
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* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]
Justification: Not Applicable
Guidelines:

* The answer NA means that the paper does not release new assets.

» Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.
Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: Not Applicable
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: Not Applicable
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

Declaration of LLM usage
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Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [Yes]

Justification: We utilized a pre-trained Large Language Model and the model version
explicitly detailed in Section 3.1 and 4.1.

Guidelines:

* The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

¢ Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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