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Abstract

Dialogue state tracking (DST) is evaluated by001
exact matching methods, which rely on large002
amounts of labeled data and ignore semantic003
consistency, leading to over-evaluation. Cur-004
rently, leveraging large language models (LLM)005
in evaluating natural language processing tasks006
has achieved promising results. However, using007
LLM for DST evaluation is still under explored.008
In this paper, we propose a two-dimensional009
zero-shot evaluation method for DST using010
GPT-4, which divides the evaluation into two011
dimensions: accuracy and completeness. Fur-012
thermore, we also design two manual reasoning013
paths in prompting to further improve the accu-014
racy of evaluation. Experimental results show015
that our method achieves better performance016
compared to the baselines, and is consistent017
with traditional exact matching based methods.018

1 Introduction019

Dialogue state tracking (DST) is a key component020

in task-oriented dialogue systems, aiming at track-021

ing all key information during a dialogue. The022

primary metrics of this task include joint goal accu-023

racy and co-reference slot accuracy, which compare024

the predicted state with the ground truth. All of025

these metrics rely on large amounts of annotated026

data. In practice, due to the quick emergence of027

new domains and the high cost associated with the028

data annotation, an evaluation method that does not029

require annotated data is urgently needed for DST.030

Furthermore, there is an inherent flaw in current031

evaluation methods that they compare the predicted032

state with the ground truth in an exact match man-033

ner, leading to over-evaluation problems. DST is034

a task of natural language understanding, so it is035

unreasonable to simply evaluate it by string match.036

The over-evaluation phenomenon is notably preva-037

lent in the MultiWOZ dataset as shown in Table 1.038

In the first example, the model copies the "pizza039

hut fen ditton" from the context, and it is correct.040

Dialogue Turn: [sys] ... [user] I would like a taxi from ...
to pizza hut fen ditton.
Model Output:
taxi-destination: pizza hut fen ditton, ...
Ground Truth:
taxi-destination: pizza hut fenditton, ...

Dialogue Turn: [sys] What is the name of the hotel ...
[user] The gonville. Have you heard of it?
Model Output:
hotel-name: the gonville hotel
Ground Truth:
hotel-name: gonville hotel

Table 1: Two Examples of over-evaluation caused by
exact matching evaluation.

However, it cannot be matched to the annotation. 041

The value in the second example contains an ad- 042

ditional definite article "the", but the meaning is 043

correct. More attention should be paid to develop- 044

ing a more reasonable evaluation method for DST. 045

046

Recently, large language models (LLM) have 047

shown promising performance in evaluating dif- 048

ferent natural language processing tasks(Fu et al., 049

2023; Wang et al., 2023; Kocmi and Federmann, 050

2023; Mahmoudi, 2023; Xu et al., 2023; Liu et al., 051

2023). Evaluating DST models with LLM can not 052

only get rid of the dependence on labeled data but 053

also mitigate the over-evaluation problem. How- 054

ever, most of these research points to the natu- 055

ral language generation (NLG) tasks. Different 056

from NLG, the information extraction (IE) task has 057

stricter restrictions on the expression and the direc- 058

tion of evaluation varies greatly. Leveraging LLMs 059

for evaluating generative IE tasks like DST is still 060

under explored. 061

In this paper, we propose a two-dimensional 062

zero-shot evaluation method for DST, which does 063

not require any annotated data with the help of 064

LLMs’ strong capability of reasoning. Specifi- 065

cally, we first divide the evaluation into two di- 066

mensions: accuracy and completeness, aiming at 067
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System: What can I help you today?
User: I want to book a table for 
Monday lunch. The restaurant should 
be in the center and serves Chinese
food.

Dialogue History

Predicted 
Turn Label

Judgment

Accuracy

Instruction

Reasoning Path

Output Formatting

Completeness

Instruction

Reasoning Path

Schema

Output Formatting

Restaurant-food type: Chinese
Restaurant-area: center

Incorrect domain slot: {}

Missed domain slot: 
{Restaurant-book day: Monday}

Wrong

Figure 1: The framework of our proposed evaluation method for dialogue state tracking.

more fine-grained evaluation. Moreover, we de-068

sign two manually constructed reasoning paths for069

the two prompt templates to help the LLM better070

understand the emphasis of the two dimensions,071

aiming at more accurate evaluation. Experimental072

results show that our proposed evaluation method073

achieves an assessment accuracy of 91% for turn074

state accuracy, which is comparable to the match-075

based method’s 95%, and maintains consistency,076

offering a general zero-shot evaluation scheme for077

dialogue state tracking.078

The contributions of this paper are summarized079

as the following:080

• We propose a two-dimensional zero-shot eval-081

uation method for DST.082

• We design manual reasoning paths for eval-083

uation of both accuracy and completeness to084

further improve the evaluation accuracy.085

• Experimental results show the superiority of086

our proposed method for evaluating the DST087

models’ performance.088

2 Methodology089

In this section, we will describe our two-090

dimensional framework. Figure 1 illustrates the091

whole process of our method. We divide the evalu-092

ation into two dimensions: accuracy and complete-093

ness. Only if the judgment of both dimensions is094

correct, the turn state is considered correct.095

2.1 Accuracy Evaluation 096

For the correctness of the predicted state, the accu- 097

racy is crucial. Once an error occurs, the resulting 098

accumulation of errors can be fatal. We carefully 099

construct a manual prompt template to instruct the 100

LLM to judge whether all {domain-slot, value} 101

pairs in the predicted turn state are accurate. For 102

better judgment, we also manually construct a rea- 103

soning path to help the LLM better understand the 104

key point of the accuracy evaluation. We ask the 105

model to read the predicted turn state one by one 106

and judge the accuracy of each {domain-slot, value} 107

pair by referring to the context. Finally, we also 108

specify the output format of the LLM, which is in 109

JSON format like {"explanation": <the logical pro- 110

gression of reasoning>, "incorrect_domain_slots", 111

<all incorrect domain-slots in the predicted turn 112

state>}. 113

2.2 Completeness Evaluation 114

The completeness of the predicted turn state is an- 115

other important point for its correctness because 116

the turn state should catch all the requirements and 117

confirmation of the user in a dialogue turn. It is a 118

big challenge for the LLM to asses the complete- 119

ness since it requires the LLM to have a deep un- 120

derstanding of the schema and dialogue, and then 121

reason to determine the completeness. The con- 122

structed prompt template for this dimension con- 123

sists of instruction, schema, reasoning path, and 124

the output format. Contrary to the reasoning path 125

designed for accuracy assessment, The reasoning 126

path for evaluating completeness asks the LLM to 127
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first read the turn utterances. Then, when encoun-128

tering a slot value raised or confirmed by the user,129

we instruct the LLM to judge whether it is in the130

predicted turn state. Finally, the LLM is asked to131

give the final result based on the aforementioned132

procedure. The output format for this dimension133

is also set to JSON like in accuracy evaluation.134

Notably, we observe that the LLM occasionally135

appends some domain-slots that have already been136

accounted in the previous turn or even not in the137

schema. To address this, we construct some rules138

to filter out these errors.139

2.3 Result Integration140

After obtaining all missed {domain-slot, value}141

pairs and the incorrect ones within a given turn142

state, it is easy to get the turn state accuracy. If and143

only if both the missed and incorrect {domain-slot,144

value} pairs lists are empty, the turn state is con-145

sidered correct. Note that we further maintain a146

list of correct states to save all {domain-slot, value}147

pairs that have been judged correct, and then if the148

predicted turn state contains {domain-slot, value}149

pairs in this list, it will be treated as incorrect.150

Furthermore, it is also easy to gain the joint goal151

accuracy (JGA) score, which is the the standard152

metric in DST(Wu et al., 2019), because the track-153

ing of dialogue states is an inherently progressive154

process updated via turn states. To gain the JGA155

score, we maintain two lists of already incorrect156

states and already missed states. If and only if both157

of the two lists is empty, then the dialogue state158

is considered correct. At each dialogue turn, we159

use the missed, incorrect, and correct {domain-slot,160

value} pairs to update these two lists.161

3 Experiments162

3.1 Datasets and Metrics163

Datasets We choose the data from SVAG(Gu et al.,164

2024) and EDZ-DA(Gu and Yang, 2024). SVAG165

provides its test results on MultiWOZ(Eric et al.,166

2020). EDZ-DA is a data augmentation method167

for task-oriented dialogue and EDZ-DA provides168

the test results of the augmented SVAG. Since al-169

most all kinds of errors can be found in extreme170

low-resource scenarios, we use their data that the171

model is trained under the data ratio setting of 1%172

to evaluate whether our proposed method can catch173

all these errors. We sample 100 dialogues from the174

test set for evaluation.175

Metrics We adopt the accuracy of Turn State176

Method Accuracy

Direct 78.42

CoT 82.10

Two-dimensional CoT 82.92

Ours 85.66

Table 2: The evaluation accuracy of different methods
based on MultiWOZ 2.4.

Accuracy (TSA) to evaluate the performance of 177

different evaluation methods. We use the test set of 178

MultiWOZ 2.4(Ye et al., 2022) to verify the accu- 179

racy of different evaluation methods. Furthermore, 180

we manually check samples that the evaluation of 181

MultiWOZ2.4 and our method is inconsistent. The 182

reason why we do not evaluate the accuracy of the 183

standard metric for DST, joint goal accuracy (JGA) 184

is that it will lead to evaluation bias since the dia- 185

logue state is a process of continuous update by the 186

turn state, which is a cumulative process in most 187

cases. For example, there is a pair of {domain-slot, 188

value} appearing in the first dialogue turn, and it is 189

not changed in the following dialogue. Then evalu- 190

ation based on JGA will evaluate this {domain-slot, 191

value} pair n times where n is the turns of the dia- 192

logue. If the judgment of this {domain-slot, value} 193

pair is different among different evaluation meth- 194

ods, the evaluation bias occurs. 195

3.2 Experimental Settings 196

We employ the GPT-4 Turbo model available in 197

OpenAI API1 for our method. In terms of the pa- 198

rameter setting, we set the temperature to 0 and 199

top-p to 1. 200

3.3 Baselines 201

We compare our method with the following base- 202

lines: 203

Direct instructs the LLM to directly judge the 204

accuracy of the turn state and give some explana- 205

tion. 206

CoT adds "Let’s think step by step" to the direct 207

prompt. 208

Two-dimensional CoT adds "Let’s think step 209

by step" to both basic prompt for accuracy and 210

completeness evaluation. 211

3.4 Main Result 212

Table 2 shows the evaluation accuracy of differ- 213

ent methods based on the MultiWOZ 2.4 annota- 214

1https://openai.com
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Method Accuracy

Direct 82.79

CoT 86.34

Two-dimensional CoT 87.3

Ours 90.85

RULE-M24 94.81

Table 3: The evaluation accuracy of different methods
by human evaluation. "RULE-M24" means the string-
match-based evaluation according to the MultiWOZ 2.4
annotation

tion. For samples where our method is inconsis-215

tent with the MultiWOZ 2.4 annotation, we do a216

further human evaluation and Table 3 shows the217

results. Our proposed method achieves SOTA per-218

formance among all strong baselines. Compared to219

the CoT method that directly gains the judgment,220

the two-dimensional CoT assessment achieves bet-221

ter evaluation accuracy. Dividing the evaluation222

into accuracy and completeness allows the LLM223

to have different focuses in different dimensions224

and also reduces the difficulty of the task, enabling225

accurate evaluation in each dimension. Compared226

to the Two-dimensional CoT method, our proposed227

method achieves better performance with a great228

margin, which demonstrates the efficiency of the229

manual reasoning path designed by us. The manual230

reasoning path can help the LLM better understand231

the evaluation direction and focus of different di-232

mensions, leading to more accurate evaluation.233

The most crucial function of evaluation meth-234

ods is to be able to distinguish the performance235

differences among different models. Therefore, we236

further evaluate the output of SVAG that has been237

augmented by EDZ-DA. Figure 2 and 3 show the238

TSA and JGA score of different models with dif-239

ferent evaluation methods. Compared to evaluation240

methods based on MultiWOZ 2.1 & 2.4 (RULE-241

M21 and RULE-M24), the results evaluated by our242

proposed method are higher since our method gets243

rid of the over-evaluation problem caused by string-244

match-based method. Additionally, we observe that245

our method can also distinguish the performance246

of different models, and is consistent with previous247

methods. The results further prove the effective-248

ness of our method for evaluating DST models.249

4 Related Work250

The primary evaluation metric for DST is joint251

goal accuracy(Wu et al., 2019). However, this kind252

68

70

72

74

76

78

80

82

84

RULE-M21 RULE-M24 OURS

TU
R

N
 S

TA
TE

 A
C

C
U

R
A

C
Y

EVALUATION METHOD

SVAG SVAG + DA

Figure 2: Turn state accuracy evaluated by different
methods.
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methods.

of methods highly depends on labeled data and 253

ignores the semantic consistency. Currently, LLM- 254

based evaluation methods(Fu et al., 2023; Wang 255

et al., 2023; Kocmi and Federmann, 2023; Mah- 256

moudi, 2023; Xu et al., 2023; Liu et al., 2023) have 257

attracted increasing attention and have achieved 258

promising results. Some of these works explore 259

the potential of LLMs to be an explainable metric. 260

However, most of them focus on NLG. Evaluating 261

generative IE models like DST with LLMs is a 262

direction worth studying. 263

5 Conclusion 264

In this paper, we propose a two-dimensional zero- 265

shot evaluation method for dialogue state tracking 266

using GPT-4. We divide the evaluation into accu- 267

racy and completeness and we design reasoning 268

paths for each dimension to help the LLM better 269

understand the focus and direction of different di- 270

mensions. Experimental results illustrate the supe- 271

riority of our proposed method. 272

In future work, we will adopt more prompting 273

techniques to further improve the accuracy of eval- 274

uation. 275
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Limitations276

In this section, we discuss several limitations of our277

proposed LLM-based evaluation method for DST.278

First, it is interesting to adopt diverse prompting279

techniques to further improve the evaluation accu-280

racy. Second, the prompt template in our paper is281

manually constructed. Future work can look into282

automatically constructing the template. Finally,283

using a smaller LLM like LLaMA(Touvron et al.,284

2023) as the backbone model can be further studied.285

With such a smaller and open-source model, we can286

also fine-tune it to further investigate the efficiency287

of a fine-tuned model for DST evaluation.288

Ethical Considerations289

We conduct our experiments upon GPT-4, which290

is a generative model. So, we carefully check the291

output. We do not find any harmful information.292

Furthermore, the dataset we used in this paper is293

open source. In summary, there are no direct ethical294

concerns in our study.295
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A Appendix: Case Study376

In this section, we give some example output of377

our proposed evaluation method. Table 4 shows378

two examples that the evaluation results are incon-379

sistent with the MultiWOZ 2.4 annotation but are380

the same as human evaluation. In the first example,381

our method can evaluate the output from the per-382

spective of natural language understanding (NLU),383

ignoring the influence of definite articles, and fi-384

nally give the accurate evaluation. In the second385

example, the user accepts the system’s recommen-386

dation, so the ground truth state should include387

"attraction-name: all saints church", but the anno-388

tation of MultiWOZ 2.4 misses it. Besides, our389

proposed method catches the missing information390

and gives the correct evaluation. After observing391

the entire dataset, most of the places that the user392

confirms are correctly labeled. So, there is still393

some inconsistency in annotation. For data anno-394

tated by multiple annotators, consistency is diffi-395

cult to effectively guarantee. Therefore, how to use396

large language models for consistent labeling and397

evaluation will be a direction worth studying.398

Furthermore, we also give three examples that399

the evaluation of our method are inconsistent with400

human evaluation as shown in Table 5. In the first401

example, the LLM considers that the exact time402

for the Taxi should be "after 17:15", which is cor-403

rect according to the context. However, it is not404

consistent with the settings in MultiWOZ. Addi-405

tionally, in the second example, the user exactly406

expressed that he/she need a "0 star" hotel and the407

DST model has caught it. The LLM evaluates it408

as incorrect since a 0 star hotel is not possible in409

practice. Both the above cases show that the LLM410

has its own set of strict evaluation rules based on411

conversational understanding and common sense412

knowledge. However, sometimes it is excessive.413

Future work can look into further improving the414

prompt template to help the LLM better understand415

the judgment criteria of a specific system such as416

MultiWOZ. In the last example, the LLM judges417

"restaurant-pricerange: high" is accurate, but ig-418

nores that the value of "pricerange" should be in419

{"cheap", "moderate", "expensive"}, which is spec-420

ified in the schema. In future work, to avoid this421

kind of error, we can add more constraints to the422

prompt.423

Dialogue history: None
Current Turn Utterances: [sys] ... [user] I need info
about the slug and lettuce restaurant.
Model output: restaurant-name: slug and lettuce
MultiWOZ 2.4 Annotation: restaurant-name: the slug
and lettuce
MultiWOZ 2.4 Evaluation: Incorrect
Evaluation of ours: Correct
Human Evaluation: Correct
Evaluation Explanation of ours: The user has mentioned
‘slug and lettuce restaurant’ which indicates they are look-
ing for information about a specific restaurant named Slug
and Lettuce. The ‘restaurant-name’ slot has been correctly
identified with the value ‘slug and lettuce’. There is no in-
dication in the user’s request that the information provided
in the ‘State of this turn’ is incorrect.

Dialogue history: [sys] booking is successful. ... [user]
Can you suggest any places to go in town? ... [user] How
about architecture? I will need the entrance fee, phone
number, and postcode.
Current Turn Utterances: [sys] I would recommend all
saints church. The entrance fee is free, the postcode is
cb58bs, and the phone number is 01223452587. [user]
Great. That is all the info I needed today.
Model output: None
MultiWOZ 2.4 Annotation: None
MultiWOZ 2.4 Evaluation: Correct
Evaluation of ours: Incorrect
Human Evaluation: Incorrect
Evaluation Explanation of ours: In the current turn, the
agent provides a recommendation for an attraction, which
is All Saints Church. The agent also provides the entrance
fee, postcode, and phone number for the attraction. Since
the user confirms that this is all the information needed,
it is implied that the user accepts the recommendation.
Therefore, the turn state should include the details of the
recommendation. ...

Table 4: Two examples that the evaluation results of
ours are coherent to the human evaluation but different
from the MultiWOZ 2.4 annotation.

B Appendix: Prompt Template 424

In this section, we introduce the prompt templates 425

we designed in our paper, which are shown in Table 426

6 and 7. 427
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Dialogue history: ... [user] I would like a taxi from saint john s college to pizza hut fen ditton.
Current Turn Utterances: [sys] What time do you want to leave and what time do you want to arrive by? [user] I want to
leave after 17:15.
Model output: Taxi-leaveat: 17:15
MultiWOZ 2.4 Annotation: Taxi-leaveat: 17:15
MultiWOZ 2.4 Evaluation: Correct
Evaluation of ours: Incorrect
Human Evaluation: Correct
Evaluation Explanation of ours: The user has specified that they want to leave ‘after 17:15’. The state captures the time
as ‘17:15’, which is not entirely accurate because ‘after 17:15’ implies any time that is later than 17:15, not exactly at
17:15. Therefore, the value should reflect that the departure time is not strictly 17:15 but some time after that.

Dialogue history: ... [sys] Certainly, what sort of hotel did you have in mind. [user] I would kile a hotel in the moderate
price range with free wifi.
Current Turn Utterances: [sys] I have 17 hotels that fit those criteria, is there a particular area or type of accommodation
you would prefer? [user] What have you got with 0 stars?
Model output: hotel-stars: 0
MultiWOZ 2.4 Annotation: hotel-stars: 0
MultiWOZ 2.4 Evaluation: Correct
Evaluation of ours: Incorrect
Human Evaluation: Correct
Evaluation Explanation of ours: The user asked for hotels with ‘0 stars’, which is an unusual request as hotel star ratings
typically start at 1 star. ... Since the user’s intent is not entirely clear and could be interpreted in different ways, it is
difficult to definitively categorize the ‘0 stars’ request as correct or incorrect without further clarification from the user.

Dialogue history: None
Current Turn Utterances: [sys] ... [user] I am looking for a high end indian restaurant, are there any in town ?
Model output: restaurant-pricerange: high, restaurant-food: indian
MultiWOZ 2.4 Annotation: restaurant-pricerange: high, restaurant-food: indian, restaurant-area: dontcare
MultiWOZ 2.4 Evaluation: Incorrect
Evaluation of ours: Correct
Human Evaluation: Incorrect
Evaluation Explanation of ours: The user has asked about high-end Indian restaurants in town. The ‘restaurant-
pricerange’ has been correctly identified as ‘high’ and the ‘restaurant-food’ as ‘Indian’. ... The ‘area’ slot has not
been specified in the state of this turn, but since the user has not mentioned a specific area within the town, it should
not be considered a missed domain-slot. ... Therefore, the state of this turn is complete as it captures all the relevant
domain-slot-value pairs mentioned by the user in the current turn.

Table 5: Three examples that the evaluation results are different between ours and the MultiWOZ 2.4 annotation.
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Prompt Template for Accuracy Evaluation:
# Dialogue History:

{The dialogue history}
# Current Turn:
{

"Agent": {system},
"User": {user},
"State of this turn": {turn_label}

}
# Instruction:
Your task is to evaluate all the domain-slot, value pairs in "State of this turn". The turn state is
used to represent the user’s requirements and confirmation. Note that domain information is just
generic information. Constraints are determined by the slot, not the domain. Capitalization and the
completeness is not a consideration.
For each domain-slot, value pair, you should carefully assess whether the domain-slot, value pair is
correct or not according to the current turn utterances and the history and gives some explanation.

You should evaluate them one by one and finally output all the incorrect domain-slot, value, pairs.
# Output Format:
Please output your analysis in JSON format as follows:
{

"explanation": <a belief explanation of your judgement>,
// incorrect domain-slot, value pairs in "State of this turn". Note that only domain-slot, value pairs

in "State of this turn" should be evaluated.
"incorrect_domain_slot": {"domain-slot1": <value1>, ...}

}

Table 6: The prompt template for evaluating accuracy. Words in blue are the manually constructed reasoning path.
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Prompt Template for Completeness Evaluation:
# Dialogue History:

{The dialogue history}
# Current Turn:
{

"Agent": {system},
"User": {user},
"State of this turn": {turn_label}

}
Your task is to assess the completeness of the state of the current turn. The turn state is represented by
a set of domain-slot, value pairs that represent only the state mentioned in the current turn utterances
between the agent and the user, without considering the entire dialogue history.
For completeness, you must determine if all relevant domain-slot-value pairs in the turn utterances
have been captured in the turn state. Only domain-slot, value pairs that are new or have been updated
in the current turn should be included. If a domain-slot-value pair has been mentioned previously in
the dialogue and has not changed, it should not be considered a missed domain-slot.
When the agent provides a recommendation and the user either confirms acceptance or requests
more information, the user is considered to have accepted the recommendation. In this case, the
turn state should include the details of the recommendation. However, information that the user has
requested should not be included in the turn state, as the agent is expected to provide these details in
the subsequent turn.If user express that he/she does not care about some domain-slot, the state should
contain these domain-slots with the value "dontcare". Note that domain-slot that should be added but
are not provided in the dialogue should not be considered as missed domain-slots.
There are five domains that the AI agent supported, and their slots are listed in the following:
1. Hotel: {area, type, internet, parking, name, book day, price range, stars, book stay, book people}
...
5. Train: {book people, day, departure, destination, leave at}

Categorical slots and their possible values:
1. Area: centre, east, south, west, north
...
10. Arrive by & leave at: time in forms of “xx:xx” such as “13:00”

Remember that domain-slot, value pairs mentioned in the dialogue history but not changed in the
current turn should not be considered while evaluating.

While evaluating, you should follow the following process: You should carefully read the turn
utterances, while encountering a slot value, you should first read the history and determine whether it
is already mentioned. If it has been mentioned, then determine whether it is updated in the current
turn. Finally, if it is a domain-slot that should be tracked in the current turn, you should read the "state
of this turn" and judge if it is missed or not.
# Output Format:
Please output your analysis in JSON format as follows:
{

"explanation": <the process of your step by step thinking>,
// missed domain-slot, value pairs in "State of this turn". Note that domain-slot, value pairs not

mentioned in the current turn utterances should not be considered and those value has not been
expressed should not be included either.

"missed_domain_slot": {"domain-slot1": <its corresponding value>, ...}
}

Table 7: The prompt template for evaluating completeness. Words in blue are the manually constructed reasoning
path.
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