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Abstract

The 2-Wasserstein distance is sensitive to mi-
nor geometric differences between distributions,
making it a very powerful dissimilarity metric.
However, due to this sensitivity, a small outlier
mass can also cause a significant increase in the
2-Wasserstein distance between two similar dis-
tributions. Similarly, sampling discrepancy can
cause the empirical 2-Wasserstein distance on n
samples in R? to converge to the true distance at
arate of n~1/4, which is significantly slower than
the rate of n~ /2 for 1-Wasserstein distance. We
introduce a new family of distances parameterized
by k£ > 0, called k-RPW that is based on comput-
ing the partial 2-Wasserstein distance. We show
that (1) k-RPW satisfies the metric properties, (2)
k-RPW is robust to small outlier mass while re-
taining the sensitivity of 2-Wasserstein distance
to minor geometric differences, and (3) when &
is a constant, k-RPW distance between empiri-
cal distributions on n samples in R? converges
to the true distance at a rate of n~1/3, which
is faster than the convergence rate of n~'/4 for
the 2-Wasserstein distance. Using the partial p-
Wasserstein distance, we extend our distance to
any p € [1, c0]. By setting parameters k or p ap-
propriately, we can reduce our distance to the total
variation, p-Wasserstein, and the Lévy-Prokhorov
distances. Experiments show that our distance
function achieves higher accuracy in compari-
son to the 1-Wasserstein, 2-Wasserstein, and TV
distances for image retrieval tasks on noisy real-
world data sets.

1. Introduction

Given two probability distributions y and v with supports
A and B, let, for any (a,b) € A x B, d(a,b) be the cost
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of moving a unit mass from a to b. A transport plan -y is a
coupling of i and v, i.e., a joint distribution over the support
A x B whose first and second marginals are ¢ and v. For
p > 1, consider the case where the support of 1 and v lie in
a metric space (X, ¢) with a unit diameter, i.e., ¢(a,b) <1
for any pair (a,b) € X x X and the cost of moving unit
mass from a to b is given by d(a,b) = ¢(a,b)P. For any
transport plan y between p and v, the cost of v is defined as

wp(y) = (/xm c(z,y)? dv(w7y))1/p~

Let v* be a minimum-cost transport plan between p and v.
Then, the p-Wasserstein distance between p and v is defined

as Wy (u, v) == wp(v*).

The p-Wasserstein distance is a powerful metric for mea-
suring similarities between probability distributions. Due
to its numerous mathematical properties, the p-Wasserstein
distance has found diverse applications including in ma-
chine learning (Chang et al., 2023; Chuang et al., 2022;
Mohajerin Esfahani & Kuhn, 2018; Janati et al., 2019; Luise
et al., 2018; Oquab et al., 2023; Vincent-Cuaz et al., 2021),
computer vision (Backurs et al., 2020; Gupta et al., 2010;
Lai et al., 2022), and natural language processing (Alvarez-
Melis & Jaakkola, 2018; Huang et al., 2016; Yurochkin
et al., 2019). One can estimate the p-Wasserstein distance
between two unknown distributions y and v by simply tak-
ing n samples from each p and v and then computing the
p-Wasserstein distance between the discrete distributions
over these samples (each sample point is assigned a mass of
1/n). For p € [1,00), it is well-known that as n — oo, this
empirical p-Wasserstein distance converges to the true p-
Wasserstein distance. Due to this law of weak convergence,
the p-Wasserstein distance is used as a loss function in train-
ing generative models (Arjovsky et al., 2017; Genevay et al.,
2018; Salimans et al., 2018).

The p-Wasserstein distance is sensitive to geometric dissimi-
larities between the distributions. Consider two distributions
pand v = (1 — §)u + 6/ that differ only by a mass of 4.
The p-Wasserstein distance between  and v can be as high
as 8'/PW,(u,v'). Thus, as p increases, the W), (y, v) in-
creases by a rate of §'/7, making W, more sensitive to such
differences for larger values of p. The higher sensitivity
of p-Wasserstein distance for p > 1 makes it an attractive
choice as a dissimilarity metric between distributions. Con-
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sequently, it can be used in clustering (El Malki et al., 2020;
Zhuang et al., 2022) and barycenter computation (Claici
et al., 2018; Cuturi & Doucet, 2014; Vaskevicius & Chizat,
2023).

The higher sensitivity of p-Wasserstein distance for larger
values of p also makes it susceptible to noise of two
types: outliers and sampling discrepancy. Consider p and
v = 0.99u + 0.01" and W, (u,v’) = 1, i.e., we add an
outlier mass of 6 = 0.01 that is placed at a distance 1 from
w. In this case, p and v differ in only 1% of mass and
yet, the distance between p and v is 0.1 when p = 2, 0.21
when p = 3, and 1 when p = oco. Thus, for p > 2, out-
liers can disproportionately increase the distance between
distributions.

Similar to outliers, sampling discrepancies in empirical dis-
tributions can also contribute disproportionately to the over-
all p-Wasserstein distance. As a result, in 2-dimensions, the
convergence rate of the empirical p-Wasserstein distance to
the true distance drops to n~ /2P and for p = 0o, the empiri-
cal distance does not even converge to the real one (Fournier
& Guillin, 2015). To understand this phenomenon better,
consider p = 2 and a discrete distribution y having two
points a and b in its support, each assigned a probability
mass of 1/2. Let ¢(a,b) = 1. Consider now two sets X
and Y of n samples drawn from p and let px (resp. py)
be the discrete distributions with points of X (resp. Y) as
the support and a mass of 1/n at each point in the support.
Note that E[|ux (a) — py (a)]] = ©(1/+4/n) and therefore,
Wa(px, py) = n~ 4 and W, (ux, py) ~ n~'/?P. Thus,
the rate of convergence for p > 2 is slower than for the
case with p = 1. Therefore, one needs significantly more
samples to get an accurate estimate of the true 2-Wasserstein
distance. This restricts the use of 2-Wasserstein distance
(and also other higher values of p) as a loss function in
learning tasks.

One way to overcome the impact of noise from outliers or
sampling discrepancy is by using the partial p-Wasserstein
distance. For a-partial p-Wasserstein distance, one wishes
to compute the cheapest cost of a transport plan that trans-
ports o mass between distributions x and v. Such transport
plan is referred to as a-optimal partial transport plan (or
simply a-partial OT plan). Given two distributions ; and
7 = (1 — §)v + 6v/, and under reasonable assumptions on
the outlier distribution v/, one can show that the transport
plan associated with a (1 — ¢)-partial p-Wasserstein distance
will transport mass only from the inliers. This observation
was used to eliminate the impact of outliers in two distri-
butions and applied to many ML tasks (Choi et al., 2024;
Le et al., 2021; Nietert et al., 2023). Most of these appli-
cations assume that the value of J is given; see (Caffarelli
& McCann, 2010; Chapel et al., 2020; Figalli, 2010; Ni-
etert et al., 2022). Recently, Phatak et al. (2022) introduced

the idea of OT-profile, which is a function that maps any
a € [0, 1] to the a-partial p-Wasserstein distance between
w1 and v. They showed that this function is a non-decreasing
function', which can be used to also identify the value of §.
All existing works that use partial p-Wasserstein distance to
identify outliers are described for pairs of distribution. It is
not clear how one can apply this distance on a set containing
noisy distributions.

Additionally, there are two major drawbacks of using (1—4¢)-
partial p-Wasserstein distance as a dissimilarity measure on
sets of probability distributions.

* The (1 — §)-partial p-Wasserstein distance does not
satisfy the triangle inequality, and

* For two distributions p and v that differ by a mass less
than §, the (1 — §)-partial p-Wasserstein distance will
be 0, i.e., this cost is not sensitive to minor geometric
differences in distributions.

In another line of work, given a parameter A > 0, Mukher-
jee et al. (2021) presented a robust distance called the
A-ROBOT, which is simply the p-Wasserstein cost be-
tween u and v under the truncated ground distance met-
ric cy(a,b) = min{c(a,b),2\} 2. Although \-ROBOT
is a metric, it remains sensitive to outliers and sampling
discrepancies. For instance, similar to the p-Wasserstein dis-
tance, a mass of § can disproportionately increase A-ROBOT
by 2A\8'/P. Also, the convergence rate of the empirical \-
ROBOT to the true A-ROBOT in two-dimensional space
would be 2\n~1/27,

An important open question is the following:

Can we design a new metric that, for p > 1, retains the
sensitivity of p-Wasserstein distance to minor geometric
differences in the distributions, but is robust to noise?

Our Results: For any £ > 0, we introduce a partial p-
Wasserstein distance-based metric called (p, k)-RPW and
we denote it by IT, (-, -). Our distance is simply the small-
est € such that the (1 — €)-partial p-Wasserstein distance is
at most ke.

Our distance combines the total variation distance with the
p-Wasserstein distance. Recollect that the total variation
distance between p and v is the mass that remains after all

!Their function maps « to the pth power of the a-partial p-
Wasserstein distance. In this paper, however, we assume that the
function maps o to the partial p-Wasserstein distance and not its
pt" power.

2Originally, Mukherjee et al. (2021) presented A-ROBOT as
the 1-Wasserstein distance between p and v under ¢ (-, -). For
any p > 1, one can extend their distance by computing the p-
Wasserstein distance under ¢ (-, -).
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Figure 1. Interpretations of different distance functions.

the co-located mass is transported. In Figure 1 (ii), the mass
inside the green region represents the TV distance between
two distributions. The p-Wasserstein distance measures
the cost of the cheapest transport plan that leaves no mass
behind. In Figure 1 (iii), the cost of moving all the mass
from the red region to the blue region represents the p-
Wasserstein distance. Our distance balances the two, i.e.,
we find an € such that a transport plan that leaves € mass
behind has a cost of ke. In Figure 1 (iv), our distance
balances the cost of moving mass from the red region to
the blue region with the mass remaining inside the green
region. The robustness of our distance follows from the
observation that noisy mass will be part of the green region
(i.e., mass that is not transported) and therefore, cannot
contribute disproportionately to the cost. We establish the
following properties for our distance function:

* Metric Property: For any choice of p > 1 and k& > 0,
the distance (p, k)-RPW is a metric. Unlike the (1 —9)-
partial p-Wasserstein distance, our distance function
satisfies the triangle inequality. Furthermore, unlike
the (1 — §)-partial p-Wasserstein distance, where two
distributions p and v can have a cost of 0 even if they
differ by a mass of ¢, for any two distributions x and v
with p # v, IT, (1, v) > 0. See Theorem 2.1.

* Robust to Outliers: Given two distributions p and v,
adding a mass of ¢ to v will change IT,, (i, v) by at
most 6. In other words, an outlier mass of § = 0.01
cannot increase the IT,, ;. (11, ) by more than 0.01. Rec-
ollect that this can be as high as 0.1 for 2-Wasserstein
distance and 0.21 for 3-Wasserstein distance. See The-
orem 3.1.

* Robust to Sampling Discrepancy: In 2 dimensions, the
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Figure 2. Interpretation of distances based on the OT-profile.

(p, 1)-RPW between empirical distributions converges
to the true (p, 1)-RPW distance at a rate of n~ 2. In
contrast, the rate of convergence of the 2-Wasserstein
and the A-ROBOT distances are n~1/2? and 2\n~1/2P,
respectively. Note that, for p = oo, our distance con-
verges at the rate of n~'/% whereas the co-Wasserstein
distance does not converge. Our results extend to any
dimension. For d > 2 and p > %, we show that the
convergence rate of the empirical (p, 1)-RPW is signif-
icantly faster than that of the p-Wasserstein distance.
See Theorem 3.7.

Alternatively, in Figure 2, suppose point (z*, y*) is the in-
tersection point of the line y = k(1 — x) with the OT-profile.
Then, our distance is simply (1 — z*). Note that when
k = 0, our distance becomes the total variation distance.
When we set k to be sufficiently large, our distance be-
comes W, (u, v)/k. In this sense, our distance interpolates
between the total variation distance and the p-Wasserstein
distance. By choosing the parameters k or p correctly, we
can reduce our distance to several well-known distances.

* Relation to Lévy-Prokhorov distance: (0o,1)-RPW
between any two distributions p and v is equal to their
Lévy-Prokhorov distance. See Lemma 4.1.

* Relation to total variation distance: For any p > 1,
(p, 0)-RPW between any two distributions p and v is
equal to the total variation distance between y and v.
See Lemma 4.2.

* Relation to p-Wasserstein distance: For any p > 1, as
k — oo, k x II, (1, v) approaches the p-Wasserstein
distance. See Lemma 4.3.

In our experiments, we use our distance from a query image
to rank images in a database of noisy images. Using this, we
identify the top ten images in our database that are similar to
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the query. For the MNIST, CIFAR-10, and COREL datasets,
our distance produces a higher accuracy in comparison to
the accuracy produced by the 1-Wasserstein, 2-Wasserstein,
and the TV distances.

1.1. Notations.

For any distribution p defined over a compact set X,
let M(p) := [, du(z) denote the total mass of p.
For a metric space (X,c¢), define the diameter of X’ as
max(q,p)ex xx ¢(a,b). For any pair of distributions x and
v defined over (X, ¢) and parameters p > 1 and « € [0, 1],
let W, o (1, v) denote the a-partial p-Wasserstein distance
between p and v.

2. Robust Partial p-Wasserstein Metric

Given two probability distributions x and v defined over a
metric space (X, ¢) with a unit diameter and any parameters
p > 1 and k > 0, we define the (p, k)-Robust Partial p-
Wasserstein distance or simply (p, k)-RPW between p and
v, denoted by II, 1 (1, v), to be the minimum value € > 0
such that the (1 — ¢)-partial p-Wasserstein distance between
w1 and v is at most ke; more precisely,

HPJC(Mv V) = inf{s >0 | WPJ—E(:uv V) < k‘g} ()

Alternatively, let P = (z*,y*) be the intersection point
of the OT-profile curve with the line y = k(1 — x). Then,
(p, k)-RPW between p and v would be IT, 1, (11, v) = 1 —2*.

We show that (p, k)-RPW distance satisfies all the metric
properties. The triangle inequality is the only property for
which the proof is non-trivial. We provide a sketch of the
proof below; see Appendix A.1 for details.

For any three probability distributions p, v, and &, suppose
IT, (1, k) = €1 and II, (k,v) = ea. Let 1 denote a
(1 — &1)-partial OT plan from p to x and 2 be a (1 — &3)-
partial OT plan from & to v. In Figure 3, the blobs in the
left, middle, and right show the distributions pu, , and v,
respectively, and the blue (resp. red) arrows correspond
to the transport plan v (resp. 72). Let k1 (resp. ko) be
the mass of x that is transported from p (resp. to v) by v,
(resp. 7v2) (shown in Figure 3 by the blue (resp. red) region
inside the distribution x). Define k. to be the distribution
of mass of x that is common to both x; and x2 (the purple
region inside the distribution « in Figure 3). Note that the
total mass of x; that is not transported by - is at most €2;
therefore,

M(Hc) 2M(K1)*€2:1*€1762. (2)

Define p. (resp. 1) to be the distribution whose mass is
transported to (resp. from) «. in y; (resp. 72). In Figure 3,
the distribution . (resp. v,) is depicted by the purple region

Figure 3. The triangle inequality of the RPW distance function.

inside distribution y (resp. v). From Equation (2),
M(pe) = M(ve) = M(ke) 21 —e1—e2 (3)
Therefore, we have

Wpi—ei—e, (M7 V) <
S Wp(uC7 K‘C) + Wp('k‘-/c7 VC)
< k(e +e2). @

The second inequality follows from the triangle inequality
of p-Wasserstein distances and the third inequality follows
from the definition of our distance. Furthermore, since
IT,, 1. (1, v) is the minimum e with W, 1 _. (i, v) < ke, from
Equation (4), IT,, 1 (14, V) < €1 + €2, as desired.

Theorem 2.1. Given a metric space (X, c) with a unit diam-
eter and any parameters p > 1 and k > 0, the (p, k)-RPW
distance function I1,, (-, -) for all probability distributions
defined over (X, ¢) is a metric.

The following lemma highlights a useful feature of our
metric, which is used in deriving its important properties.

Lemma 2.2. Given two probability distributions p and v
defined over a metric space (X, ¢) with a unit diameter and
parameters p > 1 and k > 0, suppose Wy 1_o(1t,v) =
kB for some o, 3 > 0. Then, 11, (1, v) < max{a, 5}
Furthermore, if k # 0, then I1, (1, v) < min{e, 5}.

3. Robustness Properties

In Section 3.1, we show that an outlier mass of § cannot
increase the RPW distance by more than 4, i.e., the RPW
distance is robust to outliers. In Section 3.2, we show that
the rate of convergence of the empirical RPW distance to the
real RPW distance is asymptotically smaller than the rate
of convergence for p-Wasserstein distance. Thus, we show
that the RPW distance is more robust to outliers as well as
sampling discrepancies than the p-Wasserstein distance.

3.1. Robustness to Outlier Noise

Foré € (0,1),let 7 := (1—6)v+Iv/ be a noisy distribution
obtained from v contaminated with § mass from a noise
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distribution +’. In Theorem 3.1, we show that by distorting
the noise distribution v/, an adversary cannot arbitrarily
change the (p, k)-RPW distance between p and .

Theorem 3.1. For any probability distributions ., v, and
V' defined over a metric space (X, ¢) with a unit diameter
and parameters p > 1,k > 0, and 6 € (0,1), let v =
(1 =906)v+ V. Then,

Iy (g, v) = 6 < Tp g (p, ) < (1= 6)Ip g (2, v) + 6.
For a distribution p and a noisy distribution z that differs
from p by only a § fraction of mass (i.e., || — &||7v = 9),
consider the following assumption:

(A1) The (1 — 10) partlal p-Wasserstein distance between
p and fi is at least 5 W), (u, f2).

Assuming (A1), in the following lemma, we show that the
(p, k)-RPW distance between  and [i is proportionate to
min {5, %W]g(,u7 /1)}

Lemma 3.2. For a probability distribution y defined over
a metric space (X, c) with a unit diameter and 6 > 0, let
ii be a probability distribution that differs from p by a §
fraction of mass satisfying assumption (Al). Then, for any
parameters p > 1 and k > 0,

t400) = © (min {6, Wyl )} )

Intuitively, if i is only slightly different from g, i.e.,
W (1, 1) < k4, then the sensitivity of our metric would be
similar to that of the p-Wasserstein distance. On the other
hand, if fi is far from p (i.e., the J fraction of the mass of
[ that is different from p is an outlier noise and dispro-
portionately increases the p-Wasserstein distance), then the
sensitivity of (p, k)-RPW is bounded by 4.

3.2. Robustness to Sampling Discrepancies.

Next, we show that in the 2-dimensional Euclidean space,
the rate of convergence of the empirical (p, 1)-RPW to the
true distance is O(n~ - -2 ), which is significantly faster
than the convergence rate of ON(nfﬁ) of the empirical p-
Wasserstein distance (Fournier & Guillin, 2015)3. In par-
ticular, for p = oo, the convergence rate of our metric is
O(n*% ), whereas the empirical p-Wasserstein distance does
not converge to the true distance. For simplicity in presenta-
tion, we restrict our analysis to p = 2. Our bounds for any
p > land d > 2 are stated in Theorem 3.7, whose proof is
provided in Appendix A.2.

Lemma 3.3. For any two probability distributions p and
v defined over a metric space with a unit diameter, sup-
pose Ly, and v, are two empirical distributions of 1 and v,

30() hides poly(log n) from the convergence rate.

respectively. Then, with a high probability,

To,1 (1, ) — Ho 1 (ftn, vn)| = O(n”39).

Note that for any pair of distributions p and v and their
empirical distributions p,, and v,,, by the triangle inequality,

[Tla 1 (1, v)

Therefore, to prove Lemma 3.3, we bound (2, 1)-RPW of
any distribution g to its empirical distribution u,, in the
following lemma.

—IIp 1 (pn, )| < Tpq(p, pn) + o1 (v, 1).

Lemma 3.4. Given a continuous probability distribution
W in the 2-dimensional Euclidean space and an empirical
distribution iy, of pt, a1 (1, pin) = O(n=3) with a high
probability.

We begin by defining a set of notations that assist in proving
Lemma 3.4. Let G be a grid with cell side length n~ inside
the unit square. For any cell O € G, let u(OJ) denote the
mass of p inside [1. Define the excess mass of a cell [ as
Exc,(0) := max{0, u(0) — 1, (O)} and the excess of the
grid G, denoted by Exc,,(G), as the total excess of all cells
of G, ie., Exc,(G) := ) g Exc, (). When p is clear
from context, we simplify notation and denote the excess of

G by Exc(G).

Lemma 3.5. For any distribution . inside the unit square,
an empirical distribution p, of X and a grid G with cell side
length n=%, Exc,(G) = O(n®=2) with a high probability.

To better explain our proof for Lemma 3.4, we first present a
weaker bound of O(n ™10 10 ). In Append1x A.2.2, we improve

our analysis and obtain a rate of O(n ™3 ).

A weaker bound for Lemma 3.4. In the following, we con-
struct a transport plan -y that transports all except O(n’ %)
mass with a cost of O(n~10). Having computed such
transport plan, we then use Lemma 2.2 to conclude that
IL, (11, v) = O(n~10). The details are provided next.

Deﬁne Gy (resp. Go) to be a grid with cell side length
O( 1) (resp. O(n=°2)) for oy = 35 (resp. ag =
5) The grids G; and Gs are constructed in a way that
their boundaries are aligned with each other. Let ; be
a partial transport plan that arbitrarily transports, for any
cell O € Gy, a mass of min{u(0O), u,(O)} from w, to
w. Define p' (resp. pl) to be the distribution of mass
of u (resp. py,) that is not transported by ~;. Let v5 be
a transport plan that transports, for any cell [ € G, a
mass of min{x*(0), pl (O)} from pl to u'. Define v =
Y1 + 72. This completes the construction of 4. In the
appendix, instead of two grids, we consider O(loglogn)
grids and obtain the bound claimed in Lemma 3.4.

The transport plan ~ transports as much mass as possible
inside each cell of Gy; therefore, the total mass that is not
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Figure 4. (a) A distribution p (shaded gray area) and an empirical
distribution g, (red dots), (b) 1 transports as much mass as possi-
ble inside each cell of G1, (c) for the remaining mass, 2 transports
as much remaining mass as possible inside the cells of G2, and (d)
the transport plan -, which is the sum of v; and 2.

transported by +y is equal to the excess of the grid G2, which
from Lemma 3.5 is

o\w

1= M(7) = Exc(dz) = O(n*"%) = O(n~10). (5
Next, we show that the cost wo () of the transport plan ~ is
O(n_l) Recall that v = 77 + 2. In our analysis, we first
show that w2(v1) = O(n~5) and then show that w2(y2) =
O(n~ 5) Using these two bounds, we then conclude that

w2(y) = O(n~3), or equivalently, wy(y) = O(n"10).
Since ~y; transports mass between points inside the same
cell of Gy, all mass transportation in «; has a squared cost
of O(n=21) = O(n=%) and w2(v;) = O(n~3%). Fur-
thermore, by Lemma 3.5, with a hlgh probabﬂlty, the total
mass of u! is M(u') = O(n®~32) = O(n 5). Since the
transport plan 7, transports at most M (') mass, each at a
squared cost of O(n=22) = O(n~3),

w3(12) = O(M(u") x n>%2) = O(n™3).

As aresult, the cost of 7 is

o\w

wa(y) = \Jwi(n) +wi(r2) = O(n~ ™). (6)
Note that v, is a transport plan that transports all except

o = O(n~10) mass (Equation (5)) and has cost O(n~10)

(Equation (6)). Hence,

Wai—a (s tn) < wa(y) = O(n~10).

Plugging into Lemma 2.2, Ty 1 (g1, i) = O(n~10).

In the appendix, we use an identical approach to obtain
the rate of convergence for any dimension d > 1 and any
parameter p > 1. The following lemma summarizes the
results.

Lemma 3.6. Given a continuous probability distribution 1
in the d-dimensional Euclidean space, an empirical distri-
bution p,, of u, and parameters p > 1 and k > 0 constant,
with a high probability,

O(n‘é), P
O(n~w@rr=a), p

prk(:uv ,LLTL) = {

AVARIVAN
N\Q. lO\R.

For any pair of distributions p and v and their empirical
distributions yu,, and v,,, by the triangle inequality,

|Hp,k(:uv V) - Hp,k(un’ Vn)| < Hp,k(u7 :un) + Hp,k(y7 Vﬂ)'

Combined with Lemma 3.6, we get the following corollary.

Theorem 3.7. For two probability distributions p and v
defined over a metric space (X,c) with a unit diameter,
suppose [i,, and vy, are two empirical distributions of p and
v, respectively. Then, for any p > 1 and k > 0 constant,
with a high probability,

O(n~1), p
p

Tk (11, ) =M i (i, 1) | = {O(n;a(dfé)—d),

AVARVAN
STENNIES

Extension to arbitrary diameter. We can extend our dis-
tance and its properties to the case where the diameter of
the support is bounded by any A > 0 as follows. Define
(p, k)-RPW between distributions p and v to be the mini-
mum value € > 0 such that W, 1_.(u,v) < kAe. In this
case, the metric property (Theorem 2.1) and the robustness
to outliers (Theorem 3.1) holds without any changes, and
given that the diameter A is a constant, our bounds for the
convergence rate of the empirical (p, k)-RPW also holds as
stated in Theorem 3.7.

4. Relation to Other Distances

In this section, we discuss the relation of the (p, k)-RPW
metric with three other well-known distance functions,
namely (i) Lévy-Prokhorov distance, (ii) total variation,
and (iii) p-Wasserstein distance. In particular, we first show
that the (0o, 1)-RPW is the same as the Lévy-Prokhorov
distance. We next show that for any p > 1, the (p, k)-RPW
metric is an interpolation between total variation and the p-
Wasserstein distance. More precisely, IL, o(-, -) is the same
as the total variation distance, and for large values of k, the
(p, k)-RPW will be close to £ W (-, ).
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Lévy-Prokhorov distance. For any two distributions z
and v defined over a set X in the d-dimensional Euclidean
space, let (u, v) denote the Lévy-Prokhorov distance of p
and v. In the following lemma, we show that the (oo, 1)-
RPW metric is equal to the Lévy-Prokhorov distance. The
proof of this lemma, which is provided in Appendix A.3, is
similar to the approach described by Lahn et al. (2021).

Lemma 4.1. For any pair of probability distributions
W and v in a metric space (X,c) with a unit diameter,

Hoo,1 (1, v) = 7(p, v).

Total Variation. For any pair of distributions y and v,
let |4 — v||Tv denote the total variation of x and v. In
Lemma 4.2, we show that for any p > 1, the (p, 0)-RPW
distance between p and v is equal to their total variation.
Intuitively, the (p, 0)-RPW distance measures the maximum
amount of mass that can be transported from p to v ata 0
cost, i.e., (p, 0)-RPW distance is the amount of mass of
and v that overlap, which is the same as their total variation.

Lemma 4.2. For any two probability distributions p and
v in a metric space (X, c¢) with a unit diameter and any
parameter p > 1, 1L, o (p, V) = || — v||1v.

p-Wasserstein distance. Finally, we show that for large
enough values of k, the (p, k)-RPW metric would be close
to Wy (p, v).

Lemma 4.3. For any two probability distributions p and
v over a metric space (X, c) with a unit diameter and any
parameters p > 1 and k > 0, IT, ;(u,v) < %Wp(,u,y) <

_p*l
L, (,v) + k55

5. Algorithms to Compute (p, k)-RPW

In this section, we describe two approximation algo-
rithms for computing the (p, k)-RPW distance between
two discrete distributions defined over supports of n points.
The first algorithm uses a binary search on the value of
11, 1 (1, v) and computes a d-additive approximation of
(p, k)-RPW (or simply d-close (p, k)-RPW) for any 6 > 0
in O(n?®lognlogd~!) time. Our second algorithm relies
on the algorithm by (Lahn et al., 2019) (LMR algorithm)
to approximate the OT-profile and computes a J-additive
approximation of our metric in O(?—j + 537 time. A high-
level overview of each algorithm is presented below. See
Appendix A.4 for full details.

Note that when £ = 0, as discussed in Lemma 4.2, the
(p, 0)-RPW is simply the total variation distance and can be
computed on discrete distributions in linear time. Hence, in
the following, we assume k& > 0.

Highly-Accurate Algorithm. For any ¢ € [0, 1], com-
puting the (1 — &)-partial p-Wasserstein distance for dis-
crete distributions can be done using a standard OT solver

in an augmented space (Chapel et al., 2020), which takes
O(n?logn) time (Edmonds & Karp, 1972; Orlin, 1988).
Our first algorithm is based on this observation and uses a
simple binary search on the value of (p, k)-RPW to obtain a
§-additive approximation in O(n?lognlog §—1) time.

Computing Through an Approximate OT-Profile. We
can also approximate the (p, k)-RPW distance by using the
LMR algorithm (Lahn et al., 2019) to approximate the OT-
profile. Given two discrete probability distributions, an error
parameter ¢’ > 0, and any cost function, the LMR algorithm
incrementally constructs a (6’)'/?-additive approximation
of the OT-profile, i.e., for any a € [0, 1], the LMR algorithm
computes a (¢')'/P-additive approximation of the -partial
p-Wasserstein distance (Phatak et al., 2022).

In Lemma A.4 in the appendix, we show that computing our
metric using a ¢’-additive approximation of the OT-profile
leads to a 2T‘;/—close (p, k)-RPW. Therefore, to compute a
d-close (p, k)-RPW distance function, we use the LMR
algorithm with an error parameter §' = (%‘S)P to approxi-

mate the OT-profile and to compute a d-close II,, ,(u, V) in
O(g—j + 535 ) time.

6. Experimental Results

In this section, we present the results of our experiments
showing that our distance is robust to noise from outliers
and sample discrepancies.

In our first experiment, we use the 1-Wasserstein distance, 2-
Wasserstein distance, TV distance, (2, 1)-RPW, and (2, 0.1)-
RPW to rank images from the MNIST (LeCun, 1998),
CIFAR-10 (Hinton et al., 2012), and COREL datasets and
measure the accuracy of the results. In our second ex-
periment, we measure the convergence rate of empirical
(2, k)-RPW distance to the true (2, k)-RPW and compare
it with the convergence rate for 2-Wasserstein distance for
synthetic data sets. For both experiments, we compute an
additive approximation of the RPW metric using the LMR
algorithm (Lahn et al., 2019).

6.1. Image Retrieval.

Following the experimental setup introduced by Rubner
et al. (2000), we conduct experiments on retrieving images
using (2, 1)-RPW and (2, 0.1)-RPW distances and compare
their accuracy against the 1-Wasserstein, 2-Wasserstein, and
TV distances. In this experiment, given a dataset of labeled
images and a set of unlabeled query images, the goal is to
retrieve, for each query image, a set of m similar images
from the labeled dataset. The accuracy of a distance function
in the image retrieval task is then computed as the ratio of
the retrieved images with the correct label, averaged over
all retrievals for all query images. In our experiments, we
vary the value of m from 1 to 100.
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Datasets. We conduct the experiments using three datasets,
namely, MNIST, CIFAR-10, and COREL. In our experi-
ments on each dataset, we randomly select 2k images as
the labeled dataset and randomly select 50 images as the
query. For each dataset, we introduce three scenarios of
perturbation:

(i) (noise in datasets) In this scenario, we add random
noise to the images in the datasets. For the MNIST
dataset, for each image, we add a random amount of
noise between 0% and 10% to a random pixel in the im-
age. For CIFAR-10 and COREL datasets, we replaced
randomly selected 10% of pixels with white pixels in
each image.

(ii) (shift in datasets) In this scenario, we shift up each
labeled image by 2 pixels for the MNIST dataset and
increase the intensity of a random RGB channel by 20
in each image of the CIFAR-10 and COREL datasets.

(>iii) (noise and shift in datasets) In the last scenario, we
introduce both random noise (scenario (i)) and random
shift (scenario (ii)) to the images in datasets.

Results. Figure 5 shows the results of our experiments on
MNIST and CIFAR-10 datasets. The results of our experi-
ments on the COREL dataset are provided in Appendix B.
In Figure 5, the left (resp. right) column corresponds to our
experiments on the MNIST (resp. CIFAR-10) dataset in the
three scenarios described above. In each plot, the horizontal
axis is the number m of retrieved images for each query, and
the vertical axis is the accuracy of the retrieved images. The
results of our experiments suggest that our metric performs
better than the 1-Wasserstein, 2-Wasserstein, and the TV
distances for the task of image retrieval with perturbations.

First, for experiments on the MNIST dataset, we observe
that for datasets (ii) and (iii), the accuracy achieved by the 2-
Wasserstein distance is better than that of the 1-Wasserstein
distance. This, we believe is due to the higher sensitivity
of 2-Wasserstein distance, which enables it to detect minor
differences effectively. However, for dataset (i), the pres-
ence of noise distorts 2-Wasserstein distance, causing it to
underperform.

Results for MNIST dataset (i): The TV, 1-Wasserstein, and
(2,1)-RPW distances are more robust to noise and therefore,
perform better than the 2-Wasserstein distance. The (2, 1)-
RPW distance outperforms 1-Wasserstein distance. This
is because it retains the higher sensitivity of 2-Wasserstein
distance, which enables it to effectively detect minor differ-
ences.

Results for MNIST dataset (ii): TV distance is known to be
sensitive to shifts. As a result, the accuracy of TV distance
drops significantly. In contrast, the 2-Wasserstein distance
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Figure 5. The results of our experiments on image retrieval on (left
column) MNIST dataset and (right column) CIFAR-10 dataset.

and the (2, 1)-RPW distance handle such shifts more effec-
tively.

Results for MNIST dataset (iii): The 2-Wasserstein distance
is sensitive to noise and the TV distance is sensitive to shifts.
Therefore, both these distances produce lower accuracy
results. Recollect that the (2, 1)-RPW distance combines the
TV distance and the 2-Wasserstein distance and therefore,
can handle both shifts and noise effectively. Therefore, it
outperforms all distances in this setting.

Results for CIFAR-10 dataset: In the CIFAR-10 dataset, im-
ages that have the same labels may already have significant
variations and shifts. Due to these variations, 2-Wasserstein
and TV distances achieve lower accuracy in comparison
to the 1-Wasserstein distance. The (2,0.1)-RPW distance,
however, outperforms the 1-Wasserstein distance for this
dataset.
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Figure 6. The convergence rate of different metrics on (left) 2-point
distribution and (right) grid distribution.

6.2. Rate of Convergence

We conduct numerical experiments to compare the conver-
gence rate of the empirical (2, k)-RPW metric with that
of the 2-Wasserstein distance and TV distance on discrete
distributions. We compute the convergence rate of each met-
ric by drawing two sets of n i.i.d samples from a discrete
distribution and compute the empirical distance between the
corresponding empirical distributions.

Datasets. We employ two synthetic 2-dimensional discrete
distributions, namely (i) (2-point distribution) a discrete
distribution defined over 2 points a and b each with a proba-
bility 1/2, where ||a — b|| = 1, and (ii) (grid distribution) a
discrete distribution defined over 16 points that are placed
in a grid of 4 x 4, where each point has a probability of %6.

In our experiments, we vary the sample size n from 10 to
108. For each value of n, we conduct the experiment 10
times and take the mean distance among all 10 executions.

Results. As shown in Figure 6, experiments suggest that
for both distributions, the empirical (2,1)-RPW distance
converges to 0 significantly faster than the 2-Wasserstein
distance. We also observe that for a small value of k (e.g.,
k =0.1), (2, k)-RPW is close to the TV distance, whereas
for alarge value of k (e.g., k = 10), the (2, k)-RPW distance
values are similar to %WQ (v, -). These results are in line with
our theoretical bounds in Section 4.

7. Conclusion

In this paper, we designed a new partial p-Wasserstein-based
metric called the (p, k)-RPW that is robust to outlier noise
as well as sampling discrepancies but retains the sensitivity
of p-Wasserstein distance in capturing the minor geometric
differences in distributions. We showed that our distance in-
terpolates between the p-Wasserstein and TV distances and
inherits robustness to both noise and shifts in distribution.
We also showed that, for p = oo, our metric is the same as
the Lévy-Prokhorov distance.

The main contribution of this paper is to introduce a new
metric and derive its useful properties. Experiments suggest

that the new distance is a promising alternative to TV and
p-Wasserstein distances. Including this distance into many
potential machine learning use cases, including as a loss
function in GANSs or for computing barycenters of a set
of distributions, remains an open question. Designing a
parallel algorithm to approximate the (p, k)-RPW distance
also remains an important open question.
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A. Missing Proofs and Details
A.1. Missing Proofs of Section 2.

In this section, we provide the proofs for Theorem 2.1 and Lemma 2.2.

Theorem 2.1. Given a metric space (X, c) with a unit diameter and any parameters p > 1 and k > 0, the (p, k)-RPW
distance function IL,, i,(-, -) for all probability distributions defined over (X, ¢) is a metric.

Proof. To prove this lemma, we show that (p, k)-RPW satisfies all four properties of the metric spaces, namely (i) identity,
(ii) positivity, (iii) symmetry, and (iv) triangle inequality, and conclude that it is metric.

For any probability distribution x4 defined over (X, c), Wy(u, ) = 0 and therefore, e = 0 satisfies the condition in
Equation (1); hence, IT, ;. (11, ) = 0 and property (i) holds. Furthermore, if v is another probability distribution over (X', c)
that is distinct from g, then W), (p, ) > 0. Hence, ¢ = 0 does not satisfy the condition in Equation (1), and IT,, 1 (u, v),
which is the smallest ¢ > 0 with W), 1_. (¢, ¥) < ke, will be positive and property (ii) holds. Additionally, for any ¢ > 0,
the (1 — ¢)-partial p-Wasserstein distance is symmetric, i.e., Wy, 1_. (i, v) = Wy 1_.(v, ). Therefore, from Equation (1),
RPW is also symmetric, i.e., IT,, 1 (1, v) = II, (v, ) and property (iii) holds as well.

Finally, we show that the (p, k)-RPW satisfies the triangle inequality. For any three probability distributions p, v, and &,
suppose IL, ;. (14, k) = €1 and I, ; (K, V) = 2. In the following, we show that IT, ;. (11, v) < &1 + €2 and conclude property

(iv).

Note that if €1 + €5 > 1, then the triangle inequality holds trivially since II,,, k(p,v) <1 < ey + eq. Therefore, we assume
that e; + 5 < 1. Let ; denote a (1 — &1 )-partial OT plan from p to x and define k1 := 1 #p to be the mass of « that
is transported from p by ~y1; here, # denotes the push-forward operation. Similarly, let 2 denote a (1 — 5)-partial OT
plan from & to v and define ko := (72) 14 v to be the mass of  that is transported to by ¥o. Then, both k; and x5 are
distributions over X that are dominated by ~ and have masses M(k1) = 1 — &7 and M(kg2) =1 — €.

Define k. to be the distribution of mass of « that is common to both x; and x9; more precisely, for each x € X,
ke(x) = min{k(z), ka(x)}.
Note that the total mass of x; that is not transported by ~y5 is at most €2; therefore,
M(ke) > M(k1) —ea =1 —¢e1 — 9. @)

Define pc := (71) " #kc (resp. v. := Yo#K.) to be distribution dominated by y (resp. /) whose mass is transported to
(resp. from) k. in 1 (resp. v2). From Equation (7),

M(pe) = M(ve) = M(ke) > 1—¢61— &2 ®)

By the triangle inequality of the p-Wasserstein distance,

Wi (pe; ve) < Wy (pe, fie) + Wpl(ke, ve)- ©)
Furthermore,
Wy (e, ke) < wp(m) < ker. (10)
Similarly,
W (e, ve) < wp(72) < kea. (11

Combining Equations (8), (9), (10), and (11),
Wp,1—51—62 (,[L, V) < Wp(uc, Vc) < WI)(MC’ Hc) + Wp(’iu Vc) < k(el + 52)- (12)
Since IT,, ;. (14, ) is the minimum & with W, 1_(u, v) < ke, from Equation (12), IT,, 5 (1, v) < &1 + €2, as desired. [

12
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Lemma 2.2. Given two probability distributions 1 and v defined over a metric space (X, c) with a unit diameter and
parameters p > 1 and k > 0, suppose Wy, 1_o(1t,v) = k@B for some o, > 0. Then, I, 1 (n,v) < max{c,S}.
Furthermore, if k # 0, then 11, 1 (u, v) < min{a, §}.

Proof. Let ¢ :=II,, ;,(11, ). We prove this lemma by considering two cases:

o Ifa < B, then W, 1-5(, v) < Wy 1o, v) = kB; hence, § satisfies the condition in Equation (1), and IT,, 1 (p, v) <
8 = max{«, 8}. Furthermore, if k¥ > 0, then 6 > « = min{«, 5} because otherwise, if § < «, then

Wpi—s(pt,v) > Wpi—a(p,v) = kB > ka > ko,
which is a contradiction.

* Otherwise, a« > J and W), 1_ (1, v) = kB < ka; hence, « satisfies the condition in Equation (1), and II,, 1 (p, v) <
a = max{«a, 8}. Additionally, if £ > 0, then § > 8 = min{«, 8}, since otherwise, if § < 3, then

Wp,l—é(u7l/) Z Wp,l—ﬁ(/’[’? V) Z Wp,l—a(:uﬂy) = kﬁ > k67

which is a contradiction.

A.2. Missing Proofs and Details of Section 3
A.2.1. ROBUSTNESS TO OUTLIER NOSIE

Theorem 3.1. For any probability distributions i, v, and V' defined over a metric space (X, c) with a unit diameter and
parametersp > 1,k > 0, and 6 € (0,1), let v = (1 — §)v + 6v'. Then,

Iy (g, v) = 6 < Tpg(p, 7) < (L= 6)Ip (2, v) + 6.

Proof. First, note that by the triangle inequality, IT,, (u, ) + II, 1 (7, v) > II, (i, v). Furthermore, by the definition of 7,
Wp1-5(v, 7) = 0. Therefore, by Lemma 2.2, II,, (v, 7) < max{d,0} = ¢ and

Hp,k(/’éaﬂ) > Hp,k(/-jlvl/) - Hp,k:(”v f/) > Hp,k(,“/v”) — 4.

Define « := II, x(u, v) and let y be a (1 — «)-partial OT plan from y to v. Since U is defined as (1 — d)v + 0v/, the
transport plan 4’ := (1 — &)~ can be seen as a ((1 — 0)(1 — «))-partial transport plan from p to ©; therefore,

W 1-a)1-a) (1:7) S wp(7) = (1= 8)7wy(7) < k(1= 8)7ar

where the last inequality holds by the definition of the (p, k)-RPW distance. Using Lemma 2.2,

(1 7) < max {1 = (1= 0)(1 = a), (1 = )Pa} = (1= 8o+ 8= (1 = Ok, v) + 8.

The following lemma helps in proving Lemma 3.2.

Lemma A.1. For two probability distributions . and [i defined over a metric space (X, ¢) with a unit diameter, parameters
p > 1,k >0, and a constant o € (0,1), let § := || — fi||7v. Then,

. 1 . N . 1 ~
min {301 = ) 1 W, -stma () } < ) < i {6 W)}
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Proof. Using Lemma 2.2 on distributions p and fi,

- . 1 N
Hp,k(:u>/14) > min {5(1 - CY), kWp,lﬁ(la)(M7M)}'

Next, since 6 = ||u — fil| v, we get Wy 1_5(u, ) = 0. Plugging into Lemma 2.2,
IT, 1 (1, 1) < max{d,0} = 4. (13)

Furthermore, since W), 1_o(u, it) = W, (1, ft), by Lemma 2.2,

_ 1 N 1 -
Wy, ) < max{0, - Wy (u, )} = - Wy(h, ). (14)
Combining Equations (13) and (14),
. . 1 .
prk(/u’v [L) < min {& %Wp(:uv ﬂ)} )

as claimed. ]

Assuming that the assumption (A1) holds for the distributions p and ji, by plugging o = 0.9 in Lemma A.1, we can derive
the following lemma.

Lemma 3.2. For a probability distribution 1 defined over a metric space (X, ¢) with a unit diameter and 6 > 0, let i be a
probability distribution that differs from p by a § fraction of mass satisfying assumption (Al). Then, for any parameters
p>landk >0,

t4007) = © (min {6, Wyl } )

A.2.2. ROBUSTNESS TO SAMPLING DISCREPANCIES

Lemma A.2. For any distribution p inside the unit d-dimensional hypercube, an empirical distribution ., of u, and a grid
~ do 1
G with cell side length n™%, Exc,,(G) = O(n"> ~2) with a high probability.

Proof. First, note that if o > % then n =~ 3 > 1, and the lemma statement holds trivially. Therefore, from now on, we
1

assume « to be less than ;. For any cell (J of the grid G, define p := p(0) to be the total probability mass of j inside
[, i.e., the probability that a point drawn from  lies inside [J. Any cell [J € G is considered a sparse cell if pg < 910%,
and a dense cell otherwise. Let Gs (resp. Gp) denote the subset of sparse (resp. dense) cells of G. For each sparse cell [J,

Exc,(0) <pg < 910%; therefore, using o < é, the total contribution of sparse cells to the excess of G is at most

logn

NS

Nl

logn ~ _ ~
_ do _ da—1\ __
. ) = O(n* x . )=0(n )=0(n

0(|Gs| x )-

Next, we analyze the excess of the dense cells. Let X = (x4, ..., z,) denote the set of n samples drawn from p that were
used to construct the empirical distribution f,,. For each dense cell [, let Y7 be a random variable denoting the number of
samples in X that lie inside [J. Using the Chernoff bound,

P’I"[YD < npo — 3v/npg logn] < ne.

In other words, for each O € Gp, Exc,(0) = O(L\/npnlogn) with probability at least 1 — n~2. Therefore, with
probability at least (1 — n=9/2)I92] > (1 — n=9/2)" > 1 — n=3 the total excess of the dense cells would be

Y Exe,@=0[ Y \/% 0 \/loi" S viE

Oeép Oegp Oegop
logn ~, da_1
=0< 7 xw%0=om22»
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where the third equality holds since % <4/ % (Sedrakyan & Sedrakyan, 2018) and } . 6, PO < 1, and
the last equality holds since |Gp| < n?®. O

We obtain the following lemma by simply plugging d = 2 in Lemma A.2.

Lemma 3.5. For any distfzbunon b inside the unit square, an empirical distribution (., of i, and a grid G with cell side
length n™%, Exc,(G) = O(n®=2) with a high probability.

Improved proof of Lemma 3.4. We improve our bounds for the convergence rate of the empirical (2, 1)-RPW by extending
our approach and considering O(log logn) grids instead of two grids. In the following, we construct a transport plan -y that
transports all except O(n "3 ) mass with a cost of O(n~ ). We then conclude that I, i (p,v) = O(n~3).

Without loss of generality, assume n. = 22" for some integer h > 0. Let 3 := 5 lé‘;g: 5. Define a set of h grids (G1, ..., Gn),

where each grid G; has a side length O(n™%/) for a; := £ — (1 — 37). We construct the grids in a way that their
boundaries are aligned with each other.

Let % := p and p8 := p,,. Starting from i = 1, we compute a partial transport plan -y; from pimtto p=1 that transports
as much mass as possible inside each cell of G;. We then define u’ (resp. p!,) as the distribution of the mass of = *
(resp. p%1) that is not transported by +;, set i <— i + 1, and continue the same process until we process the last grid Gj,.
Define v := Z?:l v;. By our construction, the transport plan ~ transports as much mass as possible inside each cell of
Gp. Therefore, the total mass that is not transported by + is equal to the excess Exc(Gy, ), which by Lemma 3.5, with a high
probability, is

—logn+41 ~

O(non=2) = O(n P1=37)) = O(nsi%n2 ) = O(n 3 T5@msn2 ) = O(n"%). (15)

Next, we analyze the cost of v by computing the cost of each transport plan ~; separately. For 7;, since each mass
transportation is between points inside the same cell of G; and has a squared cost of O((n~%1)2),

2logn—2

w3() = O(n=>*1) = O(n™"*7) = O(n™ TE3=2) = O(n™ ¥ 7727 ) = O(n ™).

Furthermore, for each i > 1, the transport plan ; transports a total mass of at most M (u*~1), which is equal to the excess

of the grid G;_1, and by Lemma 3.5 is O~(n‘”*1_% ). Since ~y; transports mass between points inside the same cell of G;,
—2a; )

each mass transportation in v; has a squared cost of O(n , and therefore,
= O(n~"P) = O(n~%).
Therefore,

(Vhn=3) = O(n"3). (16)

By Equatlons (15) and (16), we have computed a transport plan v from fin 1O pt that, with a high probability, transports all
except O(n~3) mass with a cost O(n~%). Therefore, I (, 1, ) = O(n™%) with a high probability.

We extend the same approach to any dimension d > 2 and any p > 1 in Lemma 3.6.

Lemma 3.6. Given a continuous probability distribution p in the d-dimensional Euclidean space, an empirical distribution
ln of u, and parameters p > 1 and k > 0 constant, with a high probability,

O(n~1), p< g,
Hp,k(uvﬂn) - {O(n_mpz)d), P> %

Proof. InLemma 4.3, we show that for any p > 1 and k& > 0, IT,, 5 (1, v) < %Wp(u, v). Therefore, for any constant & > 0,
the convergence rate of the empirical (p, k)-RPW is upper-bounded by the convergence rate of the empirical p-Wasserstein
dlstance Fournier & Guillin (2015) showed that when p < < , the p- Wasserstem distance achieves a convergence rate of

O(n~1). Therefore, our metric also achieves a convergence rate of O(n~) in this case, proving the bound claimed in the
lemma statement for p < %. In the remaining of this proof, we prove our bounds for p > g
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Let h = log%p log, n. We assume that h is an integer. Let § := M%. Define a set of h grids (G1,...,Gn),
“F—1)logn—

where each grid G; has a cell side length of n~%¢ for

1 2p d.;

Following the approach discussed in Section 3.2, we construct h transport plans 71, ...,y and define a transport plan
v o= 2?21 ~i to be a transport plan that transports total mass of min{u(0), 4, (0)} inside each cell O € Gp. By
Lemma A.2, the total free mass with respect to v would be

logp n—1

LMl = Esy) = 0 (x5 4) =0 (w7558 4) = (T

-t
dt2— 4
~ 7d+21—1+(d+2—d)10gpn—d ~ R

=01|n P P =0 (n @2r—d), a7

Next, we bound the cost of + by analyzing the cost of each transport plan ~;,7 € [1, h] separately. For ~y;, each mass
transportation is inside a cell of G; and has a pth power cost of O(n~?*1); hence,

2

wl(y1) = O(n~*1) = O (n—5+3’3ﬁ(1—ﬁ7>> ~0 (n<d+2’>—d) . (18)

day_q

Finally, for each 7 > 1, the total mass transported by ~y; is equal to the excess of G; 1, which by Lemma 3.5 is O(n~ ER ).
Each mass transportation in +; is between points within the same cell of G; and thus has a pth power cost of O(n~7P%).
Therefore,

~ da; _ ~ p2
wh(y;) =O(n— % ~57P4) =0 (n<+>—> , (19)
Adding the cost of all transport plans,
h 1/p ~ p2 ~ »
wp('y) = (Z wg(%)) = O((n_ @F2p-4 Jog log n)l/p) = O(n~ @2p=d), (20)
i=1
Combining Equations (17) and (20), IL,(x, ptn) = O(n* @ r—a ). 0

A.3. Missing Proofs of Section 4.

To prove Lemma 4.1, we begin by showing in Lemma A.3 that when p and v are discrete distributions, Il 1 (¢, v) = w(u, v).
We then use Lemma A.3 to show that the same also holds for continuous distributions.

Lemma A.3. For any pair of discrete probability distributions p and v in a metric space (X, c) with a unit diameter,
Moo 1 (py v) = m(p, v).

Proof. To prove this lemma, we first show that IT 1 (1, ) < w(u,v). We then show that m(u, v) < Il 1(p,v) and
conclude the lemma statement.

Let ¢ := 7(u, v) and suppose A and B denote the support of 1’ and v/, respectively. Define the d-disc graph G5 between
points in A and B to be a bipartite graph where for each pair (a,b) € A x B with ¢(a,b) < J, there is an edge between
a and b in Gs. For any set S of vertices of Gy, let N'(S) denote the set of neighbors of S in Gs. By the definition of
the Lévy-Prokhorov distance, for any set of points S C A, u(S) < v(N(S)) + 6. Similarly, for any subset ' C B,
v(T) < p(N(T)) + 6.

We prove that T 1 (¢, v) < 7(u, ) by showing that the maximum transport plan -y on the d-disc graph G transports a
total mass of at least 1 — 4. In this case, since all edges of «y has a cost of at most J, we.(y) < J. Hence, the (1 — )-partial
oo-Wasserstein distance from p to v would be at most ¢ and 11 ; (1, v) <6, as claimed.
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Consider a bipartite graph G’ obtained from G by adding a fake vertex b’, where &’ has a mass of ¢ and is connected to all
points of A with a cost §. For any subset S C A (resp. T C B), let N7 () (resp. N’(T')) denote the set of neighbors of
S (resp. T) in G and suppose p'(.S) (resp. v/(T")) denotes the total mass of points in S (resp. T) for any subset S C A
(resp. T C B U {b'}). By construction, for any subset S C A, /(S) < v/(N’(S5)) and similarly, for any subset T' C B,
V'(T) < i/ (N(T)); hence, by the extension of Hall’s marriage theorem (Bansil & Kitagawa, 2021), there exists a transport
plan ' on the graph G that transports all mass of the points in A to the points in B U {0’ }. Let «y denote the transport plan
obtained from + after removing the fake vertex b’ and all mass transportation to &’. The transport plan - transports at least
1 — § mass and has a cost ws (y') < . Therefore, if 7 transports a total mass of 1 — ¢’ for some §’ < 4,

Woo1—s(1, V) < Weo1—s5 (1, v) < woo(y) <6,

which means that I 1 (i, v) < 6 = m(u, v). We next show that I, 1 (¢, v) > 7(p, v) in a similar way and conclude that
HOO,l(/J’a V) = 7T(,u, V)'

Let § := Iloo 1(u,v). Let v be a (1 — §)-partial OT plan from p to v and let G5 be a d-disk graph on A U B. Since
Weo () < 0, all mass transportation by + has a cost at most ¢, i.e., all edges carrying a positive mass in ~y are present in
Gs. For any subset S C A, let ug be the distribution of the mass of & on the points in S. Define vg := y#pus to be the
subset of mass of v that is transported from pg according to «, and let T's C B be the support of vg. Recall that all edges
carrying a positive mass in 7 are present in Gs; therefore, all points in T are neighbors of S in Gy, i.e., T C N(S) and
v(Ts) < v(N(S)). Furthermore, since v is a (1 — d)-partial OT plan, the total mass of s1g that is not transported by + is at
most J, and hence,

n(S) < v(Ts) +
One can also show that for each subset T' C B, v(T) < u
definition of the Lévy-Prokhorov distance, 7(p,v) < § = Il

§ < v(N(S)) + 6.
W

(T)) + J using an identical argument. Therefore, by the
1(p,v). O

In the following, we show that for any pair of (continuous) probability distributions p and v and any € > 0,

|Hoo,1(/14a V) _77(/1'7V)| S € (21)

and conclude that I1 1 (¢, v) = m(u, v) for any pair of probability distributions (discrete or continuous).

into smaller cells. Using the grid G, we construct two discrete distributions ¢* and ¢ as follows. Let Gx denote the subset
of cells of G that intersects the set X'. For each cell £ € G, we pick an arbitrary point r¢ inside £ N X" as the representative
point of £. Let R := Ugeg{rg}. Define u° (resp. v°) as a discrete distribution over R that assigns, for each £ € Gy, a mass
of 11(&) (resp. v(&)) to its representative point r¢. This completes the construction of 1 and . Note that by Lemma 4.1,

Hoo,l(,ugﬂ/s) = ﬂ'(,usﬂje)' (22)
Furthermore, W (1, %) < %, since there is a transport plan that transports the mass of 4 inside each cell § € G to the
mass of u° at r¢ and each mass transportation has a cost at most §. From Lemma 2.2, [T 1 (i, p°) < §. Similarly,
o1 (v,v%) < §. Therefore, using the triangle inequality,

|HOO71(/~‘La V) - HOO,l(/’LEv V6)| < Hoo,l(ﬂa ‘us) + Hoo,l(l/a v ) < (23)

w\m

One can also show in a similar way that

(1, ) — (i, v)] < 24)
We conclude Equation (21) by combining Equations (22), (23), and (24).
Lemma 4.2. For any two probability distributions (v and v in a metric space (X, c) with a unit diameter and any parameter
p =1 po(pv) = [lp—vlrv.

N ™

Proof. We prove this lemma by first showing that IT, o(pt, v) < ||t — v||7v and then showing that || — v||rv < I, o(p, ).

Let P(X) denote the set of all probability distributions defined over the compact set X'. Nietert et al. (2023) showed that
one can rewrite the (1 — )-partial p-Wasserstein distance between y and v as

Whi—e(p,v) = inf W1, v). 25
pae(pv) W EP(X):lu—p! || vy <e p(Hsv) (2)
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Define § = || — v||v. Plugging ¢ = ¢ in Equation (25),
Wpa-s(p,v) = 0. (26)

Therefore, by Lemma 2.2,
I, 0(p,v) <max{0,6} =6 = || — v|rv. 27

Next, let 6’ = IT,, o (11, v). By definition of the (p, 0)-RPW, W), 1_5 (11, ) < 0 x ¢’ = 0 (since the parameter & is set to 0),
and since the partial p-Wasserstein distance is non-negative, W), 1 _s(, v) = 0. Therefore,

0=Wpi_s(p,v)= W1, v). (28)

inf
W EP(X):||p—p/ | Tv <6’
Let 1* be the distribution realizing the infimum in Equation (28). Then, W,,(x*, v) = 0, and by the metric properties of the
p-Wasserstein distance, ;* = v; hence,

I = vilvy = lln = p*llov < 6" =Thyo(p, v). (29)
Combining Equations (27) and (29), IL, o (11, v) = ||t — v|| v O

Lemma 4.3. For any two probability distributions 11 and v over a metric space (X, c) with a unit diameter and any
p+1

parameters p > 1and k > 0, L, (11, v) < t Wy (p,v) < I p(p,v) + k7 7 .

Proof. Let ¢’ := Wy(p,v). In this case,

/

Wp,lfmin{l,%}(/’[’ay) < Wp(M,V) =k x E

Therefore, by Lemma 2.2, IT, ;. (14, ) < max{min{1, %}, ‘%} = Wy(p,v).

We next show that + W, (u,v) < T, (. v) + k=" . Note that the inequality holds trivially for any & < 1, since

> + > +W,(p1,v). We therefore assume that k > 1. Let § = II,, (1, v). Since the (1 — 4 )-partial p-Wasserstein
distance is at most 1, by Lemma 2.2, § < max{z, t W, 1_1(u,v)} < 1. Lety be a (1 — §)-partial OT plan. Since the
underlying metric space has a unit diameter, the remaining J mass of x and v with respect to -y can be transported at a cost

at most J; therefore,

1
Wyl,v) < (wh(7) +8)"/7 < ((k8)” + 1) "7 < ko + k7.

pt+1

Equivalently, t W, (1, v) < I i(p,v) + k= 7 . O

A.4. Missing Details of Section 5.
In this section, we provide the details of the algorithms mentioned in Section 5.

Highly-Accurate Algorithm. In this algorithm, we obtain an approximation of our metric by a simple guessing procedure
as follows. Starting from an initial guess g; = 0.5 for the value of our metric, at any step ¢ of our algorithm and for any
guess value g; > 0, define w; := W), 1_g, (i, v). If w; < kg;, then by Lemma 2.2, w; < IT, (s, v) < g;, i.e., our guess
value is large and we set g;+1 < ¢; — 2~ (1), Otherwise, w; > kg;, and in this case, by Lemma 2.2, g; < an(u, v) < wj,
i.e., our guess value is small and we set g; 41 < g; +2~ (1. Note that at any step i, |g; — IT, (11, )| < 27°. Therefore, to
obtain a §-additive approximation of the (p, k)-RPW, the algorithm returns the guess value g; when 2~% < §. This completes
the description of our algorithm.

We next analyze the running time of this algorithm. Computing the (1 — g;)-partial p-Wasserstein distance can be done
using a standard OT solver in an augmented space (Chapel et al., 2020), which takes O(n? logn) time (Edmonds & Karp,
1972; Orlin, 1988). The total number of iterations of our algorithm is O(log ¢ *1) and therefore, our algorithm runs in
O(n®lognlogd—1) time.

Computing Through an Approximate OT-Profile. In this part, we show that an approximation of the OT-profile can be
used to approximate our metric. We then conclude that one can use the LMR algorithm to obtain such approximations of the
OT-profile and to obtain a J-additive approximation of the RPW distance in O(?—j + 547 ) time.
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Forad’ € (0,1],p > 1,and o € [0,1], let W), o (11, ) denote a §’-close a-partial p-Wasserstein distance, i.e., W, o (11, ) <
W b, ( ) S Wp,a( ) + 5/. Define

I, (g, v) = min{e > 0| Wy1—c(p,v) < ke}

to be the (p, k)-RPW distance function when computed using the approximate partial p-Wasserstein distances. In the
following lemma, we show that IT, (11, v) is a 2T‘sl—additive approximation of IT, ;. (1, v/).

Lemma A.4. For any pair of distributions p and v in a metric space (X, c¢) with a unit diameter and any parameters p > 1,
k>0 andd >0,

/

2
My k(4 v) < Ty (. v) < Wy () + -

Proof. Let 6 := 1I1,, x(u, v). By definition,

Therefore, 1T, 1 (p, v) < 8 = II, (1, v). Next, let § := II, (11, v). By definition,

Wp,l—é(p“ay) S Wp,l—é(ﬂ’a V) +5/ S k5+5/ (31)
By properties of the partial p-Wasserstein distance,

Wp,l—é—%/(/"‘v v) < Wp 1528 (1,v) + & < Wp>1*5(ﬂa v) + ' < Wp,lfts(/% v) + & (32)

Combining Equations (31) and (32),

_ _ 28"
Wp’175 25’ ( ) W ( ) + 5/ < k(5 + ?)
Therefore, IT, (p, v) < 0 + 27‘5/ =11, x(p, v) + 275/. O

B. Additional Experiment Results of Section 6

In this section, we present the results of our experiments on the COREL dataset for the task of image retrieval.

1.0 TV 10 TV 1.0 TV
— (2,0.1)-RPW — (2,0.1)-RPW — (2,0.1)-RPW
0.9 —— 1-Wasserstein 0.9 —— 1-Wasserstein 0.9 —— 1-Wasserstein

— 2-Wasserstein — 2-Wasserstein — 2-Wasserstein

Accuracy
Accuracy
Accuracy

] 20 40 60 80 100 ] 20 40 60 80 100 ] 20 40 60 80 100
Number of images retrieved Number of images retrieved Number of images retrieved

(i) Noise in datasets (i1) Shift in datasets (iii) Noise and shift in datasets
Figure 7. The results of our experiments on image retrieval on the COREL dataset.

Similar to the CIFAR-10 dataset, the COREL dataset also consists of color images, where images with the same labels may
have significant variations and shifts. Due to these variations, 2-Wasserstein and TV distances achieve lower accuracy in
comparison to the 1-Wasserstein distance. The (2, 0.1)-RPW distance, however, outperforms the 1-Wasserstein distance for
this dataset.
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