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Abstract

A common strategy for Parameter-Efficient Fine-Tuning (PEFT) of pre-trained
Vision Transformers (ViTs) involves adapting the model to downstream tasks by
learning a low-rank adaptation matrix. This matrix is decomposed into a product
of down-projection and up-projection matrices, with the bottleneck dimensionality
being crucial for reducing the number of learnable parameters, as exemplified by
prevalent methods like LoRA and Adapter. However, these low-rank strategies
typically employ a fixed bottleneck dimensionality, which limits their flexibility
in handling layer-wise variations. To address this limitation, we propose a novel
PEFT approach inspired by Singular Value Decomposition (SVD) for representing
the adaptation matrix. SVD decomposes a matrix into the product of a left unitary
matrix, a diagonal matrix of scaling values, and a right unitary matrix. We utilize
Householder transformations to construct orthogonal matrices that efficiently mimic
the unitary matrices, requiring only a vector. The diagonal values are learned in a
layer-wise manner, allowing them to flexibly capture the unique properties of each
layer. This approach enables the generation of adaptation matrices with varying
ranks across different layers, providing greater flexibility in adapting pre-trained
models. Experiments on standard downstream vision tasks demonstrate that our
method achieves promising fine-tuning performance.

1 Introduction

Parameter-Efficient Fine-Tuning (PEFT) for pre-trained Vision Transformers (ViTs) aims to adapt
these models to downstream tasks by learning a small set of parameters while keeping most or all of
the original model parameters frozen. This approach is expected to reduce the cost of fine-tuning and
potentially improve the model’s generalization performance, particularly when the downstream task
involves limited data.

A common strategy for adapting the parameters is to learn an adaptation matrix that modifies the
original matrix through addition or multiplication. To reduce the parameter scale of the adaptation
matrix, a low-rank strategy is typically employed. This involves decomposing the adaptation matrix
into the product of a down-projection matrix and an up-projection matrix, where the bottleneck
dimensionality determines the parameter scale. Many prevailing PEFT solutions [1H3]] follow this
approach. However, these methods usually set the bottleneck dimensionality empirically to balance
adaptation performance and parameter size. The fixed dimensionality, however, lacks the flexibility
to accommodate variations in layer-wise properties.
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In this work, we propose a novel parameter-efficient adaptation method to fine-tune pre-trained
ViTs. Our design of the adaptation matrix is inspired by Singular Value Decomposition (SVD),
which decomposes a matrix into a product of a left unitary matrix, a diagonal matrix, and a right
unitary matrix. In SVD, the unitary matrices consist of orthogonal vectors, and the diagonal matrix
of singular values essentially determines the rank of the matrix. Inspired by SVD, we propose
to use Householder transformations to replace the left and right unitary matrices. Householder
transformations maintain orthogonality properties similar to unitary matrices but can be derived
simply by a vector, making them parameter efficient. With left and right Householder matrices,
we learn the diagonal matrix adaptively for each layer to accommodate layer-wise properties. This
approach, termed the Householder Transformation-based Adaptor (HTA), enables us to derive the
adaptation matrix in a parameter-efficient manner while theoretically allowing for varying ranks for
the adaptation matrices, thus achieving a better balance between parameter efficiency and adaptation
performance.

We conducted experiments on a set of downstream vision classification tasks. The results show
that our method can be effectively applied to various ViT versions, achieving promising fine-tuning
performance. In summary, the contributions of this work can be summarized as follows:

* We approach PEFT from a novel angle by viewing the adaptation matrix from the perspective
of SVD, which inspires us to propose a Householder transformation-based adaptation
strategy that is parameter-efficient.

* By learning scaling coefficients to compose Householder transformation matrices together
into adaptation matrices, our method can theoretically allow varying adaptation matrix ranks
to accommodate layer-wise variations.

» Experiments on two sets of downstream vision classification tasks reveal our method can
achieve an appealing balance between adaptation performance and parameter efficiency.

2 Related Work

2.1 Pre-training and Transfer Learning

As an advanced learning strategy, extensive research [4H7]] has demonstrated the wide applicability
of transfer learning across various fields. Especially in cases where the target task has limited data,
high labeling costs, or poor data quality [8-10]], transfer learning significantly enhances model
generalization and training efficiency. By pre-training on large-scale datasets and using the obtained
parameters as initialization for downstream tasks, transfer learning can effectively transfer and apply
the knowledge of pre-trained models. In this process, the performance and convergence speed of
downstream tasks are highly correlated with the dataset used for pre-training the model. In the field of
computer vision, pre-training on large-scale datasets such as ImageNet [L1]] has significantly improved
the performance of tasks like image classification [[12H15], object detection [16} [17]], and semantic
segmentation [[18,[19]]. Moreover, self-supervised pre-training [20, [21]] leverages the advantage of not
requiring large amounts of labeled data, expanding the data scale and enhancing feature extraction
capabilities, thereby further improving the generalization ability and robustness of pre-trained models.
However, due to the substantial computational resources required to fully fine-tune the parameters of
pre-trained models in downstream tasks, current research has shifted towards exploring more efficient
fine-tuning methods.

2.2 Parameter-Efficient Fine-Tuning (PEFT)

Compared to full fine-tuning, the PEFT methods [22H25] [2, [26] aim to reduce the high cost of
fine-tuning by freezing the majority of parameters in the pre-trained model and introducing a small
number of learnable parameters to adapt to specific downstream tasks.

With the development of large pre-trained models, various PEFT approaches have emerged.
Adapter [22] inserts a bottleneck-structured adapter layer into the pre-trained model and refines
the model by updating only the parameters within the adapter layer. Bias [23] focuses on the fine-
tuning of models for specific downstream tasks by meticulously calibrating the bias terms. VPT [24]]
integrates the concept of prompt learning into visual tasks, thereby facilitating targeted optimization
for specific downstream tasks. SSF [25] efficiently fine-tunes the weights in pre-trained models



through affine transformations composed of scaling and shifting operations. AdaptFormer [2] ex-
plores a parallel adapter solution on ViT for various downstream tasks. FacT [26] decomposes the
weights of ViT into individual three-dimensional tensors and further decomposes the increments
into lightweight factors. During fine-tuning phase, these factors are updated and stored, effectively
reducing computational overhead.

2.3 LoRA and its variants

As represented by LoRA [1], the core of this type of PEFT method is the utilization of low-rank
matrices to approximate weight adjustments during the fine-tuning phase. By employing reparame-
terization techniques, these low-rank matrices are combined with the existing parameter matrices,
thereby circumventing extra inference costs. AdaLLoRA [27]] employs singular value decomposi-
tion to decompose weight matrices, pruning insignificant singular values to effectively reduce the
number of parameters. ARC [3] uses symmetric up-down projections to create cross-layer shared
bottleneck operations. By learning low-dimensional rescaling coefficients, it effectively recombines
layer-adaptive adapters, reducing the costs of fine-tuning. FedPara [28]] reparameterizes model layers
with low-rank matrices and uses the Hadamard product. This approach, unconstrained by low-rank
limitations, offers greater capacity and reduces learning costs. RLRR [29] examines mainstream
PEFT methods from the perspective of SVD decomposition, exploring the critical balance between
preserving generalization in pre-trained models and adapting them to downstream tasks. Our re-
search abandons the traditional fixed-rank approach, opting instead for a more flexible adjustment of
parameter matrices using a small number of learnable parameters.

3 Methodology

In this section, we commence with an introduction of the notations, symbols, and contextual back-
ground related to low-rank adaptations and Householder transformation. Then we present the
decomposed structure of low-rank adaptation and discuss its inherent operating mechanism from the
perspective of singular value decomposition. Finally, we propose a novel adaptation via Householder
transformation. This adaptation primarily aims to construct the Householder unitary matrices via a
learnable weight vector, thereby trading-off the fully spanned representation space and the affordable
parameter size.

3.1 Preliminary knowledge

Low-rank adaptation. Pre-trained ViT models are typically initialized with weights learned from
large-scale image datasets, such as ImageNet. The pre-training process involves optimizing the model
on an unsupervised or supervised pretext task. The resulting pre-trained weights encode rich semantic
information that can be transferred to a wide range of downstream tasks through fine-tuning. As
one of the most representative methods of fine-tuning, PEFT method achieves excellent results on
downstream tasks by merely utilizing a small number of additional learnable parameters to fine-tune
the ViT. The most prevalent PEFT is the adaptation method, which can be divided into two categories:
LoRA-based and adapter-based methods. In general, LoRA-based method is defined as:
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where Xg; D s the fine-tuning output, WO is any linear weight projection
(1 /
WO WO WO WO W W yin Vit 5" is the bias weights, W € RP“*P’ and
1(12 € RP'*P" are down- and up-adapting projection matrices across varying layers with the

dimensionality D’ < D®_ The detailed framework of LoRA-based method is shown in Fig.
Analogously, adapter-based method is described as:

Xip! = AC‘B(MHA(X(“U)WMHA(l))WuMpHA(z)’
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with the activation function Act(-), Multi-Head Attention (MHA), and Feed-Forward Network (FFN)
modules in ViT. The detail of adapter-based method is shown in Fig. By observing
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Figure 1: Underpinned by [(2)] LoRA [[]] and [(c)] Adapter [22], we utilize Householder matrix to
construct Householder transformation-based adaptations, involving [(b)] LoRA-based method with
HTA and[(d)| Adapter-based method with HTA.

Eq. (]I[) and @), both above-mentioned PEFT methods involve a low-rank bottleneck structure,

ie., W;Qaptation = ijgwnwﬁfg. Note that we remove the activation in the low-rank bottleneck

because the presence or absence of such activation does not affect the low-rank structure of adaptation.

Householder transformation. Householder transformation, or Householder reflection, is a linear
transformation that reflects a vector across a hyperplane defined by a Householder vector. It is charac-
terized by a Householder matrix, which is an orthogonal and symmetrical matrix with determinant -1.
This transformation, initially proposed by A.S. Householder in 1958 [30], has significant applications
in numerical linear algebra [31]], particularly in QR decomposition [32], where it is used to transform
a matrix into an upper triangular or Hessenberg form [33]]. Householder transformation can also
be employed to set specific elements of a vector to zero while preserving its norm, making it a
valuable tool for matrix orthogonalization and symmetrization. The Householder matrix is defined as
following:

H=1-33', €)

with the identity matrix I and the Householder vector ¥.

3.2 Viewing the adaptation matrix from SVD

Singular Value Decomposition (SVD) offers a profound insight into matrix factorization. It breaks
down a matrix into three constituent matrices. Viewing the adaptation matrix through the lens of
SVD, we represent it as:
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where Wl(é%t € RPxDY ig the left unitary matrix and Wg;ht € RP =D i the right unitary

matrix; and D® € RP “xDY i the diagonal matrix in which the diagonal elements of a diagonal

matrix are singular values. Unitary matrices W(l%t and W'V

e ht essentially characterize the rotation

transformations in a linear space. The left unitary matrix Wleft rotates an arbitrary vector multiplied
@

adaptation
diagonal matrix D). Finally, the right unitary matrix Wﬁléht rotates the vector back to the original
linear space. Therefore, the SVD decomposition characterizes the transformations of rotation and

scaling in the linear space.

by the adaptation matrix W into the space it spans. Then, the vector is scaled by the

When it comes to the fine-tuning strategy, PEFT methods employ ViT as the backbone and essentially
c RD'xD"

and the learnable singular values of diagonal matrix D() € RP "D’ to downstream tasks, implicitly
performing the rotation and scaling transformations. Note that the number of non-zero singular values
in matrix D) does not exceed its dimensionality D’. However, the fixed bottleneck dimensionality
D’ empirically set to LoRA- or adapter-based methods is inflexible, thereby without accommodating
variations in layer-wise properties. This implies that the linear space spanned by the low-rank
adaptation matrix and its corresponding number of non-zero singular values is constrained within a
low dimensionality D’. Increasing the dimensionality D’ could effectively enhance the space capacity
of the adaptation matrix, thereby improving the performance potential of the fine-tuned ViT model.
However, this also further increases the number of parameters in the PEFT method.

. . l /
fine-tune the learnable parameters of unitary matrices Wl(gt € RP"*D" and Wﬁléht

3.3 Householder transformation-based adaptation

To address the aforementioned issue, we introduce Householder transformation into the adaptation
matrix learning, and propose the Householder Transformation-based Adaptor (HTA). Following this
way, HTA facilitates the derivation of the adaptation matrix in a manner that is parameter-efficient,
while theoretically accommodating the flexibility of varying ranks for the adaptation matrices.

. . ) i
In our approach, we respectively employ the Householder matrices Hl(é%t R *D and Hgéht
RP*DY a5 substitutes for the left and right unitary matrices W(llct € RPxD" and Wg;ht
RP"*P" within the adaptation matrix ng)aptation to form the HTA adaptation matrix W{/., :
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Since the Householder transformation matrix is derived from a single vector, its transformation
capacity can be limited and sensitive to the vector learned to derive it. To enhance the robustness
of the adaptation matrix, we incorporate an additional low-rank adaptation matrix, resulting in the
ultimate HTA. Building on this design, we can derive the LoRA alternative as follows:
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where W) e RP>1and W) e RI*P unless otherwise stated. The HTA structure of the

LoRA alternative is shown in Fig. [I]{(b)



Analogously, we can derive HTA alternative to the adapter-based method (as shown in Fig. [T][(d)) as
follows:
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By observing Eq. (6), we can see that LoRA-based method with HTA could be re-parameterized

to the form We_param = nggwnwﬁfg + Wﬁ)T A during the model inference stage. And also, the

re-parameterization WMHA Wf,l)Wg)T A of MHA in Eq. (7) is available due to the fact that

re—param
the weight matrix W(()l) is positioned at the end of MHA. Similarly, the re-parameterization of FFN
is WEFN — W) W) due to the weight matrix W/, at the tail of FFN.

re—param

4 Experiments

In this section, we present the experimental settings, comparison to existing solutions, and ablation
studies to unveil the key properties of the proposed method.

4.1 Experimental settings

Datasets. We evaluated the effectiveness of our method using two sets of visual adaptation bench-
marks: FGVC and VTAB-1k, involving a total of 24 datasets. The FGVC collection consists of five
Fine-Grained Visual Classification (FGVC) datasets: CUB-200-2011, NABirds, Oxford Flowers,
Stanford Dogs, and Stanford Cars. These datasets focus on distinguishing between visually similar
subcategories within a broader category, making the task more challenging and detailed. The VTAB-
1k benchmark comprises 19 diverse visual classification tasks, divided into three categories: Natural,
which includes images captured by standard cameras; Specialized, which includes images captured
by specialized equipment such as remote sensing and medical imaging devices; and Structured, which
includes synthesized images from simulated environments, such as object counting and 3D depth
prediction. Each VTAB-1k task includes 1,000 training samples.

Pre-trained backbones. We employ ViT [13]] and Swin Transformer [14]] as backbone architectures
to evaluate our proposed approach. To demonstrate the versatility of the proposed HTA model, we uti-
lize two variants of ViT: ViT-Base and ViT-Large. These models are pre-trained on the ImageNet21K
dataset [[11]. Additionally, to ensure a fair comparison, we follow the settings from previous work [29]
and conduct separate experiments using a ViT backbone enhanced with AugReg [34].

Baselines and existing PEFT methods. In our comparative analysis, we evaluate the performance
of our HTA against two baselines and several state-of-the-art PEFT methods. Unless otherwise
specified, our HTA follows the design in Eq. (), with the dimension of the low-rank adaptation
matrix set to 1. The two baselines we consider are: (1) Full Fine-tuning: This baseline involves
updating all the parameters of the pre-trained model using the training data of the downstream
task. (2) Linear Probing: This baseline focuses on learning a linear classification head on the
downstream task while keeping the remaining parameters of the pre-trained model frozen. In addition
to the baselines, we compare our method with the following state-of-the-art solutions: Adapter [22],
Bias [23], LoRA [1], VPT [24]], AdaptFormer [2], FacT [26], ARC [3]] and RLRR [29]. The results
are presented in Table[T]and Table



Table 1: Performance comparisons on the VTAB-1k benchmark with ViT-B/16 models pre-trained on
ImageNet-21K. * denotes leveraging the augmented ViT backbone by AugReg [34]. The bold font
shows the best accuracy of all methods and the underline font shows the second best accuracy.
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Bias [23 728 870 5392 975 853 599 514 [733|787 91.6 729 69.8 [ 783 | 61.5 55.9 157 251 [441] 621 0.14
VPT-Shallow [24 717 869 626 975 873 745 76.8 | 782 920 756 729 | 79.7 | 50.5 67.1 202 341 | 470 | 649 0.1
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HTA 766 943 725 993 913 862 56.5 | 82.4 | 87.6 50 757 | 86.0 | 82.6 81.0 5 526 345 473 | 623|747 022
SSFI23 690 926 751 994 918 902 816 | 874 874 755 | 866 | 159 623 80.6 773 549 295 379|390 | 731 024
ARC* 3 712909 759 995 921 908 81.8 | 87.4 87.6 764 | 87.0 | 833 6l 817 810 309 413|614 | 743 013
RLRR* [20 767 927 763 99.6 926 918 837 | 87.8 962 8.1 763 |87.3 | 804 633 545 833 830 537 320 417 |6L5|751 033
HTA* 790 928 77.6 99.6 924 894 551|837 882 961 897 764 |87.6|842 617 536 820 851 537 339 479 | 628 | 757 022

Table 2: Performance comparisons on five FGVC datasets with ViT-B/16 models pre-trained on
ImageNet-21K. * denotes leveraging the augmented ViT backbone by AugReg [34].

Datasets .
m‘ CUB-200-2011 ‘ NABirds

Oxford Flowers Stanford Dogs Stanford Cars Mean Total  Params. (M)

Full fine-tuning 87.3 82.7 98.8 89.4 84.5 88.5 85.98
Linear probing 85.3 75.9 97.9 86.2 513 79.3 0.18
Adapter [22 871 843 985 898 686 857 041
Bias [23 88.4 84.2 98.8 91.2 79.4 88.4 0.28
VPT-Shallow [24] 86.7 78.8 98.4 90.7 68.7 84.6 0.25
VPT-Deep [24] 88.5 84.2 99.0 90.2 83.6 89.1 0.85
LoRA [1] 88.3 85.6 99.2 91.0 83.2 89.5 0.44
ARC [3] 88.5 85.3 99.3 91.9 85.7 90.1 0.25
RLRR [29] 89.3 84.7 995 92.0 87.0 90.4 047
HTA 88.8 84.4 99.5 922 87.9 90.6 036
SSF23] 89.5 857 9.6 89.6 89.2 90.7 039
ARC* 3 89.3 85.7 99.7 89.1 89.5 90.7 0.25
RLRR* [29 89.8 85.3 99.6 90.0 904 91.0 047
HTA* 90.5 85.4 99.6 89.3 905 91.1 036

Implementation details. Following previous work, we employed data augmentation during the
training phase. For the FGVC datasets, we processed the images with a random resize crop to
224 x 224 and applied a random horizontal flip for data augmentation. For the VTAB-1k datasets,
we directly resized the images to 224 x 224, adhering to the default settings in VTAB-1k. We used
the AdamW [35]] optimizer to fine-tune the models for 100 epochs. The learning rate schedule
was managed using the cosine decay strategy. All experiments are conducted using the PyTorch
framework [36]] on an NVIDIA A800 GPU with 80 GB of memory.

4.2 Experimental comparisons

In this section, we conduct a comprehensive comparison of our method with other state-of-the-art
approaches using different benchmarks and backbones. We evaluate the classification accuracy of
each method across various downstream tasks and examine the number of trainable parameters during
the fine-tuning phase.

Comparison with the existing PEFT methods. We conducted a comparison of our method with
other PEFT methods and baselines using two different benchmarks: FGVC and VTAB-1k. The results
are presented in Table[T]and Table[2] On the VTAB-1k dataset, our method not only demonstrates
strong competitiveness compared to the baselines but also shows advantages over current state-of-the-
art methods. On many of the datasets, our method achieves the best performance with a reasonable
parameter count. Compared to the previous state-of-the-art method, RLRR [29]], our method achieves
superior overall performance while reducing the number of parameters by one-third. When using the
AugReg-enhanced model, our lead is further amplified. In Table[2] we further compare our method
with others on the FGVC benchmark. While our method also achieves appealing performance on this
dataset, the advantage is less evident. This is due to the fact that very high performance has already
been achieved on this dataset, and the performance improvements have nearly saturated.



Table 3: Performance comparison on VTAB-1k using ViT-Large pre-trained on ImageNet-21k as the
backbone. Detailed results are presented in the Appendix.

M Natural (7) | Specialized (4) | Structed (8) | Mean Total Params.(M)
Full fine-tuning 74.7 83.8 48.1 65.4 303.40
Linear probing 70.9 69.1 25.8 51.5 0.05

Bias [23] 70.5 733 412 589 0.32
VPT-Shallow [24] 78.7 79.9 40.6 62.9 0.15
VPT-Deep [24] 82.5 83.9 54.1 70.8 0.49
LoRA [T} 81.4 85.0 57.3 72.0 0.74
SSF [25] 819 85.2 59.0 73.0 0.60
ARC [3] 82.3 85.6 573 725 0.18
RLRR [29] 83.9 86.4 61.9 752 0.82
HTA 84.1 86.6 62.3 754 0.54

Table 4: Performance comparison on VTAB-1k using Swin Transformer pre-trained on ImageNet-21k
as the backbone. Detailed results are presented in the Appendix.

M Natural (7) | Specialized (4) | Structed (8) | Mean Total Params.(M)
Full fine-tuning 79.1 86.2 59.7 72.4 86.80
Linear probing 73.5 80.8 33.5 58.2 0.05

MLP-4 [24] 70.6 807 312 577 204
Partial [24] 73.1 817 35.0 58.9 12.65
Bias [23] 742 80.1 424 62.1 0.25
VPT-Shallow [24] 79.9 82.5 37.8 62.9 0.05
VPT-Deep [24] 76.8 84.5 53.4 67.7 022
ARC [3] 79.0 86.6 59.9 726 027
RLRR [29] 81.3 86.7 59.0 73.0 041
HTA 818 86.7 613 74.2 023

Experiments on larger-scale ViT backbone. In addition to using the ViT-B backbone, we also
employed the ViT-L backbone, which has a deeper block structure, to validate the scalability and
generalizability of our method. The comparison results are shown in Table 3] Our method achieves
the best performance among all the compared methods while maintaining a reasonable parameter
count. These results demonstrate that our method can effectively adapt models of varying scales and
complexities in an efficient manner.

Experiments on hierarchical Vision Transformers. To further validate the effectiveness of
our method, we tested it on the Swin Transformer [14]]. The Swin Transformer is renowned for
its hierarchical design, consisting of multiple stages, each with transformer blocks that maintain
consistent feature dimensions unique to that stage. As shown in Table ] our method notably
outperforms existing state-of-the-art methods across various downstream tasks, with an overall
improvement of 1.2% over the previous best performance while using only half of the parameters.

4.3 Ablation studies

To gain deeper insights into the proposed method, we conducted comprehensive ablation studies to
elucidate its critical features and carry out pertinent analyses.

Using HTA as alternative to low-rank based adaptation matrix. As mentioned earlier, our
proposed HTA model offers a more flexible adaptation capacity compared to other low-rank based
adaptation matrices. To validate this claim, we replaced the adaptation matrices of LoRA [1]
and Adaptor [22] with HTA. Initially, following FacT [26], LoRA [1]] was originally applied to the
{W,, W, } projection matrices in the multi-head attention operation of each ViT layer, while Adapter
was applied to the feed-forward neural network components layer-wise, as described in Eq. (2). For



Table 5: Ablation study on using HTA as alternative to the low-rank based adaptation matrices in
LoRA and Adapter on VTAB-1k. Following the configurations in FacT [26]], LoRA and Adapter are
applied to {W,, W, } and {Wgc1, Wrca} projection matrices, separately.

Datasets -
Methods Natural (7) | Specialized (4) | Structed (8) | Mean Total Params.(M)
LoRA (W, W,) 79.5 84.6 59.8 72.3 0.29
HTA (W, W,) 81.0 84.6 59.6 72.7 0.09
HTA (W,, W, Wgci, Wrea) 81.1 86.3 61.5 73.9 0.28
Adapter (Wrpc1, Wre2) 79.0 84.1 58.5 71.4 0.16
HTA (Wgc1, Wres) 81.0 84.9 60.0 73.0 0.05
Natural (7) Specialized (4) Structed (8)
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Figure 2: Ablation study on the impact of different bottleneck dimensions of adaptive matrices in
HTA. The bar chart represents the Top-1 Test Accuracy, the line graph indicates parameters count.

a fair comparison, we also applied HTA separately to {W,, W, } and {Wgc1, Wgcz}. From the
results in Table [5] we observe that our method slightly outperforms LoRA but with significantly
fewer parameters. Moreover, our method achieves significant improvement over Adapter still using
much fewer parameters. These results indicate that our method achieves a better trade-off between
adaptation performance and parameter efficiency. To further test the effectiveness of our method
when using a similar parameter scale to LoRA, we additionally applied HTA to FFN layers. The
results show that under the same parameter size, our method exhibits a noticeable improvement over
LoRA.

Ablation study on the bottleneck dimensionality of additive adaptation matrix in HTA. We
conducted ablation experiments to verify the effect of incorporating low-rank adaptation matrices
in HTA, as well as the impact of its bottleneck dimensionality. The results are presented in Fig. 2]
From these results, we observe that without the addition of low-rank adaptation, HTA experiences
an obvious performance drop. This is due to the fact that while deriving orthogonal matrices using
Householder transformations is parameter-efficient, their inherent dependence on a single chosen
vector makes them insufficient as a set of general orthogonal bases for representing arbitrary high-
dimensional space. When using a low-rank adaptation matrix with rank 1, HTA shows a significant
performance boost. This indicates that even with a simple low-rank adaptation, HTA can achieve
a promising trade-off between adaptation performance and parameter efficiency. By incorporating
these low-rank matrices, HTA can maintain high performance while being parameter-efficient.

5 Limitations

In this work, we use Householder transformations to construct adaptation matrices in a parameter-
efficient manner. Although Householder transformation matrices are orthogonal, they cannot serve as
general orthogonal bases in high-dimensional spaces due to their inherent dependence on a single
vector. This limitation may reduce the adaptation capacity of the adaptation matrix composed of two
Householder matrices. We address this issue by incorporating a rank-1 adaptation matrix, which
may somewhat detract from the elegance of the proposed method. However, it is worth exploring
strategies to eliminate the need for the additive adaptation matrix, thereby further enhancing the
elegance and efficiency of the HTA method.



6 Conclusions

In this work, we proposed a novel Parameter-Efficient Fine-Tuning (PEFT) solution. Our method
addresses the limitation of fixed bottleneck dimensionality in low-rank based adaptation matrices,
which can restrict adaptation flexibility. By viewing the adaptation matrix from the perspective of
Singular Value Decomposition (SVD), we use Householder transformations to mimic orthogonal
bases. These transformations, derived from a single vector, are highly parameter-efficient. We
adaptively learn diagonal coefficients to flexibly combine two Householder matrices into an adaptation
matrix, accommodating layer-wise variations. Theoretically, our method can generate adaptation
matrices with varying ranks while maintaining a reasonable parameter size, offering a potential
alternative to low-rank based adaptations. Experiments on two sets of downstream vision classification
tasks demonstrate the effectiveness of our approach.
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Efficient Adaptation of Pre-trained Vision Transformer via
Householder Transformation

Supplementary Materials

In the supplementary materials involving our work, we demonstrate Detailed dataset statistic, Hyper-
parameters in our work, Experimental details, and broader impacts, including:

* [AlDetailed dataset statistic

* |B|Hyper-parameters in our work

* [C|Experimental details on larger-scale and hierarchical ViT backbones
* [D|Experimental details on ablation study

* [E|Broader impacts

Due to the limitation that supplementary materials larger than 100MB cannot be uploaded to the Open-
Review website, only the project code as the concise supplementary materials is uploaded to this web-
site. Please reler to the anonymous linkhttps://drive.google.com/file/d/18sXhtqM1KZd4_
LRICk2NvS1KiFiHrG2d/view?to obtain the complete code, datasets, and models.
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A Detailed dataset statistic

We provide detailed information about the datasets used in this paper, including the number of classes
and the sizes of the training, validation, and test sets, in Table[I](FGVC) and Table [2](VTAB-1k).The
FGVC datasets include CUB-200-2011, NABirds, Oxford Flowers, Stanford Dogs, and Stanford Cars,
which are used for fine-grained classification tasks of birds, flowers, dogs, and cars, respectively. The
VTAB-1k datasets cover natural, specialized, and structured tasks, including natural image datasets
such as CIFAR-100, Caltech101, DTD, Flowers102, Pets, SVHN, and Sun397; specialized image
datasets such as Patch Camelyon, EuroSAT, Resisc45, and Retinopathy; and structured image datasets
such as Clevr/count, Clevr/distance, DMLab, KITTI/distance, dSprites/location, dSprites/orientation,
SmalINORB/azimuth, and SmalINORB/elevation. Detailed information about these datasets is
presented in the tables.

Table 1: Dataset statistics for FGVC. “*” denotes the train/val split of datasets following the dataset
setting in VPT [24]].

Dataset | Description | Classes | Train size | Val size | Test size
CUB-200-2011 [37] | Fine-grained bird species recognition 200 5,394* 600%* 5,794
NABiIrds [38] Fine-grained bird species recognition 555 21,536% 2,393%* 24,633
Oxford Flowers [39] | Fine-grained flower species recognition | 102 1,020 1,020 6,149
Stanford Dogs [40] Fine-grained dog species recognition 120 10,800% 1,200%* 8,580
Stanford Cars [41] Fine-grained car classificatio 196 7,329%* 815* 8,041

B Hyper-parameters in our work

Table 3] provides a summary of the configurations used in our experiments. As discussed in Section 4]
we performed a grid search on the validation set of each task to determine the optimal hyperparameters,
including learning rate, weight decay, batch size, and dropout rate.

C Experimental details on larger-scale and hierarchical ViT backbones

Table[d and 5] respectively display the comprehensive results of the comparison conducted in Sectionf4]
among ViT-Large and Swin-Base models.

D Experimental details on ablation study

We provide further explanation of the ablation experiments in Section In the study on the
transferability of HTA, we replaced the low-rank adaptation matrices in LoRA, we used an HTA
module to replace the bottleneck part of LoRA, while in Adapter, we directly replaced the Adapter
with an HTA module. The detailed experimental results are presented in the table [f] In the study of
the low-rank adaptation part of HTA, we set its dimensions to 0, 1, 2, and 4, respectively. The results
are shown in Table[7l

E Broader impacts

Practicality: Our approach differs from traditional methods by employing Householder transforma-
tions rather than standard unitary matrices, which can be efficiently derived. This approach boosts
the efficiency of parameter usage and significantly cuts down on the number of parameters requiring
fine-tuning. With this technique, we manage to achieve high performance while optimizing parameter
use. Leveraging large-scale pre-trained models, our HTA method proves to be both highly efficient
and practical across diverse applications.

Low Energy Consumption: Our approach enhances the model’s computational efficiency by de-
creasing the necessary computational parameters, thus reducing energy usage during training. This
reduction aids in conserving energy and lowering emissions, aligning with global sustainability
goals and the push for eco-friendly practices. Moreover, our method not only improves the model’s
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Table 2: Dataset statistics for VTAB-1k [42]].

Dataset Description | Classes | Train size | Val size | Test size
CIFAR-100 100 10,000
Caltech101 102 6,084
DTD 47 1,880
Flowers102 Natural 102 | 800/1,000 200 6,149
Pets 37 3,669
SVHN 10 26,032
Sun397 397 21,750
Patch Camelyon 2 32,768
E‘ég’i‘:‘g Specialized ig 800/1,000 200 g:ggg
Retinopathy 5 42,670
Clevr/count 8 15,000
Clevr/distance 6 15,000
DMLab 6 22,735
KITTI/distance 4 711
dSprites/location Structured 16 | 800/1,000 200 | 73728
dSprites/orientation 16 73,728
SmalINORB/azimuth 18 12,150
SmallNORB/elevation 9 12,150

Table 3: The implementation details of configurations such as optimizer and hyper-parameters. We
select the best hyper-parameters for each download task via using grid search.

Optimizer AdamW
Learning Rate {0.2, 0.1, 0.05, 0.01, 0.005, 0.001, 0.0001}
Weight Decay {0.05, 0.01, 0.005, 0.001, 0}
Batch Size {64,32, 16}
Adapter Dropout {0.5,0.3,0.2,0.1, 0}
Learning Rate Schedule Cosine Decay
Training Epochs 100
Warmup Epochs 10

Table 4: This table is extended from Table |3|in Section E] and describes the detailed experimental
results of the performance comparison on VTAB-1k using ViT-Large pre-trained on ImageNet-21k as
the backbone.

Datasets Natural Specialized Structed
Methods S = £ =
3 - o = £ - 2 ] 2 =
= S B g = " ] H x a g o < = 2 E
% £ g N z % 3 F S A £ 2 3 °o g = = Z
| ] g = 2 = 3 4 2 g P L o = =) o T & & = = £
E £ £ 2 g £ % 3|§F i § 5 3|z : £ E & & 2 ¢ 2|8 %
S § & = & 52 & 2|5 & & & 2|0 ©T & 2 &8 28 % % z2|=2 &
Full fine-tuning | 68.6 843 586 963 865 87.5 414|747 [ 826 959 824 742 838|554 550 422 742 568 430 285 297 |48.1 | 654 3034
Lincar probing | 722 864 636 97.4 858 38.1 525|709 |769 873 666 454 |69.1 | 282 280 347 540 106 142 146 219|258 | 515 005

Adapter [22 753 842 545 974 843 313 529 686|758 851 634 69.5|735|354 341 308 47.1 304 234 108 198|290 | 529 238
Bias [23 710 824 513 963 832 595 499 (705|729 879 631 713|738 |512 507 335 548 659 373 137 222 [412|589 032
VPT-Shallow [24] | 80.6 882 67. 980 859 784 530|787 |797 935 734 731|799 |415 525 323 642 483 353 216 288|406 | 629 0.15
VPT-Deep 24 841 889 708 988 90.0 89.0 559 | 825|825 966 826 739 839|637 607 46.1 757 837 474 189 369 | 54.1 | 708 049
LoRA [1 758 898 736 99.1 90.8 832 57.5| 814|860 950 834 755|850 | 781 60.5 467 816 767 513 280 354|573 |720 074
ARC 3 762 89.6 734 991 903 909 56.5| 823|850 957 859 758 | 856|786 62.1 467 767 759 530 302 352|573 |725 0.8
SSF 25 735 913 700 993 913 90.6 57.5|81.9 | 859 949 855 744 852|806 60.0 533 800 77.6 540 318 350|590 | 73.0 0.60
RLRR [29 793 920 746 995 921 896 60.1|839 | 873 953 87.3 757 | 864 | 827 62.1 546 806 87.1 547 313 419 | 619|752 082
HTA | 808 924 761 995 928 872 59.9 | 84.1 | 877 955 868 765 | 86.6 | 82.6 624 534 80.0 871 537 334 456|623 | 754 054

performance and efficiency but also promotes environmental sustainability by embracing sustainable
development principles.

Ethical Aspects: Our model utilizes the vast capabilities of large-scale pre-trained models for
representation and generalization. However, it is trained on datasets that might contain problematic
data, such as illegal content or inherent biases, which our model could inadvertently learn. To tackle
this challenge, addressing model toxicity becomes critical. Consequently, it’s imperative to develop
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Table 5: This table is extended from Table E|in Section E| and describes the detailed experimental
results of the performance comparison on VTAB-1k using Swin-Base pre-trained on ImageNet-21k

as the backbone.

N Natural Specialized Structed
Methods > - - £ _ =
g = g s . E - ., . 3 B )
= S = g = v g 2 2 = a g = T 0 -} G
& 5 £ = z 5 3T £ S 8 £ 2 3 S 4 4 s ¢
g 2 8 z g c 2 = g £ = 3 B = % 2 = = £
E 3 E E 3 ¢ S : % % 5|: 2 2 E & B 2 S 3|8 I
c d a &= & & S & = & 2|0 © & ¥ 8 % % % =z|=2 &
Full fine-tuning | 722 88.0 866 969 877 736|862 |757 598 546 786 794 536 346 409|597 | 724 869
Linear probing | 61.4 902 815 90.1 821 694|808 |39.0 359 40. 650 203 260 143 276|335 582 005
MLP-4 24 549 874 80.5 909 76.8 744|807 (609 388 402 665 94 21.1 145 288 | 312|577 4.04
Partial |24 60.3 889 828 91.7 80.1 723 | 817|343 355 432 77.1 158 262 19.1 284 | 350 | 589 12.65
Bias [23 731 868 804 916 761 725|801 |473 485 347 663 57.6 362 172 316|424 | 621 025
VPT-Shallow 241 | 780 91.3 80.1 939 83.0 727 (825|408 439 341 632 284 445 215 263 | 378 | 629 0.05
VPT-Deep [24 796 908 . 849 962 850 720 | 845|676 594 50 741 744 506 257 257|534 |67.7 022
ARC 3 625 900 719 992 878 90.7 89.1 958 845 77.0 | 86.6 | 754 574 534 831 917 552 316 318|599 | 726 027
RLRR [29 661 906 755 993 921 909 87.1 959 87.1 765|867 | 660 57.8 553 841 9l.1 552 286 340|390 | 730 041
HTA | 720 89.6 764 995 921 878 555 | 818|867 963 875 763 | 867|850 622 537 843 891 524 276 364|613 | 742 023

Table 6: This table is extended from Table [5|in Section 4} LoRA and Adapter both follow the
configurations from the A paper. In our implementation, the fully connected layers within the
bottlenecks are replaced with Householder transformations. "(-)" indicates specific configuration

information

w Natural Specialized Structed

Metho 5 = - £ o - o

g oz 3 s .o, % R 2 23 3 £

£ z g : 3 % £ S & 2 2 £ g e

2 £ a2 £ g ¢ z £ s5|: £ =2 E £ & = |8 §
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s d & =& & S & &# & 2|0 ©T =& ¥ 2 %2 2|2 &

LORA(W,. W,) 67.1 914 694 988 904 849 953 844 736|846 | 829 692 498 785 310 440 | 598 | 723 029
HTAW,, W,) 712 933 725 993 912 853 9049 825 757|846 | 80.8 629 502 789 207 454 | 596 | 727 0.09
HTAW,, W, Wior, Wieo) | 717 931 709 992 90.5 87.6 963 851 762|863 | 80.8 60.1 510 820 329 460 | 6148 | 739 028
Adapler(Wrer, Wrcz) | 692 90.1 680 988 899 840 949 810 755 | 841 809 653 486 783 299 416 | 585 [ 714 0.16
HTA(Wrc1, Wrca) 726 930 711 993 914 821 572|810 |853 950 829 763 | 849 | 816 639 495 812 2.1 454 | 60.0 | 730 0.05

Table 7: This table is extended from Fig.[2|in Section
Dataset: Natural Specialized Structured
Methods . = £ =
s ] = £ - - ] o -

£ g = E & ., = 2 oz 2 g ¢ < B )

R £ 5 Z £ I £ /& | £ 4 ¢ £ g s £

< £ 2 Z 3 s |2 € 2 £ g L L 3 E 7T I 2 = = = £

= = a Z @ z s 3 g £ Z g g 3 H = 2 g ©Q Q g 3 £

= = = 2 : = E] & £ 5 3 S 3 2 2 = 5 Z & sz S 3 5
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730 90.1 718 993 91 834 537|803 | 823 942 827 737|832 773 616 492 800 817 533 281 412591 |720 0.5
766 943 725 993 913 862 565 | 824 | 87.6 957 850 757 860 | 826 633 525 810 845 526 345 473 | 623|747 022
755 942 730 993 912 857 563 | 822|880 952 846 76.1 860 | 822 63.1 521 802 855 523 339 47.5| 621|745 030
746 936 721 993 914 883 561 | 822|830 963 856 764 | 866|818 649 536 823 848 536 344 472 | 628 | 750 044

enhanced mechanisms that can both identify and reduce such biases and unlawful information in the

datasets.
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