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Abstract

Recent advances in LLMs, particularly in lan-
guage reasoning and tool integration, have
rapidly sparked the real-world development of
Language Agents. Among these, travel plan-
ning represents a prominent domain, combining
academic challenges with practical value due to
its complexity and market demand. However,
existing benchmarks fail to reflect the diverse,
real-world requirements crucial for deployment.
To address this gap, we introduce ChinaTravel,
a benchmark specifically designed for authentic
Chinese travel planning scenarios. We col-
lect the travel requirements from questionnaires
and propose a compositionally generalizable
domain-specific language that enables a scal-
able evaluation process, covering feasibility,
constraint satisfaction, and preference compar-
ison. Empirical studies reveal the potential
of neuro-symbolic agents in travel planning,
achieving a constraint satisfaction rate of 27.9%,
significantly surpassing purely neural models
at 2.6%. Moreover, we identify key challenges
in real-world travel planning deployments, in-
cluding open language reasoning and unseen
concept composition. These findings highlight
the significance of ChinaTravel as a pivotal mile-
stone for advancing language agents in complex,
real-world planning scenarios.

1 Introduction

A long-standing goal in Al is to build planning
agents that are reliable and general, able to assist hu-
mans in real-world environments. Recently, Large
Language Models (LLMs) (Brown et al., 2020;
Ouyang et al., 2022; Achiam et al., 2023) have
demonstrated remarkable potential in achieving
human-level understanding and planning capabil-
ities. This has sparked the rapid development of
a field called Language Agents, employing LLMs
to perceive the surroundings, reason the solutions,
and take appropriate actions, ultimately building an
autonomous planning agent (Shinn et al., 2024; Yao

etal., 2023; Xi et al., 2023). Equipping LLMs born
from web-scale corpora, language agents demon-
strate a proficient ability to understand general
natural language instructions and collect domain-
specific information via tools (Yao et al., 2022;
Xie et al., 2023; Jimenez et al., 2024). It allevi-
ates the need for intensive domain-specific goal
definition and model deployment with traditional
rule-based or reinforcement-learning-based agents,
showing few-shot generalization across various do-
mains. This presents a solid step toward the goal
of building general artificial intelligence.

Travel planning stands out as a significant do-
main, presenting both academic challenges and
practical value due to its inherent complexity and
real-world relevance. However, LLMs are still not
able to accurately solve complex combinatorial op-
timization problems and tend to provide infeasible
plans in travel planning. In a recently proposed
U.S. domestic benchmark TravelPlanner (Xie et al.,
2024) with intercity itinerary planning, the ad-
vanced LLM, GPT-4, only achieves a success rate
of 0.6%. This result is disappointing and might
make one pessimistic about the capabilities of Lan-
guage Agents in travel planning. However, a few
months later, Hao et al. (2024) introduced a neural-
symbolic solution, which incorporates formal verifi-
cation tools into language agents and achieved a 97%
success rate on the LLM-synthesized queries from
TravelPlanner benchmark. Despite this progress,
travel queries posed by humans present significantly
greater challenges than synthesized queries. The
open-ended expression styles of humans, character-
ized by ambiguous phrasing and context-dependent
meanings, make understanding these requirements
difficult for LLMs. Furthermore, the diverse nature
of user needs renders constraint verification based
on predefined concepts hard to scale, limiting its
applicability to evaluating human queries.

In this work, we introduce ChinaTravel, tai-
lored to authentic Chinese travel requirements. It
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The cross-city transportation costs

costs about 500, leaving me with a
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- select adjacent attractions
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[4] visit as many attractions as possible

Itinerary Plan

[Day 2, Activity 1]

Cheniji century-old Luzhu, 08:10 —
08:40, cost: 32

Transports: Walking, Beijing XX hotel
- Chenji century-old Luzhu, 0.4km &
08:00 — 08:06 N

[Day 2, Activity 2] =

National Museum of China, 09:15 =

11:45, cost: 0 @
Transports: Metro, Chenji century-old
Luzhu — National Museum of China,

cost 3, 08:40 — 09:15, walking: 1.2km

[Day 1, Activity 1] g

Train, G104, 06:27 — 13:12, cost: 693
Shanghai Honggiao Railway Station
— Beijingnan Railway Station

[Day 1, Activity 2] &

The Palace Museum, 14:00 - 17:30
Transports: Metro, Beijingnan Railway
Station— The Palace Museum, cost 3,
13:15 - 13:50, walking: 1.5km
[Day 1, Activity 3] §T

Siji Minfu, 17:45 — 18:45, cost 180,
Transports: Walking, The Palace
Museum - Siji Minfu, cost 0,

17:30 - 17:45, walking: 0.8km §&
[Day 1, Activity 4] é

Wangfujing Street, 17:45 — 18:45,
Transports: Taxi, The Palace Museum
— Wangfujing Street, cost 16, &
17:30 — 17:45,

[Day 2, Activity 4] =
Beijing Capital Museum

[Day 2, Activity 5] &

Train, G153, 16:30 — 22:27, cost: 576
Beijingnan Railway Station—Shanghai
Honggiao Railway Station

Transports: Metro, Beijing Capital
Museum — Beijingnan Railway Station,
cost: 4, 15:30 - 16:02, walking: 0.8km

[Day 1, Activity 6] =
Beijing XX hotel, room: 1, cost: 580
Transports: ...

Figure 1: Overview of ChinaTravel. Given a query, language agents employ various tools to gather information
and plan a multi-day multi-POI itinerary. The agents are expected to provide a feasible and reasonable plan
while satisfying the hard logical constraints and soft preference requirements. To provide convenience for global
researchers, we provide an English translation of the original Chinese information here.

concentrates on multi-point-of-interest (multi-POI)
itineraries within specified cities (as illustrated in
Fig. 1), which are in higher demand compared to
the intercity itineraries provided by TravelPlanner.
The main contributions of this work are as follows:
1. Comprehensive Evaluation Framework: It
provides a sandbox enriched with authentic travel
data, a domain-specific language for scalable re-
quirements definition and automated evaluation,
and diverse metrics covering feasibility, constraint
satisfaction, and preference ranking.
2. Integration of Synthetic and Human Queries:
The benchmark includes both LLM-generated and
human-derived queries, offering a realistic and
open testbed for evaluating agents’ capabilities in
addressing diverse travel requirements.
3. Empirical Neuro-Symbolic Insights: Our
experiments reveal that neuro-symbolic agents sig-
nificantly outperform pure LL.M-based solutions,
achieving a constraint satisfaction rate of 27.9%
compared to 2.60% by purely neural methods, thus
highlighting their promise for travel planning.
4. Identified Challenges for Future Research:
We pinpoint key challenges of open-ended require-
ments: open language reasoning, and unseen con-
cept composition, providing a foundation for ad-
vancing agents toward real-world applicability.
Overall, ChinaTravel provides a challenging yet
meaningful testbed for evaluating language agents
in travel planning, serving as a critical bridge be-
tween academic research and practical applications.

2 ChinaTravel Benchmark

Motivated by the significant travel demand in China,
this benchmark offers a sandbox environment for
generating multi-day, multi-POI itineraries for spec-
ified cities. ChinaTravel is designed to serve as a
comprehensive and scalable benchmark for evalu-
ating language agents in travel planning, including
arrangements for attractions, restaurants, accommo-
dations, and transportation between events.

2.1 Environment Information

ChinaTravel provides a sandbox with real-world
travel information. We collect information from
10 of the most popular cities in China. It includes
720 airplanes and 5,770 trains connecting these
cities, with records detailing departure and arrival
times, origins, destinations, and ticket prices. Ad-
ditionally, the dataset contains 3,413 attractions,
4,655 restaurants, and 4,124 hotels, each annotated
with name, location, opening hours, and per-person
prices. Type annotations for these POIs are in-
cluded to meet user needs. Fig. 2 has demonstrated
the travel information from Beijing and Nanjing,
two of the most popular cities in China. For a more
realistic interaction, we simulate the API interface
of real market applications to query real-time in-
formation. The detailed designs of the sandbox
are available in App. B.1. Environmental con-
straints act as a feasibility metric, ensuring that the
generated plans are both valid and effective. For
example, POIs in the plan must exist in the desig-
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Figure 2: Overview of ChinaTravel Sandbox Environment. Our sandbox incorporates travel information from
10 of the most popular cities in China, offering comprehensive information on attractions, accommodations, and
restaurants essential for travel planning. Here is the visualization of information from Beijing and Nanjing.

Evaluation Metrics

Environment Constraints

Cross-city Transportation

Available Trains or Airplanes across cities.

Correct information of cost and schedule.

Inner-city Transportation

Available Metro, Taxi or Walking between different positions.

Correct information of cost, distance and duration

Available Attractions in the target city, visiting in their open time.

Attraction choices should not be repeated throughout the trip.

Available Restruants in the target city, visiting in their open time.

Restaurant choices should not be repeated throughout the trip.
Breakfast, lunch, and dinner are served at their designated meal times.

The given activity events occur in chronological order.

Attractions
Correct information of cost.
Restaurants
Correct information of cost.
Accommodation Available Accommodation in the target city.
Room information to meet headcounts.
Time
Space

Events at different positions should provide transport information.

Table 1: Descriptions of Environment Constraints for two benchmarks. Constraints in black are common in both
TravelPlanner and ChinaTravel. Metrics in brown are the metrics only in our benchmark.

nated city, transportation options must be viable,
and time information must remain accurate. Tab. 1
summarizes the environmental constraints.

2.2 Logical Constraint

A crucial ability for travel planning is to effectively
satisfy personalized user needs. We extend the logi-
cal constraints from TravelPlanner (Xie et al., 2024)
and present a Domain-Specific Language (DSL)
to support general reasoning in logical constraints.
ChinaTravel’s DSL is a general set of pre-defined
concept functions with built-in implementations
and is listed in Tab. 2. TravelPlanner relies on
5 pre-defined concepts {total budget, room rules,
room types, cuisines, and transportation types}, to
evaluate the logical constraints, where each concept
is equivalent to a specific logical requirement. We
find that this approach limits the ability to validate

diverse logical needs in an open-world context. For
example, such an evaluation cannot express that
the dining expenses should be within 1000 yuan or
that arriving in Shanghai should be before 6 PM on
the second day, despite the generated plan already
including the expenses for each activity and time
information of the return flight. Each new logical
requirement necessitates human intervention for
definition. To address this issue, our approach is
grounded in a DSL-based solution that leverages
basic concept functions and syntax to express and
fulfill various logical requirements.

# Dining expenses <= 1000 CNY.
dining_cost = @
for act_i in allactivities(plan):

typ = activity_type(act_i)

if typ=="breakfast” or typ=="lunch"” or

typ=="dinner"”: dining_cost =
dining_cost + activity_cost(act_i)

return dining_cost <= 1000




Name Syntax Description

variables X, VY, 2, Variables that refer to activities in the travel planning domain.

not not expr The negation of an Boolean-valued expression.

and,or expry and expr; The conjunction/disjunction of an Boolean-valued expression.

<, >, == expry < expry Return an expression with built-in number comparison functions.

+,—, %,/ expry + expry Return an expression with built-in number calculation functions.

attributes cost(var) A function that takes activities as inputs and returns the attributes,
such as cost, type or time.

relation dist(expry, expr;) A function that takes locations as inputs and returns the distance.

effect var = expr An assignment affects a variable var with the expression expr.

union, inter, uni({var}, {var}s) Return a set with the built-in union/intersection/difference oper-

diff ations of given two sets.

enumerate  for var in {var} Enumerate all variables in the collection {var}.

when if expr : effect The conditional effect takes a Boolean-valued condition of the

expression expr, and the effect effect.

Table 2: ChinaTravel’s Domain-Specific Language (DSL) for logical constraints.

# Arriving in Shanghai should be before
6 PM on the second day.
return_time = 0@
for act_i in day_activities(plan, 2):
typ = activity_type(act_i)
dest = transport_destination(act_i)
if (typ=="train” or typ=="airplane”)
and des=="Shanghai”: return_time
== activity_endtime(act_i)
return return_time < "18:00"

# The number of attractions visited
count = @
for act_i in all_activities(plan):

if activity_type(act_i)=="attraction”:
count = count + 1
return count

The DSL can represent varying requirements
through concept composition in a Python format,
and perform automated validation of plans using
a Python compiler. This strategy maximizes the
evaluation capability of the ChinaTravel benchmark.
The App. B.2 provides a more detailed definition
and implementation of concept functions.

2.3 Preference Requirement

Travel requirements encompass not only hard log-
ical constraints but also soft preferences. The
term “soft" implies that these preferences cannot be
addressed as boolean constraint satisfaction prob-
lems, instead, they involve quantitative compar-
isons based on continuous values. This distinction
highlights the unique nature of preference-based
requirements compared to logical constraints. Com-
mon preferences identified through surveys include
maximizing the number of attractions visited, mini-
mizing travel time between destinations, and visit-
ing positions near the specific POI, among others.
In ChinaTravel, we formalize such preferences as
minimization or maximization objectives via our
DSL, thereby providing an automated evaluation.

2.4 Benchmark Construction

ChinaTravel provides user queries reflecting diverse
requirements through a four-stage process that inte-
grates LLM-based generation with questionnaires.

Stage I: Manual design of database and APIs.
We collect travel information for multi-day, multi-
POl itineraries across attractions, accommodations,
and transportation. We define essential POI fea-
tures, such as cuisine types and hotel characteristics,
to construct the database from public information.
APIs are designed to support agent queries via regu-
lar expressions and modeled after commercial APIs
to ensure realism. See App. B.1 for details.

Stage II: Automatic data generation with LLMs.
We define common travel information (e.g., origin,
destination, days, number of people) and logical
constraints to model travel tasks. To enable scalable
queries, query skeletons are randomly constructed
from this information and transformed into natural
language queries using advanced LLMs. The gen-
erated queries are categorized into two difficulty
levels: Easy, with 1 logical requirement beyond
basic constraints like people number and trip du-
ration, and Medium, with 3-5 additional logical
requirements. We encourage the LLM to generate




diverse, human-like expressions, such as turning
"Taste Beijing cuisine" into "Try local food in Bei-
jing." See App. B.3 for an example snippet and
more details.

Stage III: Quality control and auto-validation.
To ensure data quality, we manually check whether
the generated queries conform to symbolic skele-
tons, and re-calibrate natural language descriptions
that contain ambiguities. Based on the symbolic
skeletons of queries, we could verify whether the
plan can pass the required logical constraints by
executing the DSL code via Python compiler. Build-
ing on this, we ensure that each query has at least
one solution that satisfies the logical constraints by
implementing a heuristic search algorithm.

Stage IV: Open requirements from humans.
After the first round of closed-loop development
with LLM, including data generation and anno-
tation, baseline development, and evaluation, we
further collected travel requirements from more
than 250 humans through questionnaires. Based
on a new round of quality control on these data,
a more challenging set with 154 queries is con-
structed. These queries even include unseen logical
constraints in the deployment process, such as ‘de-
parture time’ and ‘dining cost’, reflecting the real
challenges of neural-symbolic systems in travel
planning. We carefully annotate the required log-
ical constraints for each query based on the DSL,
enabling the automated evaluation of these challeng-
ing samples and forming the Human level dataset.

To support global research on travel planning,
we provide an English version of all queries in
ChinaTravel. However, we recommend that re-
searchers primarily use the Chinese version, as it
better captures the expression from native speakers.

3 Empirical Study

LLMs. We test both state-of-the-art proprietary
and open LLMs: OpenAl GPT-40, DeepSeek-V2.5,
as well as Qwen-2.5-7B (Bai et al., 2023). The first
two models are chosen for their strong performance,
while the latter is selected for their Chinese language
capabilities and ability to perform inference with
limited local computational resources.

Metrics. We examine the Delivery Rate (DR),
Environmental Pass Rate (CPR), Logical Pass
Rate (LPR), and Final Pass Rate (FPR) from Trav-
elPlan (Xie et al., 2024). Furthermore, we design
a novel metric, Conditional Logical Pass Rate (C-
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Train, G104, 06:27 — 13:12, cost: 693
Shanghai Honggiao Railway Station
— Beijingnan Railway Station
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The Palace Museum, 14:00 - 17:30
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(x) Xinrongji, Jiangzhe Cuisine

DFS LI._.I\-ll-based Siji Minfu is a well-
@ OO0 » known restaurant with
l ® O Y delicious Peking duck

Figure 3: NeSy Planning with depth-first-search solver.

LPR), evaluating the success rate of plans that first
fulfill environmental constraints prior to logical
constraints. It ensures that logical requirements are
met within a realistic travel context, eliminating
cases where unrealistic or incorrect information
might lead to shortcutting logical constraints, such
as misreporting costs to fit budget requirements. By
introducing C-LPR, we aim to enhance the feasibil-
ity and meaningfulness of constraint satisfaction.

ZpeP 1]passed(Env,p) 'ZCECI, ﬂpassed(cp,p)
ZpeP € Icpl

C-LPR=

P is the plan set, C), is the set of constraints for plan
p, and passed(c, p) indicates whether p satisfies c.
Methods. We evaluate the performance of both
pure-LLM-based and neuro-symbolic solutions on
the ChinaTravel benchmark. For the former, we
primarily test the well-known method, ReAct (Yao
et al., 2023), and its Act-only ablation. We exclude
Reflexion (Shinn et al., 2024) due to its performance
being similar to ReAct on the TravelPlanner (Xie
et al., 2024) and the high economic overhead asso-
ciated with the larger input token size. For the latter,
we adapt existing neuro-symbolic pipelines (Hao
et al., 2024; Pan et al., 2023; Deng et al., 2024)
using our proposed DSL to handle the complexities
of multi-day, multi-POl itineraries.

3.1 Neuro-Symbolic Planning

This subsection presents a neuro-symbolic solution
as a preliminary baseline for ChinaTravel. This
solution consists of two stages. Stage 1: NL2DSL
translation translates natural language queries into


https://openai.com/api/
https://www.deepseek.com/

LLMs DR EPR LPR C-LPR FPR

Micro Macro Micro Macro

Easy (#300)

et & 704 499 0 646 308 0 0
® 975 708 00 858 688 00 00

ReAct & 433 408 00 419 196 00 00
® 954 482 00 713 329 00 00
® 775 683 625 741 525 577 542

ReAct (one-shot) ® 942 681 0 894 708 0 0
NeSv Planmin & 786 759 506 797 646 486 480
y £ ® 750 736 640 735 633 617 60.6
% 723 670 340 704 496 326 283
NeSy Planming® ~ 8.6 817 750 822 753 750 740
(Oraycle Transi on) ® 666 667 660 646 636 646 626
% 693 693 593 702 596 593 579
Medium (#150)

et & 727 523 0 635 153 0 0
G 974 70.5 0 893 553 0 0

© 413 352 0 376 40 0 0

ReAct ® 920 548 0 786 227 0 0
ReAct (one-shot) © 827 771 333 826 487 295 133
® 947 692 067 918 640 053 0
& 713 719 693 694 500 693 467
NeSy Planning ® 680 680 680 641 466 641 467
% 533 459 160 492 333 148 850
NeSy Planming © 686 654 540 662 613 525 540
(Oraile Translga ion) @ 608 594 549 603 582 60.3 56.9
% 533 513 366 519 433 348 346

Human (#154)

ReAct ® 364 295 065 352 162 038 0
©® 961 50.5 0 724 325 0 0
© 552 573 260 646 442 171 260

ReAct(one-shot) g (o5 463 0 636 468 0 0
& 454 466 409 409 331 353 279
NeSy Planning ® 454 501 454 409 298 385 279
5 428 474 422 362 272 344 253
NeSy Plaming® & 506 489 363 459 402 320 350
(OraB(]:le Transli ion) ® 526 469 429 476 409 439 409
% 415 411 311 365 337 250 285

Table 3: Main results of different LLMs and planning strategies on the ChinaTravel benchmark.
LLMs: @: DeepSeek-V2.5, @: GPT-40-2024-08-06, {\v';:Qwen2.5-7B.



DSL Syntax Compliance

Open Language Reasoning

Unseen Concept Composition

Query: Four of us would like to visit Shanghai

for 2 days, try local fast food, and stroll along the

Bund. Please provide us with a travel plan.

DSL Translation (Qwen2.5-7B):
result=(activity_position(activity)=="4')
specified

name 'activity' is not defined
invalid syntax (<string>)

Query: [ am currently in Nanjing and would like to go on a 5-
day trip to Beijing with a friend. We plan to travel by high-speed
train both ways and hope to try some local specialty foods.
DSL Translation (GPT-40):

restaurant_type_set = set()

for activity in allactivities(plan):

if activity_type(activity) in ['breakfast’, Tunch', 'dinner']:
restaurant_type_set.add(restaurant_type(activity,
target_city(plan)))
result=({'4< ¥ 3'} <=restaurant_type_set)

Query: I am traveling alone from Nanjing to
Shanghai in the morning for a day trip. I plan to visit
a university campus and return in the evening,
making sure to catch the train back before 7 PM.

DSL Translation (GPT-40):

result = True
for activity in allactivities(plan):
if activity_end_time(activity) >="'19:00":
result = False

Query: Current location: Guangzhou. I want to
go to Shenzhen alone for a day, with a budget of
1000 RMB. Please provide me with a travel plan.

DSL Translation (Qwen2.5-7B):
result=True
for activity in allactivities(plan):

if activity_type(activity) in ['train', ‘airplane']:
intercity_transport_set.add(activity_type(activity))
result=(intercity_transport_set=={'train'})"

Error:
name 'intercity_transport_set' is not defined

Query: My parents and I plan a five-day travel from Nanjing to
Beijing to watch the flag-raising ceremony, and we want to stay
at a hotel near Tiananmen Square.

DSL Translation (GPT-40):
hotel_names_set = set()
for activity in allactivities(plan):
if activity_type(activity)=="accommodation":
hotel_names_set.add(activity position(activity))
result=({"FkK RS 1918 & f 2 Ji (LRt K& 1)) <=

hotel names_set)

Query: My brother and I are planning to travel from
Shanghai to Chongging for 4 days. Apart from the
round-trip high-speed train/flight, we aim to
spend no more than 3400 yuan in Chongqing.
DSL Translation (GPT-40):
total_cost=0
for activity in allactivities(plan):
total_cost+=activity_cost(activity)+innercity
transport_cost(activity_transports(activity))
result=(total_cost<=3400)

Figure 4: Challenges in the Neuro-Symbolic Planning.

logical, preference-based DSL requirements. We
use Reflexion (Shinn et al., 2024) and a DSL syn-
tax checker to iteratively assist the LLM (5 rounds
in experiments). Stage 2: Interactive search uses
a neuro-symbolic solver to sequentially arrange
activities, guided by a symbolic sketch and LLM-
driven POI recommendations, generating a multi-
day itinerary with DSL validation. If constraints
are violated, the process backtracks until a feasible
solution is found. To ensure fairness, the symbolic
sketch search is limited to 5 minutes per query,
excluding LLM inference time. To observe the
performance across the two stages, we also evalu-
ated the planning results based on the Oracle DSL.
App. C includes pseudo-code and LLM prompts.

3.2 Main Results

Based on the results presented in Table 3, we have
the following observations and analyses:

Pure LLMs struggle in ChinaTravel. The DR
evaluates an agent’s ability to generate valid JSON
plans (see Fig. 1). While high DRs indicate that
advanced LLMs can produce structured outputs for
travel planning, the near-zero EPR (Environmental
Constraints Pass Rate) reveals their inability to
gather and strictly adhere to required information.
The sole exception is the DeepSeek model, which
achieves the 5% EPR and 4.33% FPR, likely due to
its strong capability to follow Chinese requirements.
ReAct (one-shot, GPT-40) excels in Macro LPR
but achieves no FPR, suggesting it circumvents
constraints via shortcuts. Our proposed C-LPR
metric offers a more reliable measure of logical
constraints, serving as a supplement to FPR.

Nesy Planning provides a promising solution.

200 T=0 =3
=1 =4
150 =2 =5
100
50
0 —

GPT-40 DeepSeek-V2.5 Qwen2.5-7B

Figure 5: Syntax errors across reflexion rounds 7.

Our NeSy Planning framework integrates sym-
bolic programs to orchestrate travel planning and
tool management while utilizing LL.Ms to extract
language-based requirements and prioritize POIs.
By separating planning (flexible natural language
handling) from grounding (precise execution), the
framework enhances adaptability and ensures com-
pliance with constraints. Across all data subsets,
NeSy methods outperform pure-LLM approaches.
With GPT-4o0 as the backend, it achieves FPRs of
60.6%, 46.6%, and 27.9% on three subsets, high-
lighting the effectiveness of NeSy solutions for
travel planning with complex constraints.

Challenges Persist for Nesy Planning. The per-
formance gap between standard and oracle modes
underscores the importance of DSL translation in
NeSy planning. Inadequate translations may result
in plan searches failing to meet user requirements,
while incorrect translations can misguide the search,
making feasible solutions unattainable. Among the
three LLMs, GPT-40 performs the best, with mini-
mal gaps between modes, indicating its relatively
accurate DSL generation effectively supports the
search process. We conclude with three challenges
and provide the corresponding cases in the Fig. 4.



(1) DSL Syntax Compliance: As shown in Fig. 5,
while the reflexion process with syntax checker
significantly reduces syntax errors, the Qwen-7B
model demonstrates weaker compliance than GPT-
40 and DeepSeek, directly resulting in its lower
performance in the Tab. 3. (2) Open Language
Reasoning: Although GPT-40 exhibits relatively
fewer syntax errors in translation, it still struggles
with diverse queries and context-dependent mean-
ings. For instance, when a user requests "local
cuisine,” GPT-40 maps it to 4<%, ignoring the
logical connection that in Beijing, it should align
with 4L 7{3%. (3) Unseen Concept Composition:
Real-world requirements derived from human data
are inherently diverse and complex, making expect-
ing models to encounter all possible needs during
development impractical. A more feasible way is to
emulate human reasoning by generalizing existing
knowledge to novel problems. Based on our DSL
design, LLMs can express new logical requirements
through combinations of concept functions. How-
ever, compositional reasoning remains a challenge.
For example, GPT-40 misinterpreted a return time
constraint as applying to all activities instead of
correctly limiting only the return train’s departure
time to before 19:00.

In summary, ChinaTravel poses significant chal-
lenges for current agents. Neuro-symbolic agents
outperform pure-LLM approaches in constraint sat-
isfaction, showing strong potential for real-world
travel planning. With realistic queries and a versa-
tile DSL for constraint validation, we highlight the
critical challenges while providing a foundation for
advancing neuro-symbolic systems in practice.

3.3 Ablation Study with Preference

The comparison of preferences should be conducted
under the premise that both environmental and logi-
cal constraints are satisfied. Given the limited FPR
achieved by existing methods on the challenging
ChinaTravel, we perform a separate analysis of pref-
erence optimization in this section. Specifically,
we sampled 50 queries from the easy subset that
NeSy-DeepSeek-Oracle successfully passed as seed
samples. Based on these, six subsets were created
by introducing common preferences identified from
user surveys. Three comparative scenarios were
designed to explore the roles of LLMs and symbolic
search in optimizing preferences during NeSy Plan-
ning: (1) Baseline Query (BQ): Results obtained by
directly querying the seed samples without prefer-
ence requirements. (2) Preference-Enhanced Query

P2 —Pl NeSy Planning BQ PDS
/ Xl Daily attractions T 0.75 0.79 1.63
\ Transport time L 385 419 265

Pj \‘PO Transport time torest. | 22.2 26.8 22.8
| Food cost ratio T 0.19 029 032
/" Hotel cost | 1350 559 519

x\ /PS/ Distance to POI | 309 30.6 26.1

Figure 6: Ablation on preference ranking.

(PEQ): Results based on seed samples augmented
with natural language preference expressions (e.g.,
“visit more attractions"), evaluating whether em-
bedding preferences into POI recommendations
via LLMs improves outcomes. (3) Preference-
Driven Search (PDS): Results using both natural
language and DSL-based expressions, where the
agent, within the 5-minute search time limit, com-
putes the preference concept for solutions that pass
environmental and logical constraints and retains
plans that maximize or minimize the preference
objective. The results are provided in Fig. 6.

From the results(Fig. 6, where T indicates maxi-
mization), PEQ outperforms BQ in preference op-
timization. This ablation demonstrates that LLMs
can effectively capture natural language needs dur-
ing the POl ranking stage, contributing to preference
improvements. However, on P2, PEQ underper-
forms BQ, indicating that LLLMs can sometimes
have a negative impact. This may be due to the
complexity of the preference in P2, which involves
minimizing transport time to restaurants, leading to
misinterpretation. PDS achieves more significant
improvements in preference optimization, relying
on DSL-based preference calculations that filter
plans more effectively over extended search times.
This supports the scalability of DSL in preference
optimization but also highlights the pressing need
for more efficient algorithms.

4 Conclusion

We present ChinaTravel, a benchmark for multi-
day multi-POI travel planning focused on authentic
Chinese needs. We address the limitations of pre-
vious benchmarks by incorporating open-ended
and diverse human queries, capturing real-world
user needs. Additionally, we propose a scalable
evaluation framework based on DSL, enabling com-
prehensive assessments of feasibility, constraint
satisfaction, and preference comparison. These
advancements provide a foundation for developing
language agents capable of meeting diverse user re-
quirements and delivering reliable travel solutions.



5 Limitations

Our research represents a significant step forward
in evaluating the travel planning capabilities of
language agents, but it is not without challenges.
One limitation lies in its focus on Chinese travel
planning. Due to the inherent differences in natural
language, the translated versions of queries may
fail to fully capture the challenges of understanding
requirements in Chinese queries, potentially limit-
ing its applicability in a global context. However,
given the substantial demand within China’s travel
market, we believe a benchmark tailored to Chinese
travel planning is both necessary and socially valu-
able. Although our benchmark is comprehensive, it
may not encompass the full range of requirements
encountered in real-world scenarios. The high cost
of collecting authentic data has limited the number
of human queries in our study. To address this,
future work will focus on combining LLMs with
real user queries to automate the generation of a
wider variety of human-like queries. Continuous
refinement and expansion of our benchmark are
crucial for more accurately reflecting the realistic
travel planning needs.
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A Discussion with Related Work

LLM-based Agents have demonstrated significant
capability in understanding complex instructions
and employing domain-specific tools to complete
tasks, showcasing their potential in fields such as vi-
sual reasoning (Gupta and Kembhavi, 2023), health-
care (Zhang et al., 2023) and robotics (Liu et al.,
2024). This reduces the reliance of previous agents
on domain-specific efforts, that is, either mainly
following domain-specific rules to plan (rule-based
agents, such as DeepBlue (Campbell et al., 2002)
and Eliza (Sharma et al., 2017)) or mainly learning
from domain-specific data to plan (reinforcement-
learning-based agents, such as AlphaGo (Silver
et al., 2017) and Atari DQN (Mnih et al., 2013)).
While the language agents have shown promising
results in some domains, most of their planning
scenarios are limited to simple tasks with single
objective function and fail in the travel planning
benchmark with complex logical constraints on the
results.

Neuro-Symbolic Learning explores to combine
traditional symbolic reasoning with learning to en-
hance the reliability (Manhaeve et al., 2018; Wang
et al., 2019; Dai et al., 2019). In the era of large
language models, Pan et al. (2023) presents the
LogicLLM integrates LL.Ms with separate symbolic
solvers for various logical reasoning tasks. They



first utilize LLMs to translate a natural language
problem into a symbolic formulation. Afterward, a
deterministic symbolic solver performs inference
on the formulated problem to ensure the correct-
ness of the results. Deng et al. (2024) supplement
LogicLM with a Self-Refinement Module to en-
hance the reliability of LLLM translation. In the
travel planning domain, Hao et al. (2024) presents
a framework with a similar pipeline. It first ex-
tracts the logical constraints from natural language
queries and then formalizes them into SMT code.
Thanks to SMT solvers being sound and complete,
this neuro-symbolic solution guarantees the gener-
ated plans are correct and has basically solved the
TravelPlanner benchmark with a 97% pass rate.

Travel Planning is a time-consuming task even
for humans, encompassing travel-related informa-
tion gathering, POI selection, route mapping, and
customization to meet diverse user needs (Halder
et al., 2024). Natural languages are one of the most
common ways for users to express their travel re-
quirements. However, the ambiguity and complex-
ity of travel requirements make it still challenging
for LLMs to generate accurate and reliable travel
plans. Xie et al. (2024) presents the TravelPlanner
benchmark for cross-city travel planning and re-
veals the inadequacies of pure-LLM-driven agents.
TravelPlanner generates user queries through LLMs
and provides a rigorous evaluation mechanism to
verify whether the provided plans can meet the
logical constraints in the queries. It has become
a pivotal benchmark for language agents in real-
world travel planning. Tang et al. (2024) study
the open-domain urban itinerary planning where
a single-day multi-POI plan is required. They in-
tegrates spatial optimization with large language
models and present a system ITTNERA, to provide
customized urban itineraries based on user needs.
A concurrent work, Travel Agent (Chen et al., 2024),
also considers a multi-day multi-POI travel plan-
ning problem for the specified city. It constructs
an LLM-powered system to provide personalized
plans. However, due to the high cost of collecting
and annotating real travel needs, they evaluate the
proposed TravelAgent in only 20 queries. This also
demonstrates the necessity of introducing a new
benchmark for travel planning.
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B Detailed Design of ChinaTravel

B.1 Sandbox Information

We started collecting travel information with the mo-
tivation of planning a multi-day, multi-POl itinerary
in four aspects: attractions, accommodation, activi-
ties, and transportation. Developers first determine
the POI description information that needs to be ob-
tained from the user’s perspective, such as cuisine
and hotel features. Based on this feature set, we
collect public information to construct the database.
For the design of APIs, we directly support queries
based on the regular expressions from agents. At
the same time, we expect the design of APIs to have
similar features and characteristics to existing com-
mercial APIs, enabling our dataset to be applicable
to more realistic scenarios. The information our
database contains is shown in Table 4 and the APIs
we offer is in Table 5

B.2 Concept Function

We defined 35 concept functions. Their definition
and implementation is in Table 6, 7, 8 and 9.

B.3 Query Synthesis

We designed common travel information (origin,
destination, days, number of people) and logical
constraints based on the nature of travel tasks. To
facilitate scalable queries for ChinaTravel, we ran-
domly constructed query skeletons from the afore-
mentioned information and used advanced LLMs
to generate natural language queries from these
skeletons. The automatically generated data is
categorized into two difficulty levels: In the Easy
level, user inputs encompass a single logical require-
ment, sourced from categories such as transporta-
tion, restaurants, attractions, and accommodations.
In the Medium level, user inputs involve 2 to 5
logical requirements, introducing more complex
constraints. During the generation, we encourage
the LLMs to provide varied and human-like ex-
pressions, necessitating a deeper understanding and
processing to accurately interpret and fulfill the
user’s needs. For instance, the logical requirement
"taste Beijing cuisine" could correspond to the nat-
ural language query: "Try local food in Beijing."
We utilize prompt engineering to guide LLMs in
refining natural language expressions to facilitate
automated generation. One of the prompts is shown
in Figure 7. Several examples of generated data is
in Figure 8.



Tool Information
Attractions Name, Type, Latitude, Longitude, Opentime, Endtime, Price,
Recommendmintime, Recommendmaxtime
Accommodations Name, Name_en, Featurehoteltype, Latitude, Longitude, Price, Numbed
Restaurants Name, Latitude, Longitude, Price, Cuisinetype, Opentime, Endtime,
Recommendedfood
Transportation Transportation in specific city including walk, metro and taxi
IntercityTransport  Flight: FlightID, From, To, BeginTime, EndTime, Duration, Cost
Train: TrainlID, TrainType, From, To, BeginTime, EndTime, Duration, Cost
Poi Names of POIs(including intercity transportation hub) and their coordinates

Table 4: Sandbox Information

C NeSy Planning

Since the Z3 solver from (Hao et al., 2024) would
restructure the tool API to return travel information
expressed in specific Z3 variables, which may not
be feasible given that APIs in the real world are
typically black boxes that agents can only call.
Following their two-stage solution, we first extract
logical constraints from natural language. Based
on these constraints, we implement a step-by-step
plan generation process using depth-first search,
mimicking how humans plan to travel by arranging
activities one by one. As shown in Fig. 3, we first
translate the natural languages to logical constraints
through prompting. generate the next activity type
based on the current plan, and then recursively

generate the next activity until the goal is reached.
The generated plan is then used to solve the problem.

In the second step, we define the rule-based activity
selection and score function. For example, if the
current time is in the [10:30, 12:30] and there is
no scheduled lunch in the current plan, then the
agent should find a restaurant to have lunch at this
time. If the current time is after 22:00 and there are
no open-time attractions nearby, the agent should
choose to return to the hotel. For the score function,
we select the restaurants that satisfy the required
cuisine and sort the candidates by the price if there
a budget constraints in the constraints C. These
ranking functions will help us to find a feasible
solution as soon as possible. In ChinaTravel, the
duration arrangement of activities is continuous and
difficult to enumerate and search. We pre-define a
meal or a visit to an attraction as 90 minutes, and
when there are less than 90 minutes until closing

time, the event continues until the closing time.
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Given these designs, we adapt the neural-symbolic
solution into a multi-POI planning problem and
evaluate it in the ChinaTravel benchmark.

Given that some queries are particularly challeng-
ing due to the limited number of feasible plans, we
set the maximum runtime for the symbolic sketch
from interactive search to 5 minutes per query,
excluding the LLM inference time, to ensure a
fair comparison across different models. If a plan
satisfying the generated DSL validation is found
within the time limit, it is returned directly. Oth-
erwise, the program halts when the time limit is
reached, and the plan that satisfies environmental
constraints while achieving the highest number of
validation code successes among all intermediate
results is returned. In cases where no environment-
compliant plan is identified, the partially completed
plan generated up to that point is returned.

In the Figure 9, 10 and 11, we provide the prompts
of the LLM POlI-ranking phases.



Algorithm 1 Depth-First Greedy Search

Require: Constraints C, current plan p,
if the least activity is an intercity-transport from destination to origin then

return ConstraintValidation(p, C), p > The plan p is finished, return the validation result.
end if
type = GetNextActivityType(p) > Select the next type of activities, e.g. lunch, attraction.
candidates = ToolUse(type) > Collect the corresponding information for the activity type
scores = LLMScore(candidates, p, C) > Score candidates through constraints C.
for activity in candidates do

p-push(activity) > Perform a greedy search with priority ranking.

flag, p = Depth-FirstGreedySearch(C, p)

if flag then

return True, p > Return the solution p if the validation is passed.

end if

p-pop(activity)
end for
return False, p > Fail to find a solution with the given conditions.

13



Tool

API

Docs

Attractions attractions_keys(city) Return a list of (key, type) pairs of the
attractions data.
attractions_select(city, key, func) Return a DataFrame with data filtered
by the specified key with the specified
function.
attractions_id_is_open(city, id, time) Return whether the attraction with the
specified ID is open at the specified time.
attractions_nearby(city, point, topk, Return the top K attractions within the
dist) specified distance of the location.
attractions_types Return a list of unique attraction types.
Accommodations accommodations_keys(city) Return a list of (key, type) pairs of the
accommodations data.
accommodations_select(city, key, func) Return a DataFrame with data filtered
by the specified key with the specified
function.
accommodations_nearby(city, point, Return the top K accommodations
topk, dist) within the specified distance of the loca-
tion.
Restaurants restaurants_keys(city) Return a list of (key, type) pairs of the
restaurants data.
restaurants_select(city, key, func) Return a DataFrame with data filtered
by the specified key with the specified
function.
restaurants_id_is_open(city, id, time) Return whether the restaurant with the
specified ID is open at the specified time.
restaurants_nearby(city, point, topk, Return the top K restaurants within the
dist) specified distance of the location.
restaurants_with_recommended_food( Return all restaurants with the specified
city, food) food in their recommended dishes.
restaurants_cuisine(city) Return a list of unique restaurant
cuisines.
Transportation  goto(city, start, end, start_time, trans- Return a list of transportation options
port_type) between two locations with the specified
departure time and transportation mode.
IntercityTransport intercity_transport_select(start_city, Return the intercity transportation infor-
end_city, intercity_type, earli- mation between two cities.
est_leave_time)
Others notedown(description, content) Write the specified content to the note-

plan(query)

next_page()

book

Generates a plan based on the notebook
content and query and report the plan is
done.

Get the next page of the latest Result
history if it exists. Because of the length
limited, all returned DataFrame infor-
mation is split into 10 rows per page.

Table 5: APIs
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An Example of Prompts for Data Generation

RRE—DHP, R aifE — MR, FRE LT BB R — L 5 R E R
[A], RS RIFZ AR EIS o 1 BticketsFpeople_number—H¥ ¢

¥

JSON:

{

"start_city": "bLI",
"target_city": "FEIR",
"hard_logic": [
"days==2",
"people_number==1",
"tickets==1",
"CRI R AHERS ) <= restaurant_names",
I,
"nature_language": "SI EILE . W— DM ANBEEREEIR2K, B2 RHHY, F
BR—DIRITHL -

}
fEFALA T AR -
JE4:

Eﬂ%ﬂ?restaurant namesa,;:.l_ AJE

FE, BRA—EZeBBERMAMFIEN LTk, nJDUEHAT SR, anan Rt
vkt TH@E%?"E?@TL@WKLﬁE/}E,mln = 18]

FE, RIERH A S ), BRI A} - AE ), RE )

HLAETELE — 1 jsonifl[A],

JSON:

# You are a user who wants to ask an AI agent to help you plan a
trip. Please construct some natural language inquiries based
on the following example and provide the corresponding

logical constraint expressions. Note that "tickets"” and
people_number” are the same.

Example:

JSON:

{1}

Use the following restaurants.

Restaurant name: {}

This means that "restaurant_names"” should include this

restaurant.

# The dining options may not always be exactly as described by
the provided features; synonyms can be used. For example, if
the hotel's feature is a pool, you could ask naturally in
language like "I want to swim in the hotel pool.”

# Now, your departure location is {}, and your destination is
{}. The number of people is {}, and the number of days is {}.

# Now please provide a JSON inquiry.

# JSON:

n

H OHF HF H HF H

Figure 7: An example of prompts for data generation. This example is about restaurant_name. By replacing this
with other constraints or combining multiple constraints, we can generate data with different levels of difficulty
based on different constraints.
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Examples of Generated Data

Example 1
{
"start_city": "FLIH",
"target_city": " ",
"hard_logic": [
"days==2",
"people_number==1",
"tickets==1",
"CARHEZE ) <= food_type"
I,
"nature_language": "ZHHIMLEHM o Fo— P ANREE FigEIRK, BEHG G
X, WAB—IRITAE -
}

Example 2
{

"start_city": "R,

"target_city": "JLIL",

"hard_logic": [

"days==2",

"people_number==3",
"intercity_transport=={’airplane’ }",
"tickets==3",

"rooms==3",

"room_type==1"

I,
"nature_language": "B AL B . FA =D ATHRIEIIRITH R, 25 CHLHAT,
TF=1ARIRE o IEEH— P IRiT A -

}

Example 3
{

"start_city": "ELJK",

"target_city": "FRH",

"hard_logic": [

"days==3",
"people_number==3",
"cost<=7300",

"> H AR} <= food_type",
"intercity_transport=={"train’ }",
"tickets==3",

"rooms==2",

"room_type==2"

I,
"nature_language": "SI EEK . A= D NITRETMNEL=R, SEEFEKEHIT,
T8z HARIE, iE73007T, FFREIXURS - iEEF— IR -

}

Figure 8: Examples of Generated Data
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Function Meaning Implementation
Name
n 1 in the plan def day_count(plan):
day_cou t tota days the pla return len(plan["itinerary”1)
: : def people_count(plan):
people_count number of people in the trip Feturn plani’people number”]
start_city start city of the plan def start_city(plan):
return plan["start_city"]
target_cit target city of the plan def target_city(plan):
get_city g y P return plan["target_city"]
def allactivities(plan):
activity_list = []
allactivities  all the activities in the plan for day_activity in plan["itinerary”]:
for act in day_activity["activities"]:
activity_list.append(act)
return activity_list
def allactivities_count(plan):
count = @
allactivities_- the number of activities in the for gzz;icifvity in plan["itinerary”]:
count plan len(day_activity["activities”])
return count
def dayactivities(plan, day):
activity_list = []
dayactivities  all the activities in the specific for act in planf”itinerary”]\
[day - 1]["activities"]:
day [1, 2,3, ..] activity_list.append(act)
return activity_list
activity_cost the cost of specific activity 9€f activity_cost(activity):
without transport cost return activity.get("cost”, 0)
activity_posi- the position name of specific d4¢f activity_position(activity): —
tion acﬁvﬂy return activity.get("position", )
activity_price the price of specific activity =~ d¢f activity_price(activity):
return activity.get("price”, 0)
ivi h f ifi ivi def activity_type(activity):
activity_type the type of specific activity Feturn activity.get(’type”, "")
activity_tickets the number of tickets needed ~def activity_tickets(activity):
; f ivit return activity.get("tickets”, @)
Oor Specilic acuvity
activity_trans- the transport information of ~d¢f activity_transports(activity):
s specﬁk:acﬁvﬁy return activity.get("transports”, [1)
por
activity_- the start time of specific actiy- d¢f activity_start_time(activity):
tart 6 it return activity.get("start_time")
start_time ity
activity_- the end time of specific activ- d¢f activity_end_time(activity):
d i i return activity.get("end_time")
ena_ume 1y

Table 6: Concept Function
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Function
Name

Meaning

Implementation

def

activity_time(activity):
start_time = activity.get("start_time"”)

end_time = activity.get("end_time")
if start_time and end_time:
st_h, st_m =\
activity_time the duration of specific activ- map (int, start_time.split(”:"))
ﬂy ed_h, ed_m = \
map(int, end_time.split(":"))
return \
(ed_m - st_m) + (ed_h - st_h) * 60
return -1
def poi_recommend_time(city, poi):
select = Attractions().select
attrction_info = \
select(city, key="name”,
poi_recom-  the recommend time of spe- func=lambda x: x == poi).iloc[0]
mend_time  cific poi(attraction) in the city recommend_time = \ o
(attrction_info["recommendmintime”]) \
* 60

return recommend_time

the distance between two POIs
in the city

poi_distance

def

poi_distance(city,

start_time="00:00"

transport_type="walk"”

goto = Transportation().goto

return goto(city, poil, poi2, start_time,
transport_type)[@]["distance”]

poil, poi2):

innercity_- the total cost of specific in-
transport_cost nercity transport

def

innercity_transport_cost(transports, mode):
cost = 0
for transport in transports:
if node is None or \
transport.get(”"type”) == node:

cost +=
return cost

transport.get(”cost”, 0)

innercity_-
transport_price

the price of innercity transport

def

innercity_transport_price(transports):
price = 0
for transport in transports:
price += transport["price"]
return price

def

innercity_transport_distance\
(transports, mode=None):
distance = 0

for transport in transports:

innercity_- the distance of innercity trans- if mode is None or \
transport_- port transport.get(”"type”) == mode
di - distance += \
1stance transport.get(”"distance”, 0)
return distance
def innercity_transport_time(transports):
def calc_time_delta(end_time, start_time):
hour1, minul = \
int(end_time.split(":")[0]), \
innercity_-  the duration of innercity trans- int(end_time.split(":")[1])
hour2, minu2 = \
transport_- port int(start_time.split(":")[01), \
time int(start_time.split(":")[1]1)

return (hourl -
+ (minul

hour2) * 60\
- minu2)

Table 7: Concept Function

18



Function
Name

Meaning

Implementation

metro_tickets

the number of metro tickets if
the type of transport is metro

def metro_tickets(transports):
return transports[1]["tickets"]

taxi_cars

the number of taxi cars if the
type of transport is taxi

def taxi_cars(transports):

return transports[@]J["cars"]

room_count

the number of rooms of ac-
commodation

def room_count(activity):

return activity.get("rooms”, @)

room_count

the number of rooms of ac-
commodation

def room_count(activity):

return activity.get("rooms"”, 0)

room_type

the type of room of accommo-
dation

def room_type(activity):

return activity.get("room_type"”, @)

restaurant_-
type

the type of restaurant’s cuisine
in the target city

def restaurant_type(activity, target_city):
restaurants = Restaurants()
select_food_type = \

restaurants.select(

target_city, key="name",

func=lambda x: x == activity["position"]
Y["cuisine"]
if not select_food_type.empty:

return select_food_type.iloc[0]
return ""

attraction_-
type

the type of attraction in the
target city

def attraction_type(activity, target_city):
attractions = Attractions()
select_attr_type = \

attractions.select(

target_city, key="name",

func=lambda x: x == activity["position"]
Y["type”]
if not select_attr_type.empty:

return select_attr_type.iloc[@]
return ""

accommo-
dation_type

the feature of accommodation
in the target city

def accommodation_type(activity, target_city):
accommodations = Accommodations ()
select_hotel_type =\

accommodations.select(

target_city, key="name",

func=lambda x: x == activity["position"]
Y["featurehoteltype"]
if not select_hotel_type.empty:

return select_hotel_type.iloc[0]
return ""

innercity_-
transport_-
type

the type of innercity transport

def innercity_transport_type(transports):
if len(transports) == 3:

return transports[1]["mode"]
elif len(transports) == 1:

return transports[@]["mode"]
return ""

intercity_-
transport_-
type

the type of intercity transport

def intercity_transport_type(activity):

return activity.get("type”, "")

Table 8: Concept Function
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Function Meaning Implementation

Name
innercity_— the start time of innercity def 1nnerc1ty_transport_sjc,art_tlme.(t:ansports):
return transports[@]["start_time"]
transport_- transport
start_time
innercity_- the end time of innercity trans- def 1nterc1ty_transport_ent’j‘_t1me_(trfnsports):
return transports[-1]["end_time"]
transport_- port
end_time
def intercity_transport_origin(activity):
if "start” in activity:
intercity_- the origin city of intercity for city in city_list: )
if city in activity["start"]:
transport_- transport return city
Origin return ""
def intercity_transport_destination(activity):
if "end” in activity:
intercity_- tthe destination city of inter- for city in city list: =
| if city in activity["end”]:
transport_- city transport return city
destination return "

Table 9: Concept Function

Prompts for POI recommendation

NEXT_POI_TYPE_INSTRUCTION = """

You are a travel planning assistant.

The user's requirements are: {}.

Current travel plans are: {}.

Today is {3}, current time is {3}, current location is {}, and
POI_type_list is {}.

Select the next POI type based on the user's needs and the
current itinerary.

Please answer in the following format.

Thought: [Your reasonl]

Type: [type in POI_type_list]

nnn

Figure 9: Prompts for next-POI-type recommendation
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Prompts for restaurants recommendation

RESTAURANT_RANKING_INSTRUCTION = """
You are a travel planning assistant.
The user's requirements are: {user_requirements}.
The restaurant info is:
{restaurant_info}
The past cost for intercity transportation and hotel
accommodations is: {past_cost}.

Your task is to select and rank restaurants based on the
user's needs and the provided restaurant information.
Consider the following factors:

Restaurant name

Cuisine type

Price range

Recommended food

How N =

Additionally, keep in mind that the user's budget is
allocated across multiple expenses, including intercity
transportation and hotel accommodations. Ensure that the
restaurant recommendations fit within the remaining
budget constraints after accounting for the past cost.

Note that the price range provided for each restaurant is
the average cost per person per meal, the remaining
budget must cover the cost of three meals per day for {
days} days.

For each day, recommend at least 6 restaurants, combining
restaurants for all days together.

Your response should follow this format:

Thought: [Your reasoning for ranking the restaurants]
RestaurantNamelList: [List of restaurant names ranked by
preference, formatted as a Python list]

nnn

Figure 10: Prompts for restaurant recommendation
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Prompts for attractions recommendation

ATTRACTION_RANKING_INSTRUCTION = """
You are a travel planning assistant.
The user's requirements are: {user_requirements}.
The attraction info is:
{attraction_info}
The past cost for intercity transportation and hotel
accommodations is: {past_cost}.

Your task is to select and rank attractions based on the
user's needs and the provided attraction information.
Consider the following factors:

Attraction name

Attraction type

Location

Recommended duration

A ow N =

Additionally, keep in mind that the user's budget is
allocated across multiple expenses, including intercity
transportation and hotel accommodations. Ensure that the
attraction recommendations fit within the remaining
budget constraints after accounting for the past cost.

For each day, recommend at least 8 attractions, combining
attractions for all days together. To ensure a
comprehensive list, consider a larger pool of candidates
and prioritize diversity in attraction type and location.

Your response should follow this format:

Thought: [Your reasoning for ranking the attractions]
AttractionNamelList: [List of attraction names ranked by
preference, formatted as a Python list]

Example:

Thought: Based on the user's preference for historical sites
and natural attractions, the attractions are ranked as
follows:

AttractionNamelist: ["Attractionl1”, "Attraction2", ...]

nnn

Figure 11: Prompts for attraction recommendation
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