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Abstract

Large language models (LLMs) have been001
widely used as procedural planners, provid-002
ing step-by-step guidance across applications.003
However, in a human-assistive scenario where004
the environment and users’ knowledge con-005
stantly change, their ability to detect various006
step types for alternative plan generation re-007
mains under-explored. To fill this gap, we as-008
sess whether models can identify steps that009
are: (i) sequential, (ii) interchangeable, and010
(iii) optional in textual instructions. We com-011
pare LLMs to two vision-aware models relevant012
for procedural understanding: a large vision-013
language model and a heuristic approach that014
uses video-mined knowledge graphs. Our re-015
sults indicate that LLMs struggle to capture the016
notion of mutual exclusivity between sequen-017
tial and interchangeable steps. Furthermore,018
we report comprehensive analyses highlighting019
the advantages and limitations of using LLMs020
as procedural task guides. While the largest021
LLM shows expert-level task knowledge, our022
findings reveal its limitations in several key ar-023
eas: broad task coverage, robustness towards024
diverse user phrasings, and physical reason-025
ing.1026

1 Introduction027

Large language models (LLMs) have demonstrated028

impressive performance on abstract planning in029

various scenarios, ranging from classical planning030

problems (Valmeekam et al., 2023b,a; Guan et al.,031

2023), embodied household tasks (Song et al.,032

2022; Lin et al., 2023a), to a real-world human-033

assistive setup (Patel et al., 2023). In a situated as-034

sistive setting where users’ environment and knowl-035

edge constantly evolve, an AI agent’s ability to pro-036

vide alternative step orders for a procedural task037

becomes crucial (Bao et al., 2023). This requires038

the AI agent to identify different transition types039

1The code and the dataset will be published at
github.com/anonymous/sio upon acceptance.

(3, 4)
(4, 5)
(5, 6)

(1, 2) 2

Sequential Interchangeable Optional

Figure 1: We evaluate whether models can identify
various step types in instructional manuals, including
(i) sequential ordering, (ii) interchangeable execution,
and (iii) optional step skipping.

between steps within a manual as illustrated in 040

Figure 1, such as (i) sequential ordering, (ii) in- 041

terchangeable execution, and (iii) optional step 042

skipping. By understanding these step types, an 043

AI agent can perform what-if reasoning (Wu et al., 044

2023a) to generate alternative plans that account 045

for users’ current situation. Take “growing gera- 046

niums” for instance (Fig. 1): if the user lives in a 047

climate where planting outdoors is possible year- 048

round, Step 2 wouldn’t be necessary to successfully 049

achieve the goal. 050

Despite its importance, current research has not 051

systematically evaluated LLMs’ ability to identify 052

step transition types within procedural manuals. 053

Evaluating this ability can further reveal whether 054

models possess physical knowledge related to ac- 055

tion pre/postconditions (Wu et al., 2023b; Brah- 056

man et al., 2023). It requires reasoning about ob- 057

ject state changes (Tandon et al., 2020) and resolv- 058

ing co-references (Anthonio and Roth, 2021; Rim 059

et al., 2023). In response to this, we propose a 060

procedural step type identification task in a text- 061

based environment. To this end, we annotate pro- 062
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cedural tasks across three domains featuring physi-063

cal activities from WikiHow (Koupaee and Wang,064

2018), an online instructional resource for every-065

day tasks, and formulate each step type identifi-066

cation task, i.e., sequential, interchangeable, and067

optional, as a binary classification problem. We068

evaluate LLMs of varied size (7B-70B parameters)069

against each step type identification task and com-070

pare them with two classes of vision-aware models,071

relevant for procedural knowledge acquisition (Wu072

et al., 2022): (a) a vision-enhanced counterpart,073

i.e., Large Vision-Language Model (LVLM), ex-074

posed to visual signals during pretraining; (b) a075

heuristic-based pipeline that offers more control076

over how these step types can be inferred from a077

video-mined probabilistic procedural knowledge078

graph (§5). In addition, to assess LLMs’ poten-079

tials and limitations as procedural task guides, we080

conduct a comprehensive analysis that considers081

domain coverage, knowledge types (expert or com-082

monsense knowledge), user phrasing variations,083

and the ability to explain the impact of step reorder-084

ing/skipping for a given goal. Our empirical find-085

ings indicate that even advanced black-box systems086

like LLMs exhibit greater difficulty compared to a087

heuristic-based baseline in capturing the mutual088

exclusivity between sequential and interchange-089

able types. While even the largest LLM shows090

promise for providing expert-level tips, LLMs still091

require further development to address proficiency092

gaps across domains. In addition, their handling093

of negated expressions and reasoning about object094

state changes needs to be improved to support hu-095

mans in procedural tasks. Our contributions are as096

follows:097

• we investigate the capabilities of L(V)LMs098

and a heuristic pipeline in identifying various099

step types in instructional manuals.100

• we demonstrate that while LLMs excel at un-101

derstanding sequential order, they struggle102

with its mutually exclusive concept, i.e., inter-103

changeable execution.104

• we report extensive analyses focusing on as-105

pects relevant to assisting humans in procedu-106

ral tasks.107

2 Related Work108

Procedural Knowledge Modeling and Evalua-109

tion. Procedural knowledge entails comprehend-110

ing a goal along with its feasible steps for achieving111

it, encompassing various levels of granularity and 112

forms of reasoning (Zhang, 2022). We focus our 113

discussion on instructional text as it is a common 114

form for studying procedural information. On the 115

hierarchical dimension, some works study goal– 116

subgoal relationships (Zhou et al., 2022), goal–step 117

inference (Yang et al., 2021) and cross-task gener- 118

alization (Zhou et al., 2023a). The horizontal axis, 119

i.e., step–step relations, has received extensive re- 120

search attention, especially in understanding tem- 121

poral step ordering (Zhang et al., 2020; Wu et al., 122

2022) and causal dependencies (Jang et al., 2023). 123

Various aspects of reasoning about individual steps 124

have been widely studied, including action condi- 125

tion inference (Wu et al., 2023b), co-reference reso- 126

lution (Anthonio and Roth, 2021; Rim et al., 2023), 127

and entity/state tracking (Tandon et al., 2020; Wu 128

et al., 2023c; Kim and Schuster, 2023; Zhang et al., 129

2024). Our contribution is to advance research on 130

understanding step–step relations, focusing on se- 131

quential order, interchangeable execution, and 132

optional steps (Zhou et al., 2023b). These aspects 133

are crucial for gauging the underlying physical rea- 134

soning of systems and have practical applications 135

in generating alternative step sequences. 136

Procedural Knowledge Graph Construction. 137

A procedural knowledge graph (PKG) effectively 138

captures metadata, entity information and goal– 139

step hierarchies, making it useful for represent- 140

ing complex procedural processes (Zhang, 2022). 141

Various techniques have been employed to create 142

PKGs, each focusing on a distinct aspect. Jang 143

et al. (2023) annotated step conditions (e.g., “com- 144

pleted”) to train a graph generation model for cap- 145

turing causal dependencies. Zhang et al. (2022) 146

modeled the temporal and cross-modal evolution 147

of entities for machine reading comprehension. Nu- 148

merous works have explored multimodal ground- 149

ing between instructional texts and videos to cre- 150

ate a visually-aware PKG that represents diverse 151

task demonstrations. Based on the information of 152

such a type of PKG, Ashutosh et al. (2023) lever- 153

aged a probabilistic prior for key step recognition 154

while Zhou et al. (2023a) generated pseudo-labels 155

to enable cross-task step recognition. Zhou et al. 156

(2023b) extracted multiple step sequences for non- 157

sequentiality acquisition in a path generation model. 158

Our work differs from prior works by inducing step 159

types through a heuristic algorithm applied to a 160

visually-aware probablisitic PKG. 161
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3 Definitions & Task Formulations162

We focus on three step types: sequential, inter-163

changeable and optional. Given a procedural task164

t consisting of ordered steps s0 → s1 → ... → s|t|,165

each step type identification is formulated as a bi-166

nary classification task on an adjacent step pair167

or an individual step. For tractability, we aim for168

local reasoning by contextualizing the type identifi-169

cation within a context window, similar to the step170

ordering task (Zhang et al., 2020) that focuses on171

adjacent steps only.172

Sequential. We define an adjacent step pair173

(si, si+1) as sequential if their order cannot be174

swapped to ensure the task completion. The con-175

text window is limited to these two steps. The176

potential sequential step pairs form a sequence177

[(s0, s1), ..., (s|t|−1, s|t|)], totaling at most |t| − 1178

pairs.179

Interchangeable. At any given current step si,180

an interchangeable step pair (si+1, si+2) is defined181

as one where si+1 and si+2 can be executed in any182

order without impacting task completion. In this183

case, si acts as the anchor step, and steps beyond184

its succeeding two-step context are not considered.185

Thus, starting from the first step s0 as the anchor,186

a sequence of [(s1, s2), ..., (s|t|−1, s|t|)], totaling at187

most |t| − 2 pairs, might be interchangeable.188

Optional. The optionality of a step is also deter-189

mined within a two-step context. This implies that190

at any current step si, if one can skip the immedi-191

ately following step si+1 and proceed directly to192

si+2 without disrupting the task completion, si+1193

is deemed optional. Beginning with the first step as194

the anchor, optional steps might form a sequence195

[s1, s2, ..., s|t|−1] with at most |t|−2 optional steps.196

4 Human Annotated SIO Dataset197

We create our Sequential, Interchangeable, Op-198

tional (SIO) dataset by annotating data from Wik-199

iHow, a large online instructional resource for ev-200

eryday tasks2, based on the definitions in §3. We201

focus on three domains—Food and Entertaining202

(F&E), Home and Garden (H&G), and Hobbies203

and Crafts (H&C), which contain step transitions204

with strong logical dependencies, e.g., “clear the205

soil of weeds” is followed by “add compost to the206

soil”. Conversely, other domains like Pets and An-207

imals involve mostly independent activities (e.g.,208

2Available at www.wikihow.com

“kill fleas” and “remove visible ticks”; Zhang et al. 209

2020). Specifically, we use the dataset introduced 210

by Zhang et al. (2020), referred to as WikiHow- 211

Clean. This dataset is a curated subset of WikiHow 212

articles where the title is merged with each section 213

name, forming what we call task-parts, e.g., How 214

to Grow and Care for Geraniums - Planting Your 215

Geraniums. Additionally, the steps within each 216

task-part are automatically identified as ordered 217

(see §5.1 for details).3 The annotation guidelines 218

are detailed in Appendix A.1. 219

Annotation Process. We randomly hold out 45 220

task-parts from WikiHowClean, 15 for the dev set 221

and 30 for the test set, equally distributed across do- 222

mains. For each procedural task, we ask 3 annota- 223

tors4 to select the step tuples for each step category 224

that fulfill the definitions described in §3. More- 225

over, for both the “selected” step tuples and the 226

overall procedural task, annotators are instructed 227

to indicate whether expert knowledge is required 228

based on public perception rather than personal ex- 229

perience. If expert knowledge is not involved, we 230

specify commonsense knowledge is applied even 231

for unfamiliar tasks. For example, consider “Fixing 232

a Laundry Machine”: one could intuitively grasp 233

that “opening the door” must precede “unloading 234

the laundry” without specific expertise. We report 235

the averaged pairwise inter-annotator-agreements 236

(see App. A.2 for more details) for each annota- 237

tion field and found they range from slight to fair 238

(0.15− 0.37) on the dev set and increase to mod- 239

erate (0.43− 0.5) on the test set. Upon examining, 240

we found that the low agreement might be asso- 241

ciated with a high percentage of reported expert 242

knowledge requirement (see Fig. 4, App. A.2). 243

SIO Dataset. For each step type, we assign a 244

positive label for the majority-voted (2 out of 3) 245

step tuples and a negative label for the rest of the 246

cases. In addition, we aggregate the corresponding 247

majority-assigned expert-knowledge labels for the 248

positive cases.5 Table 1 shows an example of the 249

SIO dataset, and Table 2 gives the dataset size (refer 250

3Despite WikiHowClean’s emphasis on ordered step se-
quences, a qualitative examination of a subset indicates that
interchangeable step pairs and optional steps can be identified.

4We recruit 9 volunteers familiar with NLP annotation
studies, consisting of 6 doctoral students and 3 postgraduate
students. Each participant is asked to annotate 15 tasks, with
5 tasks assigned per domain.

5If only two annotators select a step tuple to be true for a
specific type and there’s a conflict in expert-level knowledge,
we assign the expert knowledge requirement as Unsure.

3
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Task Title Steps Annotation

(A) How to Make Huevos Rancheros - Step 0: Spread about 3 oz (85 g) of refried beans onto sequential: [(1, 2)]
Assembling the Dish each of the tortillas sequential_expert: [No]
(Food and Entertaining) Step 1: Place 1 cooked egg onto each of the tortillas interchangeable: [(2, 3)]

Step 2: Pour warm salsa over the eggs interchangeable_expert: [No]
Step 3: Top the dish with avocado, lime juice, cilantro, optional: [2]
cheese, or sour cream optional_expert: [No]

task_expert: No

Table 1: An example of the SIO test set (see Tab. 6, App. A.1 for more examples).

Dev (15 tasks) Test (28 tasks)

Step Type positive negative all positive negative all

Sequential 44 20 64 77 51 128
Interchangeable 11 38 49 23 77 100
Optional 7 42 49 19 81 100

Table 2: Instances of step types across the dataset splits.

to Tab. 9, App. A.3 for the label distribution across251

task domains).6 Our analysis confirms that step252

tuples labeled as sequential are never interchange-253

able, supporting the concept of mutual exclusivity254

between these types.255

5 Visually Inferred Step Types256

Online video demonstrations offer a valuable re-257

source to explore alternative ways to realize a258

task. We built upon several works (Zhou et al.,259

2023a,b; Ashutosh et al., 2023) on construct-260

ing visually-aware procedural knowledge graphs261

(PKGs) by linking the procedural repository Wik-262

iHow (Koupaee and Wang, 2018) to the instruc-263

tional video resource HowTo100M (Miech et al.,264

2019b). In our case, we build topic-specific PKGs265

that represents how likely a step transition is for a266

given task (§5.1). We then leverage this informa-267

tion to automatically infer step types for sequen-268

tial order, interchangeable execution, and optional269

skipping. Figure 2 shows the overall pipeline for270

inferring step types from the PKG.271

5.1 Video-mined PKG Construction272

Resource Control. To ensure the usefulness of273

the PKG, we use specific derivatives of WikiHow274

and HowTo100M: WikiHowClean (Zhang et al.,275

2020) and CAE (Yang and Silberer, 2023), respec-276

tively. WikiHowClean has undergone quality con-277

trol to ensure the logical order of steps, predicted278

by a fine-tuned RoBERTa.7 CAE (Yang and Sil-279

6We discarded 2 ambiguous tasks reported by annotators
from the Craft domain in the test set.

7The prediction file can be found here.

berer, 2023) is a condensed set of HowTo100M 280

containing text-video clip pairs targeted at visually 281

perceivable effect-causing actions. 282

Topic Clustering. To find sensible alterations in 283

step orders, we first group similar topics, e.g., Grow 284

Geraniums Indoors and Grow Geraniums in Pots. 285

Concretely, we extract sentence representation of 286

task titles in both WikiHowClean and CAE, and 287

perform agglomerative clustering to identify topic 288

clusters. 289

Probabilistic PKG Construction. To con- 290

struct a topic-wise PKG, we consider two 291

inputs on an instructional topic X: (1) a 292

key step library KX sourced from a sin- 293

gle WikiHowClean task-parts t containing a 294

set of step headlines (st0, ..., s
t
j , ..., s

t
|t|); (2) a 295

video set V X collected from CAE, where 296

each Vi = (v1, ..., vi, ..., v|Vi|) ∈ V X is a sequence 297

of video clips. A topic-wise task graph T X = 298

(V, E , w) has the vertex set V = KX , the edge 299

set E that represents the one-hop step transitions 300

grounded in the videos, and w(j,k) represents edge 301

probabilities of stj → stk. We will use “step” and 302

“node” interchangeably in the following. A valid 303

node transition stj → stk can be determined by 304

their respective cross-modal grounding scores to 305

any consecutive video clips (vi, vi+1). We em- 306

ploy VideoCLIP (Xu et al., 2021), a language– 307

video alignment model pretrained to be robust 308

toward temporal misalignment, to compute the 309

cross-modal scoring function, f(vi, stj). The out- 310

put of f(vi, s
t
j) is the dot product between the 311

pooled visual and the pooled textual representa- 312

tions. We keep the top-k grounding scores as a 313

quality threshold. In other words, if both f(vi, s
t
j) 314

and f(vi+1, s
t
k) exceed a certain threshold, it is 315

more likely that (stj , s
t
k) is a valid step transi- 316

tion. A transition score s(stj , s
t
k) is obtained by 317

multiplying the respective grounding scores, i.e., 318

s(stj , s
t
k) = f(vi, s

t
j) · f(vi+1, s

t
k). The final tran- 319
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selected_topics = [15220]
# [('wikihow', '1351326_0'), ('howto100m', 47507), ('howto100m', 73938), ('howto100m', 73936)]
47507,Grow Geraniums Indoors
73938,Grow Geraniums in Pots
73936,Grow Geraniums

How to Grow Geraniums - Planting Your Geraniums

['0: Pick out the right spot to plant your geraniums', 
'1:  Get a pot that has holes in the bottom', 
'2:  Pick the right time of year to plant your flowers', 
'3:  Prepare the garden bed', 
'4:  Give each plant enough space to grow', 
'5:  Dig holes for each plant', 
'6:  Place the plant in the hole']

sequential: [(3, 4), (4, 5), (5, 6)]
interchangeable: [(0, (1, 2)]
optional: [(1, (2), 3)]

Extracted step relations:
{'step pairs': [((5, 6), 0.1)]}","{'steps': [(1, 0.09), (3, 0.22), (5, 0.13)]}","{'step pairs': [((1, 2), 0.09), ((2, 3), 0.17), 
((3, 4), 0.22), ((4, 5), 0.0)]}

Youtube:
How to Plant Geraniums - Easy Gardening DIY
gyA7QKOxfrQ
https://www.youtube.com/watch?v=gyA7QKOxfrQ

{'6': {'vid': 'gyA7QKOxfrQ', 'vid seg': 6, 'time stamp': '0:17:0:23', 'caption': 'plant them and of course in 
wintertime i cut them short when the people they', 'domain': 'home', 'verbs': ['cut'], 'all_frames': 
[['Experience_bodily_harm', 'Cause_harm', 'Cutting']], 'all_nouns': [['they', 'course', 'wintertime', 'they']]}, 
'10': {'vid': 'gyA7QKOxfrQ', 'vid seg': 10, 'time stamp': '0:30:0:33', 'caption': "very simple and easy what 
if you do is you just cut a piece doesn't matter how", 'domain': 'home', 'verbs': ['cut'], 'all_frames': 
[['Experience_bodily_harm', 'Cause_harm', 'Cutting']], 'all_nouns': [['piece']]}, 

'13': {'vid': 'gyA7QKOxfrQ', 'vid seg': 13, 'time stamp': '0:40:0:42', 'caption': 'goes very simple and it gives 
really beautiful flower so you cut them like', 'domain': 'home', 'verbs': ['cut'], 'all_frames': 
[['Experience_bodily_harm', 'Cause_harm', 'Cutting']], 'all_nouns': [['flower', 'they']]}, 
'22': {'vid': 'gyA7QKOxfrQ', 'vid seg': 22, 'time stamp': '1:00:1:03', 'caption': "client did it close now i don't have 
to put no fertilizer no nothing so i just", 'domain': 'home', 'verbs': ['put'], 'all_frames': [['Placing']], 'all_nouns': 
[['it', 'fertilizer', 'nothing']]}}

Processing video segments: (0, 1)
Predecessors: [0, 6, 2]
Successors: [2, 0, 4]
Processing video segments: (1, 2)
Predecessors: [2, 0, 4]
Successors: [0, 2, 6]
Processing video segments: (2, 3)
Predecessors: [0, 2, 6]
Successors: [6, 4, 5]
Edges: [[0, 2, 46.083187], [0, 4, 30.767164], [6, 2, 33.03054], [6, 0, 31.528177], [6, 4, 22.052645], [2, 0, 
30.860495], [2, 4, 21.585629], [2, 0, 34.442043], [2, 6, 28.135494], [0, 2, 32.84586], [0, 6, 26.855776], [4, 0, 
22.995026], [4, 2, 22.97431], [4, 6, 18.784494], [0, 6, 28.458405], [0, 4, 23.085028], [0, 5, 21.744356], [2, 6, 
28.432766], [2, 4, 23.06423], [2, 5, 21.724766], [6, 4, 18.858017], [6, 5, 17.76283]]

[[ 0.        0.       78.929047  0.       53.852192 21.744356 55.314181]
 [ 0.        0.        0.        0.        0.        0.        0.      ]
 [65.302538  0.        0.        0.       44.649859 21.724766 56.56826 ]
 [ 0.        0.        0.        0.        0.        0.        0.      ]
 [22.995026  0.       22.97431   0.        0.        0.       18.784494]
 [ 0.        0.        0.        0.        0.        0.        0.      ]
 [31.528177  0.       33.03054   0.       40.910662 17.76283   0.      ]]

How to Grow Geraniums in Greenhouses : Geranium Gardening
Tm_P0rXgU1A
https://www.youtube.com/watch?v=Tm_P0rXgU1A 

{'7': {'vid': 'Tm_P0rXgU1A', 'vid seg': 7, 'time stamp': '0:19:0:22', 'caption': 'show you is how to grow in in a 
self-made very simple greenhouse a', 'domain': 'home', 'verbs': ['make'], 'all_frames': [['Building']], 'all_nouns': 
[['greenhouse']]}, 
'11': {'vid': 'Tm_P0rXgU1A', 'vid seg': 11, 'time stamp': '0:32:0:34', 'caption': "here if it has any sugary 
substances or like milk in it make sure that it's", 'domain': 'home', 'verbs': ['make'], 'all_frames': [['Building']], 
'all_nouns': [['substance', 'milk', 'it']]}, 
'17': {'vid': 'Tm_P0rXgU1A', 'vid seg': 17, 'time stamp': '0:45:0:49', 'caption': 'use your homemade greenhouse 
you simply slide it over your plant material and', 'domain': 'home', 'verbs': ['slide'], 'all_frames': 
[['Cause_motion']], 'all_nouns': [['greenhouse', 'it', 'material']]}}

Processing video segments: (0, 1)
Predecessors: [2, 0, 1]
Successors: [1, 2, 0]
Processing video segments: (1, 2)
Predecessors: [1, 2, 0]
Successors: [1, 6, 0]
Edges: [[2, 1, 49.291332], [2, 0, 26.19598], [0, 1, 44.014256], [0, 2, 28.514341], [1, 2, 22.954088], [1, 0, 
18.830168], [1, 6, 28.353325], [1, 0, 27.703478], [2, 1, 28.745634], [2, 6, 18.368511], [2, 0, 17.947514], [0, 1, 
23.581207], [0, 6, 15.068433]]

[[  0.        67.595463 107.443388   0.        53.852192  21.744356  70.382614]
 [ 46.533646   0.        22.954088   0.         0.         0.                       28.353325]
 [109.446032  78.036966   0.         0.        44.649859  21.724766  74.936771]
 [  0.         0.         0.         0.         0.         0.
    0.      ]
 [ 22.995026   0.        22.97431    0.         0.         0.
   18.784494]
 [  0.         0.         0.         0.         0.         0.
    0.      ]
 [ 31.528177   0.        33.03054    0.        40.910662  17.76283
    0.      ]]

matrix 1 + matrix 2 = [[  0.       135.190926 214.886776   0.       107.704384  43.488712
  140.765228]
 [ 93.067292   0.        45.908176   0.         0.         0.
   56.70665 ]
 [218.892064 156.073932   0.         0.        89.299718  43.449532
  149.873542]
 [  0.         0.         0.         0.         0.         0.
    0.      ]
 [ 45.990052   0.        45.94862    0.         0.         0.
   37.568988]
 [  0.         0.         0.         0.         0.         0.
    0.      ]
 [ 63.056354   0.        66.06108    0.        81.821324  35.52566
    0.      ]]

Matrix Raw Score: 
[[   0.         1753.00285077 2478.19784069  121.85983706 2005.05301699   403.9215765  1680.38800558]
 [1629.65364838    0.          785.54600853   50.64464331 1160.44483328 330.64839697  853.27546254]
 [2399.65045357  916.65670657    0.           74.57912254 1438.01670885 285.48950243 1112.47255754]
 [ 122.97803116   77.9230814   105.58941936    0.           59.76398504      0.                    48.29674435]
 [1979.30906588 1143.96854042 1420.61766189  141.08697891    0.        379.23707366 1207.483284  ]
 [ 373.26925802  165.61760592  195.94965124   28.99681282  437.92060328   0.          173.8732872 ]
 [1652.68419969  815.80376887 1000.30479717   32.37042809 1174.05070281 161.28971195    0.        ]]

Sequential Interchangeable Optional
  (5, 6) (1, 2) 3

2. Probabilistic PKG Construction

Step 0 
Pick out the right 
spot to plant your 
geraniums.

Step 2
Pick the right time 
of year to plant 
your flowers.

Step 0
Pick out the right 
spot to plant 
your geraniums.

Step 6
Place the plant 
in the hole.

s(s0, s2)=46.1 s(s0, s6)=28.5

Step1
s(s2, s1)=49.3

1.Topic Clustering

Step 2 Step 6

s(s2, s0)=34.4

s(s1, s6)=28.4

3. Inferring Step Types

2.1 Aggregate and Threshold Transition Scores
2.2 Normalize Scores into Probabilities

s(sX, sY) is the 
transition score.

Video 1

Video 2

Figure 2: An overview based on the example in Figure 1 shows the PKG construction and step type inference. For
simplicity, we only show the top aligned steps for each video segment and provide the step descriptions once.

sition scores of a pair s(stj , s
t
k) are aggregated and320

we prune the edge connections by keeping the ones321

whose scores lie above the q-th percentile among322

all. To calculate w(j,k), we divide s(stj , s
t
k) by the323

sum of transition scores of all outgoing edges from324

stj . The final topic-wise PKG represents proba-325

bilistically of how likely stj → stk is compared326

to stj → stl according to the aligned video clips.327

See Appendix B for details on preprocessing and328

hyperparameters.329

5.2 Inferring Step Types330

The probability difference between pairs of step331

transitions on PKG can be leveraged to infer step332

types as defined in §3. To reduce the complexity,333

we restrict the step transitions to occur within a334

context window that spans a maximum of 2 subse-335

quent steps. To extract a sequential pair (sti, s
t
i+1),336

we compare the transition probability of sti → sti+1337

and sti+1 → sti against a threshold SEQ:338

(sti, s
t
i+1) =

{
1 if w(i,i+1) − w(i+1,i) > SEQ

0 otherwise
339

The larger the threshold SEQ, the stricter the sequen-340

tial order that must be held. For an interchangeable341

step pair (sti+1, sti+2) to be valid, we require at any342

given step sti, the absolute difference between the343

transition likelihood sti → sti+1 and sti → sti+2 to344

be smaller than a threshold INT, and sti+1 → sti+2345

must not follow a strict sequential order:346

(sti+1, s
t
i+2) =

{
1 if |w(i,i+1) − w(i,i+2)| < INT

and w(i+1,i+2) − w(i+2,i+1) < SEQ

0 otherwise
347

This indicates that there is no strict order of execut- 348

ing sti+1 or sti+2 after completing sti. However, if 349

sti → sti+2 exceeds sti → sti+1 by a threshold OPT, 350

we can infer that sti+1 is optional: 351

sti+1 =

{
1 if w(i,i+2) − w(i,i+1) > OPT

0 otherwise
352

For the employed algorithms, refer to Ap- 353

pendix B.2. 354

6 Experimental Setup 355

6.1 Pipeline Baseline 356

As the baseline to compare to black-box LLMs we 357

use the modular method described in §5.2, termed 358

as PKG BASELINE, to examine the feasibility of 359

incorporating procedural knowledge in a more in- 360

tuitive way. We tune the threshold set (SEQ, INT 361

and OPT) based on the annotated SIO dev set (see 362

App. B.2 for more details). 363

6.2 Large (Vision-)Language Models 364

Model Selection. To systematically understand 365

if procedural knowledge emerges through model 366

scale, we opt for open-source instruction-tuned 367

models of variable sizes and choose the Llama-2 se- 368

ries (Touvron et al., 2023) for evaluation: LLAMA- 369

7B, LLAMA-13B, and LLAMA-70B. Moreover, 370

we examine if VIDEO-LLAVA-7B (Lin et al., 371

2023b), a vision-enhanced version of Llama that 372

underwent multimodal pretraining (images and 373

videos), better encodes procedural knowledge due 374

to its exposure to visual signals.8 Refer to Ap- 375

8We did not choose Llava 1.5 (Liu et al., 2023) since its
language backbone is frozen during multimodal pretraining.

5



Sequential Interchangeable Optional All

Model P R F1 P R F1 P R F1 P R F1

PKG BASELINE 71.9 29.9 42.2 26.9 78.3 40.0 20.7 31.6 25.0 39.8 46.6 35.7

LLAMA-7B 58.3 81.8 68.1 23.5 34.8 28.1 23.1 47.4 31.0 35.0 54.7 42.4
VIDEO-LLAVA-7B 58.9 85.7 69.8 13.3 8.7 10.5 16.4 63.2 26.1 29.5 52.5 35.5
LLAMA-13B 71.8 72.7 72.3 25.0 73.9 37.4 22.0 52.6 31.2 39.7 66.4 47.0
LLAMA-70B 63.3 89.6 74.2 20.8 43.5 28.2 33.3 68.4 44.8 39.1 67.2 49.1

Table 3: Results (%): step type identification task. Boldface indicates the best result across models.

pendix C for implementation details.376

Prompt Design. We leverage the instruction-377

following capabilities of L(V)LMs for step type378

identification by employing a two-shot prompt con-379

taining one positive and one negative example. To380

prompt VIDEO-LLAVA-7B on a linguistic task, we381

feed in a white blank image for the visual input and382

adapt the template with a textual prefix: “This is383

a blank image. Please only attend to the384

following text.”. To evaluate the usefulness of385

the model’s explanations for the user, we further386

prompt the model zero-shot to provide a rationale387

for its correct predictions.9 All the templates, ex-388

ample prompts as well as the decoding strategies389

can be found in Appendix D.390

Answer Parser. For sequential and interchange-391

able tasks, we parse the output as {“step pairs”:392

[(x, x+1), (y, y+1), ...]}, while for op-393

tional we use {“steps”: [x, y, ...]}. To394

extract valid outputs from a model’s generated raw395

texts for automatic evaluation, we first remove all396

quotation marks and redundant white spaces and397

add quotation marks for the dictionary keys, e.g.,398

{“steps”:}. Then, we take the first occurrence of399

the desired output format as the model’s predic-400

tion. If there is no desired output format, we assign401

an empty dictionary {“step pairs”: []} as the402

model’s prediction for sequential and interchange-403

able types, and {“steps”: []} for the optional.404

6.3 Evaluation Metrics405

For each binary classification task of step types, i.e.,406

sequential, interchangeable and optional, we re-407

port precision (P), recall (R) and F1 score averaged408

across step/step pair instances in the test set. As409

an additional evaluation of L(V)LMs’ instruction-410

following ability in the step type identification task,411

9We found few-shot prompts led the models to syntacti-
cally generate rationales in a slot-filling manner following the
example style, e.g., “the precondition of step x is to perform
step y”.

we propose two error-quantifying metrics: con- 412

straint violation (CV) and step range exceedance 413

(SE). CV occurs when the output does not adhere to 414

the desired output constraint. For example, a non- 415

adjacent pair is not a desired answer, e.g., {“step 416

pairs”: [(0, 2)]}. SE captures cases where 417

the step index exceeds the length of the input step 418

sequence.10 419

7 Results 420

As shown in Table 3, LLAMA-70B achieves the 421

best performance averaged across all types (avg. F1: 422

49.1). The effectiveness on the step type identifica- 423

tion task seems to correlate with the model scale 424

(see Fig. 5 in App. E), except for the interchange- 425

able type (F1 = 37.4 for LLAMA-13B). L(V)LMs’ 426

strong performance on identifying sequential step 427

pairs should help to detect interchangeable pairs, 428

as the two concepts potentially entail mutual ex- 429

clusivity. However, the interchangeable type un- 430

expectedly proves to be the most challenging for 431

L(V)LMs. Except for LLAMA-13B, L(V)LMs 432

even perform significantly worse than PKG BASE- 433

LINE (min. −2.6pp in F1). This highlights a key 434

advantage of PKG: its flexibility enables the manip- 435

ulation of step transition probabilities, thereby inte- 436

grating mutual exclusivity between sequential and 437

interchangeable steps into the extraction heuristics 438

(cf. §5.2). To identify optional steps, we hypothe- 439

size that L(V)LMs can leverage certain linguistic 440

markers in step headlines. While this phenomenon 441

is more evident in LLAMA-70B, the limited data 442

(only two steps contain such information11) pre- 443

vents conclusive findings. Overall, in the inter- 444

changeable and optional tasks where negative step 445

pairs outnumber positive ones (cf. Tab. 2), all ex- 446

amined models tend to overpredict, i.e., generate 447

10SE is a subcase of CV; thus, a case of SE is also a case
of CV. E.g., in a task with a five-step sequence, an output of
(0,4) is a CV error, while (5,6) is both, a CV and SE error.

11“wet the runway (optional)” and “wipe away excess ink
as necessary”
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Llama-7B
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Llama-70B

Figure 3: Procedural task performance per domain in F1 score (%); domain (#) represents instances per domain.

false positives. Upon examination, all L(V)LMs448

examined here exhibit a 100% type 1 error rate449

under all negative cases (i.e., generate false posi-450

tives), despite encountering negative scenarios in451

the crafted few-shot examples (cf. App. D).452

Compared to its vision-enhanced counterpart,453

LLAMA-7B consistently outperforms VIDEO-454

LLAVA-7B with the exception of a slight perfor-455

mance drop for the sequential type (−1.7pp in F1).456

However, LLAMA-7B displays more type 2 er-457

rors (i.e., false negative) than VIDEO-LLAVA-7B.458

Upon closer inspection, the high recall observed459

in VIDEO-LLAVA-7B can be largely attributed to460

chance, as it generates every possible step pair and461

step range. On the interchangeable task, VIDEO-462

LLAVA-7B shows lower recall (−26.1pp) because463

it fails to generate any desired output, leading our464

answer parser to interpret it as “empty” (cf. §6.2).465

This undesired response is also reflected in its high-466

est instruction-following error rates (see Tab. 18 in467

App. E). The results suggest that VIDEO-LLAVA-468

7B’s ability to adapt to purely linguistic (unimodal)469

tasks is limited, likely because it had little expo-470

sure to the unimodal input scenario during the471

instruction-tuning stage. This is an important as-472

pect to address when using one foundation model473

across all modalities. In conclusion, our results474

show that accounting for instruction-following er-475

ror rates is crucial to assess L(V)LMs’ capabilities476

in a structured answer prediction task.477

8 Analysis478

Our analyses investigate key aspects of effective479

procedural task systems: broad task coverage, ex-480

pert level knowledge, adaptability to user phrasings,481

and the ability to explain the impact of step changes.482

Note that since VIDEO-LLAVA-7B’s quantitative483

performance might be overestimated (§7), we only 484

provide its qualitative analysis. 485

Procedural Task Domains. As depicted in Fig- 486

ure 3, while all models perform well on sequen- 487

tial steps across domains (especially Craft), the 488

effectiveness on interchangeable and optional steps 489

varies across domains substantially. Notably, 490

Craft’s scarcity of positive labels for these steps 491

(cf. Tab. 9) likely explains the severe drop to 0% 492

F1. From the model perspective, the Llama2-family 493

performs well in the Food domain regardless of the 494

step types considered, while also showing consis- 495

tent weaknesses in the Craft domain. 496

Expert vs. Commonsense Knowledge. We ex- 497

plore how the underlying knowledge types affect 498

the effectiveness and hypothesize that LLMs may 499

possess more expert knowledge than PKG BASE- 500

LINE due to its pretraining on web-scale data. 501

Indeed, we observe that with larger model size, 502

F1 improves on the sequential type12 for expert- 503

knowledge instances and the performance gap be- 504

tween two knowledge types narrows (see Fig. 6 505

in App. E). The same pattern for LLMs cannot be 506

observed for the commonsense knowledge type. 507

Robustness towards User Phrasings. We 508

prompt LLMs with semantically equivalent para- 509

phrases through the usage of negation words, re- 510

ferred to as negated template. Take the inter- 511

changeable type for instance: the original phrasing 512

“can be executed interchangeably” becomes “do 513

not necessarily follow a sequential order” in its 514

corresponding negated template (see App. D.2). A 515

12The only step type annotated for expert knowledge in-
volvement, which suggests that it may be challenging to iden-
tify other step types without domain-specific knowledge.
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Examples LLAMA-70B’s Suboptimal Rationales Required Reasoning

Example (D) How to Make an Avocado
Shake; Sequential (1, 2).

Blending the ingredients until they are no
longer chunky creates a uniform texture
for the shake.

Entity Co-reference: “puree” in Step 2
refers to the “mixture” in Step 1; thus,
the sequential order should hold.

Step 1: Blend the ingredients until the
mixture is no longer chunky. Step 2:
Line the sides of your glasses with choco-
late syrup, and pour the puree into the
glasses.

Example (E) How to Iron on a Patch;
Interchangeable (1, 2).

Both steps involve preparing the patch
and base item for ironing

State Tracking: heating an iron first
(Step 2) before placing the patch (Step
1) does not cause the state change of the
patch and still achieve the desired final
state of the patch (being ironed).

Step 1: Place the patch in the position
you chose. Step 2: Heat up an iron

Table 4: Error analysis on the explanation quality. Refer to Table 6 for full step sequences.

highly effective model should exhibit little perfor-516

mance differences across prompt phrasings (Aroca-517

Ouellette et al., 2021). Contrary to our intuition that518

larger models could handle diverse phrasings better,519

the smaller model, LLAMA-7B, shows the lowest520

performance variability (shown in Tab. 19, App. E).521

The Llama-family models generally remain lim-522

ited in understanding negative sentences (García-523

Ferrero et al., 2023) as they show worse recall on524

the negated prompt. An exception can be seen525

for the interchangeable type (LLAMA-70B’s R:526

+17.4 pp), suggesting a transferable understanding527

on the semantics of “sequential order” (present in528

both sequential-original & interchangeable-negated529

prompts). Yet, the mutual exclusivity between the530

concept of “sequential” and “interchangeable” is531

far from being captured (diff. in F1: 37.4%13).532

Interestingly, LLAMA-13B shows the opposite533

pattern, i.e., better at handling interchangeable-534

original phrasings than their negations. Therefore,535

model size seems to play a role in biasing over536

one type of expression than the other.537

Explanation Quality. Effective individualized538

user guidance in a procedural task requires mod-539

els to explain consequences of step reorder-540

ing/skipping. This requires reasoning about in-541

volved entities and the impact of actions on those542

entities (action-effect changes). In the procedural543

context, key reasoning aspects for high-quality ex-544

planations are entity co-reference (Anthonio and545

Roth, 2021; Rim et al., 2023) and state tracking546

(Tandon et al., 2020; Kim and Schuster, 2023;547

13LLAMA-70B’s F1 when prompted with sequential-
original and interchangeable-negated template are 74.2% and
36.8%, respectively.

Zhang et al., 2024). Entity co-reference links differ- 548

ent expressions in a text that refer to the same entity. 549

State tracking monitors state changes that an entity 550

undergoes throughout a procedural task. This un- 551

derlying reasoning allows the model to explain if 552

altering step orders or skipping a step would dis- 553

rupt the postcondition of the current step and the 554

precondition for subsequent steps. While LLAMA- 555

70B emerged as the best-performing model, its 556

explanations remain high-level as shown in Table 4 557

(refer to App. F for more analysis across L(V)LMs). 558

Importantly, LLAMA-70B’s explanations lack in- 559

formation that is necessary for non-expert users 560

to understand the consequences of alternative task 561

executions. 562

9 Conclusions 563

We investigate models’ capabilities in identifying 564

various step types in instructional manuals, namely 565

sequential order, interchangeable execution and op- 566

tional step skipping. Despite their vast knowledge 567

storage, LLMs struggle to grasp the mutually ex- 568

clusive concept of sequential and interchangeable 569

steps. Furthermore, they still face challenges in 570

covering various task domains, handling diverse 571

phrasings, and explaining relevant impacts about 572

pre/postconditions between step transitions. 573

10 Limitations 574

Procedural knowledge for some tasks can be 575

quite complex and requires specialized expertise. 576

Our evaluation scope and fine-grained annotation 577

are limited by the lack of domain-specific ex- 578

perts among our recruited participants. Therefore, 579

large-scale domain-expert annotation on procedu- 580
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ral knowledge is crucial for future work, enabling581

creation of a well-annotated dataset for evaluating582

L(V)LMs on real-world knowledge tasks. Our anal-583

ysis focuses on models’ local reasoning within a584

specific context and does not yet explore models’585

ability to reason globally about non-adjacent steps586

and their relationships. Furthermore, we identify587

several challenges in constructing the procedural588

knowledge graph (PKG). First, despite the initial589

topic clustering stage, cross-modal alignment often590

falls short of true goal awareness. In other words,591

PKG doesn’t consider the impact of changing step592

order on task success, nor does it effectively ac-593

count for longer contextual dependencies. Second,594

grounding to demonstration videos for alternative595

step orders can be error-prone for tasks with short596

and concise steps. In these cases, videos intro-597

duce noise by suggesting potentially unintended598

re-ordering. Nevertheless, PKG BASELINE offer599

several advantages in which LLMs examined here600

are limited. First, their task coverage is comprehen-601

sive as long as corresponding video demonstrations602

can be retrieved. Second, their modular nature603

allows for easier intervention to ensure their useful-604

ness. This can be achieved through, for example,605

more rigorous resource control and a stronger cross-606

modal alignment backbone. Finally, they are not607

susceptible to variations in user phrasing. With608

these complementary strengths to LLMs, a hybrid609

setup that augment LLMs’ knowledge with external610

resource (Gao et al., 2023) is worth investigating611

in procedural task guidance.612
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A Details of the SIO Dataset 896

A.1 Annotation Task Description 897

Annotation Fields Explanation. The annota- 898

tion fields and the corresponding explanations are 899

shown in Table 5. For both interchangeable and 900

optional types, we remind annotators to base their 901

judgment ONLY on the overall task goal and the 902

future two steps (i+1, i+2) at the current step i 903

without looking into far distant steps. More exam- 904

ples for the annotated SIO dataset are displayed in 905

Table 6. 906

A.2 Inter-Annotator Agreements (IAAs) 907

Table 7 shows the IAAs across annotation fields in 908

the dev and the test set. The breakdown by proce- 909

dural domains can be further seen in Table 8. Note 910

that when calculating IAA for expert-knowledge 911
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Annotation Field Explanation

Sequential (i, i+1) If you find step i & step i+1 follow a strict sequential order; in other words, the
task won’t succeed if you swap the order, please note down (i, i+1) in the
column "Sequential (i, i+1)".

Interchangeable (i, (i+1, i+2)) At any given step i, judge if step i+1 & step i+2 can be interchangeably executed
without affecting the task completion. If yes, please note down (i, (i+1, i+2))
in the column "Interchangeable (i, (i+1, i+2))". In this case, (i+1, i+2)
can be executed interchangeably when one is at step i.

Optional (i, (i+1), i+2) At any given step i, judge if one can omit step i+1 and proceed to step i+2 without
affecting the task completion. If yes, please note down (i, (i+1), i+2) in the
column "Optional (i, (i+1), i+2)". In this case, (i+1) can be omitted and one
can go from step i to step (i+2) and still complete the task.

Step Level Expert Knowledge Required? For each step annotation, please additionally answer whether it requires ex-
pert/domain knowledge. If a step annotation does not require domain/expert
knowledge, it could be solved by commonsense knowledge. For example, anyone
who does not have prior experience in cutting a “durian” would know a step
transition Step 0: use a knife to cut a “durian”→ Step 1: take out the seed of a
“durian”) can not be swapped based on the commonsense knowledge that “Before
taking out seeds from a fruit with a spiky hard surface, one has to cut it open”.

Task Level Expert Knowledge Required? After annotating all the step relations, please also answer whether this task gen-
erally requires expert/domain knowledge in the column "Overall Task: Domain
Knowledge Required?". Requiring expert/domain knowledge means one has to
follow a step-by-step instruction to ensure the task can be completed even with
similar prior experiences.

Table 5: Annotation fields and the corresponding descriptions.

requirement, we only consider selected step tuples912

under full agreement. The low IAA could be at-913

tributed to expert knowledge requirement as can be914

seen in Figure 4.915

A.3 Label Distributions916

The label distributions across procedural task do-917

mains is shown in Table 9.918

B Details on PKG Construction and919

Inferred Step Types920

B.1 PKG Construction921

Preprocessing Details. For topic clustering (Step922

1), we lower-cased and removed stop words from923

the task title before extracting the sentence features924

(R1×768) using all-mpnet-base-v2 model from925

the sentence-transformer library (Reimers and926

Gurevych, 2019). When performing cross-modal927

grounding w.r.t topic-wise PKG construction , we928

follow VideoClip’s recipe to decode each video929

clip vi at 30 fps and extracted features with S3D930

(Miech et al., 2019a) per second, resulting in931

vi = {vx}|vi|x=1 video tokens (R|vi| × 512). To cal-932

culate the cross-modal alignment, we mean pooled933

across the video tokens to represent a whole video934

clip representation (R1 × 512). Since VideoCLIP935

expects an input of text–video clip pair, we dupli-936

cated a vi to pair with each of the stj ∈ KX and937

calculated the respective cross-modal grounding 938

score f(vi, s
t
j) accordingly. 939

Hyperparameters. For the clustering, the 940

following parameters are used: task clustering 941

linkage=Average, task clustering 942

distance threshold=0.5, task clustering 943

affinity=cosine. Sanity check shows that 944

the same task title (exact string match) across 945

WikiHow and HowTo100M are clustered together. 946

For the cross-modal grounding, topk=3 and 947

q-th=25. 948

B.2 Details on Inferring Step Types 949

Algorithm 1 show the functions on inferring step 950

type from a topic-wise PKG. In Table 10, we pro- 951

vide the results on the SIO dev set when experi- 952

menting different combinations of step type identi- 953

fication hyperparameters. The final hyperparameter 954

set we use is: SEQ= 0.07, INT= 0.25, OPT= 0.08. 955

C Implementation Details 956

All L(V)LMs we evaluated here can be 957

accessed through the HuggingFace Li- 958

brary (version: 4.39.2) (Wolf et al., 959

2020): meta-llama/Llama-2-7b-chat-hf, 960

meta-llama/Llama-2-13b-chat-hf, 961

meta-llama/Llama-2-70b-chat-hf, 962

LanguageBind/Video-LLaVA-7B-hf. The 963
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Figure 4: Test set: distribution of expert knowledge requirement across step types.

inference is run on a single NVIDIA RTX A6000964

GPUs within 2 hours through 4-bit quantization965

techniques.966

D Details on Prompt Design & Decoding967

Strategies968

D.1 Original Template and Prompt969

The template of Llama-2 family and VIDEO-970

LLAVA-7B are shown in Table 11 and Table 12971

respectively. As for the prompts across step types,972

we demonstrate some examples by initializing the973

template for Llama-2 family: Table 13, 14, 15.974

D.2 Negated Template975

For brevity, Table 16 only highlights the differ-976

ence between the original and the negated tem-977

plate on the template variables: {Step Type Task978

Definition} and {Step Type Question}.979

D.3 Rationale Template and Prompt980

To exemplify how we obtain models’ rationales, the981

template and an example prompt of Llama-2 family982

can be found in Table 17. For VIDEO-LLAVA-7B,983

the special tokens, e.g., USER and the textual prefix,984

are additionally added.985

D.4 Decoding Strategy986

We opt for greedy-search (temperature: 0.1) to987

ensure step type prediction to be more deterministic988

and apply nucleus sampling (Holtzman et al., 2019)989

(temperature: 0.3, top-p: 0.9) for rationale gen-990

eration to encourage more diverse and coherent text.991

For nucleaus sampling, we explore two sets of hy-992

perparamers: [temperature: 0.1, top-p: 0.9] and993

[temperature: 0.3, top-p: 0.9], and found little994

change in the rationale quality (as a reference, the995

Llama-7B Llama-13B Llama-70B

30.0

40.0

50.0

60.0

70.0

F1
SEQUENTIAL
INTERCHANGEABLE
OPTIONAL
ALL

Figure 5: Performance of different model size

overall F1 difference on the step type identification 996

tasks is < 1% across models). 997

E Results: Figures & Tables 998

Figure 5 examines the role of parameter size on the 999

step type identification task performance. 1000

Table 18 details the instruction-following error rate 1001

across L(V)LMs examined here. 1002

Figure 6 shows the performance by knowledge 1003

type; note that only sequential type has the expert- 1004

knowledge annotation. 1005

Table 19 shows score changes of L(V)LMs when 1006

prompted with negated template. 1007

F Model Rationales 1008

For more examples on the generated rationales 1009

based on the test inputs in Table 1 and Table 6 1010

across models, refer to Table 20, 21, and 22, re- 1011

spectively. LLAMA-7B tends to generate generic 1012

rationales without making distinction between step 1013

types. In contrast, the largest model examined here, 1014
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Algorithm 1 Inferring Step Types
function FINDSEQUENTIAL(PKG, SEQ_threshold)

result← empty list
num_nodes, _← shape of PKG
for i in range(num_nodes) do

if i is the last node then
continue

end if
SEQ_diff← PKG[i, i+1] - PKG[i+1, i]
if SEQ_diff > SEQ_threshold then

item← ((i, i+1))
append item to result

end if
end for
return result

end function
function FINDINTERCHANGEABLE(PKG, INT_threshold,
SEQ_threshold)

result← empty list
num_nodes, _← shape of PKG
for i in range(num_nodes) do

if i is the last or second-to-last node then
continue

end if
INT_diff← | PKG[i, i+1] - PKG[i, i+2] |
SEQ_diff← PKG[i+1, i+2] - PKG[i+2, i+1]
if INT_diff < INT_threshold & SEQ_diff <

SEQ_threshold then
item← ((i+1, i+2))
append item to result

end if
end for
return result

end function
function FINDOPTIONAL(PKG, OPT_threshold)

result← empty list
num_nodes, _← shape of PKG
for i in range(num_nodes) do

if i is the last or second-to-last node then
continue

end if
OPT_diff← PKG[i, i+2] - PKG[i, i+1]
if OPT_diff > OPT_threshold then

item← i+1
append item to result

end if
end for
return result

end function

PKG baseline
Llama-7B

Llama-13B
Llama-70B

0

20

40

60

80

F1

SEQUENTIAL 
(exp: 22, cs: 51)

Expert knowledge
Commonsense knowledge

Figure 6: Knowledge type performance in F1 score (%).
(exp:#, cs:#) represents instances per knowledge type;
note that only positive labels have such annotation.

LLAMA-70B, even includes informative tips (see 1015

row (D) of Tab. 22), suggesting its potential useful- 1016

ness in an human-assistive scenario. Furthermore, 1017

we validate our previous findings that VIDEO- 1018

LLAVA-7B’s effectiveness is overestimated, as it 1019

merely replicates the input step description for 1020

some cases (see Tab. 23) 1021

G Usage of Writing Assistance 1022

We use public available writing assistance tools 1023

including chatGPT, HuggingChat and Gemini for 1024

refining language and suggesting alternative phras- 1025

ings for readability. 1026
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Task Title Steps Annotation

(B) How to Operate a Roomba - Step 0: Empty the Roomba’s bin sequential: []
Maintaining Your Roomba After Use Step 1: Use a dry cloth to clean the

Roomba
sequential_expert: []

(Home and Garden) Step 2: Charge it after every use interchangeable: [(1, 2), (2, 3), (3, 4)]
Step 3: Store your Roomba on the
charger

interchangeable_expert: [No, No, No]

Step 4: Replace the filter every two
months

optional: [1, 2, 3]

optional_expert: [No, No, No]
task_expert: No

(C) How to Collect Stamps - Step 0: Handle stamps with stamp
tongs

sequential: [(1, 2), (2, 3), (3, 4)]

Removing Paper from Used Stamps Step 1: Cut off most of the enve-
lope

sequential_expert: [Yes, No, Yes]

(Hobbies and Crafts) Step 2: Soak most stamps in luke-
warm water

interchangeable: []

Step 3: Rinse and dry the stamps interchangeable_expert: []
Step 4: Remove self-adhesive
stamps with air freshener

optional: []

optional_expert: []
task_expert: Yes

(D) How to Make an Avocado Shake - Step 0: Mix the avocado, milk, ice,
and sugar in a blender

sequential: [(0, 1), (1, 2), (2, 3)]

Making the Shake Step 1: Blend the ingredients until
the mixture is no longer chunky

sequential_expert: [No, No, No]

(Food and Entertaining) Step 2: Line the sides of your
glasses with chocolate syrup, and
pour the puree into the glasses

interchangeable: []

Step 3: Garnish the shake interchangeable_expert: []
optional: []
optional_expert: []
task_expert: No

(E) How to Iron on a Patch - Step 0: Lay the base item on a flat,
heat-resistant surface

sequential: [(0, 1), (3, 4), (4, 5)]

Ironing on the Patch Step 1: Place the patch in the posi-
tion you chose

sequential_expert: [No, No, No]

(Home and Garden) Step 2: Heat up an iron interchangeable: [(1, 2), (2, 3)]
Step 3: Place a thin towel over the
patch

interchangeable_expert: [No, No]

Step 4: Position the heated iron
over the patch and press down

optional: []

Step 5: Remove the iron and allow
the patch to to cool

optional_expert: []

task_expert: No

(F) How to Tattoo Leather - Step 0: Test an out of sight portion
of the leather

sequential: [(0, 1), (1, 2), (2, 3), (3, 4), (4, 5)]

Applying the Design to Leather Step 1: Ink the main outline of your
design

sequential_expert: [No, No, Unsure, No, No]

(Hobbies and Crafts) Step 2: Wipe away excess ink as
necessary

interchangeable: []

Step 3: Add accents and details af-
ter the main body of the design

interchangeable_expert: []

Step 4: Fill in solid features of the
design

optional: [2]

Step 5: Clean off any excess ink
and show off your tattooed leather

optional_expert: [No]

task_expert: Yes

Table 6: More examples of SIO test set.
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Dev Test

sequential 0.15 0.43
sequential_expert 0.30 0.21
interchangeable 0.37 0.53
interchangeable_expert 0.33 0.33
optional 0.25 0.50
optional_expert 0.33 1.00
task_level_expert 0.34 0.25

Table 7: Averaged pair-wise IAAs.

Dev Test

Food Home Craft Food Home Craft

sequential 0.24 -0.01 0.03 0.41 0.55 0.07
sequential_expert 0.33 0.03 0.33 1.00 0.29 0.11
interchangeable 0.41 0.22 0.32 0.52 0.54 0.18
interchangeable_expert 1.00 N/A 0.33 1.00 0.33 N/A
optional 0.44 -0.02 0.11 0.62 0.29 0.10
optional_expert 0.33 N/A N/A 1.00 1.00 N/A
task_level_expert 0.33 0.18 0.44 -0.05 0.28 0.05

Table 8: Averaged pair-wise IAA by procedural task domains, where “N/A” denotes no instances available for
calculating IAA.

Dev Test

Step Type Food Home Craft Food Home Craft

pos. neg. pos. neg. pos. neg. pos. neg. pos. neg. pos. neg.

sequential 13 12 19 3 12 5 18 22 24 23 35 6
interchangeable 6 14 2 15 3 9 9 21 13 24 1 32
optional 4 16 1 16 2 10 12 18 6 31 1 32

Table 9: Label distribution across procedural task domains.

Sequential Interchangeable Optional All

Hyperparameters P R F1 P R F1 P R F1 P R F1

SEQ= 0.1, INT= 0.05, OPT= 0.08 45.0 11.0 18.0 17.0 9.0 12.0 9.0 14.0 11.0 24.0 11.0 14.0

SEQ= 0.07, INT= 0.25, OPT= 0.45 64.0 32.0 42.0 21.0 55.0 31.0 0.0 0.0 0.0 28.0 29.0 24.0

SEQ= 0.07, INT= 0.25, OPT= 0.1 64.0 32.0 42.0 21.0 55.0 31.0 0.0 0.0 0.0 28.0 29.0 24.0

SEQ= 0.07, INT= 0.25, OPT= 0.08 64.0 32.0 42.0 21.0 55.0 31.0 7.0 14.0 10.0 31.0 34.0 28.0

Table 10: Dev Results (%): step type binary classification task. Boldface indicates best result.
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Template for Llama-2 family

<s>[INST] We analyze step relations in a procedural task.
{Step Type Task Definition}
You will be given a task along with its corresponding step sequence wrapped in «».
You will be prompted with a question wrapped in <>.
{(Applicable for interchangeable & optional) Constraint} [/INST] Got it! Give me the first example. </s>
<s>[INST] Great! Here is your first example:
«{Few-shot Example 1 (positive case)}»
<{Step Type Question}>
{Output Format Specification}[/INST] {Few-shot Example 1 Answer} </s>
<s>[INST] Great! Here is another example:
«{Few-shot Example 2 (negative case)}»
<{Step Type Question}>
{Output Format Specification} [/INST] {Few-shot Example 2 Answer} </s>
<s>[INST] Perfect! Here is another example:
«{Inference Time Input}»
<{Step Type Question}>
{Output Format Specification} [/INST]

Table 11: Few-shot (2 shots) template for Llama-2 family, where one conversational turn (<s>...</s>) contains one
example.

Template for VIDEO-LLAVA-7B

A chat between a curious human and an artificial intelligence assistant.
The assistant gives helpful, detailed, and polite answers to the human’s questions.
USER: <image>
This is a blank image. Please only attend to the following text.
We analyze step relations in a procedural task.
{Step Type Task Definition}
You will be given a task along with its corresponding step sequence wrapped in «».
You will be prompted with a question wrapped in <>.
{(Applicable for interchangeable & optional) Constraint} ASSISTANT: Got it! Give me the first example. </s>
USER: Great! Here is your first example:
«{Few-shot Example 1 (positive case)}»
<{Step Type Question}>
{Output Format Specification} ASSISTANT: {Few-shot Example 1 Answer} </s>
USER: Great! Here is another example:
«{Few-shot Example 2 (negative case)}»
<{Step Type Question}>
{Output Format Specification} ASSISTANT: {Few-shot Example 2 Answer} </s>
USER: Perfect! Here is another example:
«{Inference Time Input}»
<{Step Type Question}>
{Output Format Specification}
ASSISTANT:

Table 12: Few-shot (2 shots) template for VIDEO-LLAVA-7B, where one conversational turn (USER ...</s>) contains
one example.
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Sequential Original Prompt

<s>[INST] We analyze step relations in a procedural task.
Your task is to select adjacent step pairs that have to be executed sequentially to ensure the completion of the task.
You will be given a task along with its corresponding step sequence wrapped in «».
You will be prompted with a question wrapped in <>. [/INST] Got it! Give me the first example. </s>
<s>[INST] Great! Here is your first example:
«Task: How to Grow Geraniums - Planting Your Geraniums,
Step sequence: Step 0: Pick out the right spot to plant your geraniums ->
Step 1: Get a pot that has holes in the bottom ->
Step 2: Pick the right time of year to plant your flowers ->
Step 3: Prepare the garden bed ->
Step 4: Give each plant enough space to grow ->
Step 5: Dig holes for each plant ->
Step 6: Place the plant in the hole»
<Which adjacent step pairs have to be executed sequentially to ensure the completion of the task?>
Return selected step pairs in a json format with ’step pairs’ as the key and no more details. [/INST] ’step pairs’: [(4, 5), (5, 6)] </s>
<s>[INST] Great! Here is another example:
«Task: How to Stargaze Comfortably - Getting Ready to Stargaze,
Step sequence: Step 0: Stargaze on a dry, clear night ->
Step 1: Stargaze in the summertime ->
Step 2: Get out of the city for the most relaxation ->
Step 3: Watch out for wildlife»
<Which adjacent step pairs have to be executed sequentially to ensure the completion of the task?>
Return selected step pairs in a json format with ’step pairs’ as the key and no more details. [/INST] ’step pairs’: [] </s>
<s>[INST] Perfect! Here is another example:
«Task: How to Season a Grill - Cleaning the Grates,
Step sequence: Step 0: Remove the grates from the grill ->
Step 1: Brush the grates with a wire grill brush ->
Step 2: Wash and dry the grates»
<Which adjacent step pairs have to be executed sequentially to ensure the completion of the task?>
Return selected step pairs in a json format with ’step pairs’ as the key and no more details. [/INST]

Table 13: Sequential few-shot (2 shots) prompts initialized from the Llama-2 family’s template. Note that the
few-shot examples are chosen from the dev set and specific to the step type.

18



Interchangeable Original Prompt

<s>[INST] We analyze step relations in a procedural task.
Your task is to select adjacent step pairs that can be executed interchangeably without affecting task completion.
You will be given a task along with its corresponding step sequence wrapped in «». You will be prompted with a question wrapped in <>.
Constraint: At any given step i, look only into step i+1 and step i+2 and judge if one can execute step i+1 and step i+2 interchangeably
without affecting task completion.
Do not consider the step pairs (0, 1) and (last step index, non-existing step index) as interchangeable.
For example, if one consider step 3 and step 4 as ’interchangeable’,
it means that when one is at step 2, one can execute step 3 or step 4
in any order without failing the task.[/INST] Got it! Give me the first example. </s>
<s>[INST] Great! Here is your first example: «Task: How to Grow Geraniums - Planting Your Geraniums,
Step sequence: Step 0: Pick out the right spot to plant your geraniums ->
Step 1: Get a pot that has holes in the bottom ->
Step 2: Pick the right time of year to plant your flowers ->
Step 3: Prepare the garden bed ->
Step 4: Give each plant enough space to grow ->
Step 5: Dig holes for each plant ->
Step 6: Place the plant in the hole»
<Which adjacent step pairs can be executed interchangeably without affecting task completion?>
Return selected step pairs in a json format with ’step pairs’ as the key and no more details. [/INST] ’step pairs’: [(1, 2)] </s>
<s>[INST] Great! Here is another example: «Task: How to Grow Portobello Mushrooms - Harvesting the Portobellos,
Step sequence: Step 0: Remove the newspaper in 2 weeks if the mushrooms are growing ->
Step 1: Continue misting the mushrooms as they grow ->
Step 2: Dig out the portobellos when the caps have fully unfurled ->
Step 3: Repeat moistening the compost until new mushrooms form»
<Which adjacent step pairs can be executed interchangeably without affecting task completion?>
Return selected step pairs in a json format with ’step pairs’ as the key and no more details. [/INST] ’step pairs’: [] </s>
<s>[INST] Perfect! Here is another example:
«Task: How to Season a Grill - Cleaning the Grates,
Step sequence: Step 0: Remove the grates from the grill ->
Step 1: Brush the grates with a wire grill brush ->
Step 2: Wash and dry the grates»
<Which adjacent step pairs can be executed interchangeably without affecting task completion?>
Return selected step pairs in a json format with ’step pairs’ as the key and no more details. [/INST]

Table 14: Interchangeable few-shot (2 shots) prompts initialized from the Llama-2 family’s template.

19



Optional Original Prompt

<s>[INST] We analyze step relations in a procedural task.
Your task is to select steps that can be made optional without affecting task completion.
You will be given a task along with its corresponding step sequence wrapped in «». You will be prompted with a question wrapped in <>.
Constraint: At any current step i, look only into step i+1 and step i+2 and judge if one can omit step i+1 and proceed to the i+2
without affecting task completion.
Do not consider the first and the last step as optional.
For example, if one consider step 3 as ’optional’, it means that when one is at step 2, one can skip step 3 and directly proceed to step 4
without failing the task. [/INST] Got it! Give me the first example. </s>
<s>[INST] Great! Here is your first example:
«Task: How to Grow Geraniums - Planting Your Geraniums,
Step sequence: Step 0: Pick out the right spot to plant your geraniums ->
Step 1: Get a pot that has holes in the bottom ->
Step 2: Pick the right time of year to plant your flowers ->
Step 3: Prepare the garden bed ->
Step 4: Give each plant enough space to grow ->
Step 5: Dig holes for each plant ->
Step 6: Place the plant in the hole»
<Which steps can be made optional without affecting task completion?>
Return selected step pairs in a json format with ’step pairs’ as the key and no more details. [/INST] ’step pairs’: [(1, 2)] </s>
<s>[INST] Great! Here is another example: «Task: How to Grow Portobello Mushrooms - Harvesting the Portobellos,
Step sequence: Step 0: Remove the newspaper in 2 weeks if the mushrooms are growing ->
Step 1: Continue misting the mushrooms as they grow ->
Step 2: Dig out the portobellos when the caps have fully unfurled ->
Step 3: Repeat moistening the compost until new mushrooms form»
<Which steps can be made optional without affecting task completion?>
Return selected step pairs in a json format with ’step pairs’ as the key and no more details. [/INST] ’step pairs’: [] </s>
<s>[INST] Perfect! Here is another example:
«Task: How to Season a Grill - Cleaning the Grates,
Step sequence: Step 0: Remove the grates from the grill ->
Step 1: Brush the grates with a wire grill brush ->
Step 2: Wash and dry the grates»
<Which steps can be made optional without affecting task completion?>
Return selected step pairs in a json format with ’step pairs’ as the key and no more details. [/INST]

Table 15: Optional few-shot (2 shots) prompts initialized from the Llama-2 family’s template.

Step Type Original→ Negated

Sequential (A) Your task is to select adjacent step pairs that
have to be executed sequentially→ cannot be swapped
to ensure the completion of the task.
(B) Which adjacent step pairs have to be executed sequentially→ cannot be swapped
to ensure the completion of the task?

Interchangeable (A) Your task is to select adjacent step pairs that
can be executed interchangeably→ do not necessarily follow a sequential order
without affecting task completion.
(B) Which adjacent step pairs
can be executed interchangeably→ do not necessarily follow a sequential order
without affecting task completion.

Original Your task is to select steps that
can be made optional→ are not necessary
without affecting task completion.
(B) Which adjacent steps
can be made optional→ are not necessary
without affecting task completion.

Table 16: Original → Negated template: changes in (A) {Step Type Task Definition} and (B) {Step Type
Question}.
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Template for Llama-2 family

<s>[INST] We analyze step relations in a procedural task.
Your task is to provide a rationale for each of your previous selected {sequential step pairs | interchangeable step pairs | optional steps}.
The rationale should be formulated based on the action preconditions and postconditions.
You will be given a task along with its corresponding step sequence and your previous answers wrapped in «».
You will be prompted with a question wrapped in <>. [/INST] Got it! Give me the first example. </s>
<s>[INST] Great! Here is your first example:
«{Inference Time Input}»
<What is the rationale behind each of your selected {sequential step pairs | interchangeable step pairs | optional steps}>
Provide the rationale for each step pair in a list of dictionary.
Each dictionary contains keys {step pair | step} and ’reason’. No more details. [/INST]

Example Prompt - Sequential

<s>[INST] We analyze step relations in a procedural task.
Your task is to provide a rationale for each of your previous selected sequential step pairs.
The rationale should be formulated based on the action preconditions and postconditions.
You will be given a task along with its corresponding step sequence and your previous answers wrapped in «».
You will be prompted with a question wrapped in <>. [/INST] Got it! Give me the first example. </s>
<s>[INST] Great! Here is your first example:
«Task: How to Season a Grill - Cleaning the Grates,
Step sequence: Step 0: Remove the grates from the grill ->
Step 1: Brush the grates with a wire grill brush ->
Step 2: Wash and dry the grates,
Answers: ’step pairs’: [(4, 5), (5, 6)]»
<What is the rationale behind each of your selected sequential step pair?>
Provide the rationale for each step pair in a list of dictionary.
Each dictionary contains keys ’step pair’ and ’reason’. No more details. [/INST]

Table 17: Zero-shot rationale generation template and an example prompt for Llama-2 family. The content is the
same for VIDEO-LLAVA-7B.

Sequential ↓ Interchangeable ↓ Optional ↓

Template Type Model CV SE CV SE CV SE

Original

LLAMA-7B 10.7 0.0 64.3 0.0 28.6 0.0
VIDEO-LLAVA-7B 46.4 46.4 96.4 21.4 82.1 3.6
LLAMA-13B 17.9 14.3 3.6 0.0 39.3 0.0
LLAMA-70B 3.6 3.6 50 3.6 46.4 0.0

Negated

LLAMA-7B 3.6 0.0 57.1 0.0 32.1 0.0
VIDEO-LLAVA-7B 71.4 60.7 92.9 17.9 85.7 7.1
LLAMA-13B 17.9 10.7 3.6 0.0 39.3 0.0
LLAMA-70B 3.6 3.6 50.0 3.6 50.0 0.0

Table 18: Instruction-following error rate (%): CV stands for “constraint violation” whereas SE for “step range
exceedance”. We calculate both error rates across all procedural tasks (28 in SIO test set).

Sequential Interchangeable Optional All

Model P R F1 P R F1 P R F1 P R F1

LLAMA-7B +2.6 -27.3 -10.6 0.0 0.0 0.0 -0.4 +5.2 +0.7 +0.7 -7.4 -3.3
LLAMA-13B -3.4 -5.2 -4.3 -4.7 -17.4 -7.5 -0.4 -10.5 -2.6 -2.9 -11.0 -4.8
LLAMA-70B +6.2 -15.6 -2.5 +5.6 +17.4 +8.6 -4.7 -15.8 -7.8 +2.4 -4.7 -0.6

Table 19: Robustness towards user phrasing (%): score change from the original template to the negated one. The
least difference is boldfaced.
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On Example (A) Sequential (1, 2) Interchangeable (2, 3) Optional (2)

(a) LLAMA-7B step 1: To provide a source of
protein and flavor to the dish,
step 2: To add flavor and spice
to the dish

The third step adds the avocado,
lime juice, cilantro, cheese, or
sour cream, which enhance the
flavors of the dish and make it
more enjoyable to eat.

N/A

(b) VIDEO-LLAVA-7B A cooked egg is placed on top
of the refried beans to add pro-
tein and flavor to the dish.

N/A Warm salsa adds flavor and
moisture to the eggs.

(c) LLAMA-13B N/A Both steps involve adding top-
pings to the dish, and the order
of these steps does not affect
the final product.

To add moisture and flavor to
the dish

(d) LLAMA-70B Eggs are placed on top of the
beans to create a base for the
dish.

Because pouring warm salsa
over the eggs will help to add
flavor and moisture to the dish,
which complements the refried
beans and eggs.

Step 2 (Pour warm salsa over
the eggs) can be made optional
without affecting task comple-
tion, as it’s a matter of personal
preference and not essential to
the dish.

Table 20: Rationales across models on the correct prediction per step type for the test input provided in Table 1.
N/A indicates no correct prediction.
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On Example (B) Sequential (None) Interchangeable [(1, 2), (2, 3),
(3, 4)]

Optional [1, 2, 3]

(a) LLAMA-7B None {’step pair’: (1, 2), ’reason’: To
ensure the Roomba is properly
cleaned and ready for the next
use}

{’step’: 3, ’reason’: To ensure
the Roomba continues to func-
tion properly and efficiently, it
is important to store it on the
charger after every use. This
helps to maintain the battery
life and prevent any damage to
the internal components.}

(b) VIDEO-LLAVA-7B None N/A {’step’: 3, ’reason’: ’To en-
sure the cleaning efficiency of
the Roomba, it is important to
clean the bin after every use.
This helps to remove any dirt or
debris that may have accumu-
lated during the cleaning pro-
cess.’ }

(c) LLAMA-13B None {’step pair’: (2, 3), ’reason’:
’Cleaning the Roomba with a
dry cloth after each use helps to
remove any dirt or debris that
may have accumulated during
its last cleaning cycle, ensur-
ing that the Roomba remains
in good condition and contin-
ues to perform effectively.’ },
{’step pair’: (3, 4), ’reason’:
’Storing the Roomba on the
charger after each use helps to
keep the battery charged and
ready for the next cleaning cy-
cle, ensuring that the Roomba
is always fully charged and
ready to use when needed.’}

{’steps’: [’3’: {’reason’: ’To
keep the Roomba clean and
functional’}]

(d) LLAMA-70B None [’step pair’: (1, 2), ’reason’:
’both steps involve cleaning the
Roomba’] [’step pair’: (3, 4),
’reason’: ’both steps involve
maintaining the Roomba’s bat-
tery and filter’]

Step 3: Storing the Roomba on
the charger is optional and can
be skipped if the user prefers to
store it elsewhere.

Table 21: Rationales across models on the correct prediction per step type for the test input provided in Table 6.
N/A indicates no correct prediction.
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On Example (C) Sequential [(1, 2), (2, 3), (3, 4)] Interchangeable Optional

(a) LLAMA-7B ’step 2’: ’Soak most stamps
in lukewarm water’, ’reason’:
’To remove any remaining ad-
hesive residue and make the
stamps easier to handle’, ’step
3’: ’Rinse and dry the stamps’,
’reason’: ’To remove any re-
maining moisture and prevent
mold or mildew from growing
on the stamps’

None None

(b) VIDEO-LLAVA-7B Step 3: Soak most stamps in
lukewarm water is necessary to
remove any ink or glue residue
from the stamps. Step 4: Rinse
and dry the stamps is impor-
tant to remove any remaining
moisture and to prevent mold
or mildew growth.

None None

(c) LLAMA-13B ’step pairs’: [ (2, 3), (3, 4)
], ’reasons’: [ ’To prepare
the stamps for soaking and re-
move any remaining envelope
glue’, ’To remove any remain-
ing moisture and prepare the
stamps for further processing’
]

None None

(d) LLAMA-70B ’step pair’: (2, 3), ’reason’:
’soaking most stamps in luke-
warm water helps loosen the
adhesive’, ’step pair’: (3, 4),
’reason’: ’rinsing and drying
the stamps helps remove any
remaining adhesive and pre-
vents damage to the stamps’

None None

Table 22: Rationales across models on the correct prediction per step type for the test input provided in Table 6.
N/A indicates no correct prediction.
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On Example (D) Sequential [(0, 1), (1, 2), (2, 3)] Interchangeable Optional

’The first step, mixing the avo-
cado, milk, ice, and sugar in a
blender, is necessary to create a
smooth and consistent mixture.’,
’The second step, blending the
ingredients until the mixture is
no longer chunky, ensures that
the shake is smooth and well-
blended.’, ’The third step, lin-
ing the sides of the glasses with
chocolate syrup, adds a decora-
tive touch and enhances the over-
all presentation of the shake.’,
’The fourth step, pouring the
puree into the glasses, is neces-
sary to transfer the shake from
the blender to the glasses. This
step also ensures that the shake is
evenly distributed in the glasses.

None None

On Example (E) Sequential [(0, 1), (3, 4), (4, 5)] Interchangeable [(1, 2), (2, 3)] Optional

{ ’step pairs’: [(0, 1)], ’reasons’:
[[’Lay the base item on a flat,
heat-resistant surface is a precon-
dition for ironing on the patch.’]]
} { ’step pairs’: [(3, 4)], ’rea-
sons’: [[’Place a thin towel over
the patch is a precondition for
ironing on the patch.’]] } { ’step
pairs’: [(4, 5)], ’reasons’: [[’Posi-
tion the heated iron over the patch
and press down is a postcondition
for ironing on the patch.’]] }

’step pairs’: [(1, 2)], ’reasons’:
[ ’Step 0 and Step 1 are the ini-
tial steps in the task, where the
base item is laid out and the patch
is positioned.’, ’Step 2 and Step
3 are the next steps, where the
iron is heated and the thin towel
is placed over the patch.’, ’Step
4 and Step 5 are the final steps,
where the iron is positioned over
the patch and pressed down, and
the iron is removed to allow the
patch to cool.’, ]

Table 23: VIDEO-LLAVA-7B’s erroneous rationales for the test input provided in Table 6.
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