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Abstract
With the number of the publication increasing, the name ambigu-
ity problem is becoming increasingly complex. To improve this
research, OGA-Challenge Team published a large-scale dataset and
hosted KDD Cup 2024 Challenge for detecting paper assignment
errors based on each author and their paper matadata. This paper
presents an effective and resource-efficient solution to the afore-
mentioned challenge. Rather than utilising LLM, we have elected
to employ an embedding model for the representation of text in-
formation. Furthermore, we have implemented multi-scale feature
extraction and a graph neural network for the extraction of re-
lationships between papers. Finally, with our solution, our team
LoveFishO won 2nd place in task1(WhoIsWho) among 400+ partic-
ipants.
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1 INTRODUCTION
The issue of name disambiguation represents a significant challenge
for online scholarly systems, particularly in light of the growing
volume of published papers. As the number of published papers
continues to increase, this challenge is likely to become increas-
ingly complex and demanding to address[1]. While considerable
attention has been devoted to name disambiguation, comparatively
little attention has been directed towards the study of incorrect
assignment detection (IND). Conversely, greater attention is being
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paid to scratch name disambiguation (SND) and real-time name dis-
ambiguation (RND)[5]. In order to stimulate further research in this
area, the OAG-Challenge Team has organized the WhoIsWho-IND
KDD Cup 2024.

2 OVERVIEW
As depicted in Figure 1, our solution was composed of three parts:
feature extraction, feature combination, and ensemble. In the fea-
ture extraction phase, a variety of features were extracted from
disparate perspectives. In the feature combination phase, diverse
features were integrated as input to the different model. Finally, in
the model ensemble phase, multiple models were trained based on
different features, and these models were integrated by assigning
different weights.

3 PREPROCESS
• Fill null value.

- Fill null value of the year with 0.
- Replace None with an empty string.

• Clean the text.
- Convert uppercase to lowercase.
- Remove spaces, stop words, and special symbols.

4 FEATURE EXTRACTION
To fully represent the papers, we extract features from multiple
dimensions. The first feature dimension is the basic statistical fea-
ture of the paper. Secondly, we use pre-trained embedding model
to encode the textual information in the paper. These embedding
vectors could effectively describe the content and theme of the
paper. Finally, we build amount of cross features using basic statis-
tical features and text vector features to describe the relationships
between all papers under the same author. Here are few powerful
features:

• Basic Statistical Features
- Keyword Feature: Count of keywords
- Author Feature: Count of authors
- Organization Features: Nunique of organization; Nunique
of organization divided by total number of organizations;
Count of same organizations; Count of same organizations
divided by total number of organizations.

• Text Embedding Features
- Embedding Features: Encode the title, abstract, and venue
of the paper using E5-Instruct1[4] and Voyage2

• Author-Paper Features

1multilingual-e5-large-instruct
2voyage-large-2-instruct
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Figure 1: The overview of architecture

- Text Similarity Features: This refers to the similarity be-
tween this paper and the author’s other papers.

𝐶𝑜𝑠𝑆𝑖𝑚(𝑖, 𝑋 ) = 𝐴𝐺𝐺 (𝑐𝑜𝑠𝑖𝑛𝑒 (𝑣𝑖 , 𝑣 𝑗 ) | 𝑗 ∈ 𝑋 ) (1)

where𝐴𝐺𝐺 is the aggregation function, such asmax, mean
and std. 𝑐𝑜𝑠𝑖𝑛𝑒 is the cosine similarity function. 𝑣𝑖 and 𝑣 𝑗
are embedding vectors for title, abstract, and venue.

𝐽𝑊𝑆𝑖𝑚(𝑖, 𝑋 ) = 𝐴𝐺𝐺 (𝑠𝑖𝑚_𝑓 𝑢𝑛𝑐 (𝑠𝑖 , 𝑠 𝑗 ) | 𝑗 ∈ 𝑋 ) (2)

where𝐴𝐺𝐺 is the aggregation function, such asmax, mean
and std. 𝑠𝑖𝑚_𝑓 𝑢𝑛𝑐 is the Jaro–Winkler similarity function.
𝑠𝑖 and 𝑠 𝑗 are the text of title and venue.

𝑆𝑢𝑚𝑆𝑖𝑚(𝑖, 𝑋 ) = 𝐽𝑊𝑆𝑖𝑚(𝑖, 𝑋 ) +𝐶𝑜𝑠𝑆𝑖𝑚(𝑖, 𝑋 ) (3)

where 𝐽𝑊𝑆𝑖𝑚(𝑖, 𝑋 ) is the Jaro–Winkler similarity,𝐶𝑜𝑠𝑆𝑖𝑚(𝑖, 𝑋 )
is cosine similarity.

- Basic Statistical Cross Features:
- Max count of the same keyword, author, and organiza-
tion.

- Max count of the same keyword, author, and organi-
zation divided by the count of keywords, authors, and
organizations.

- The absolute gap in publication years between papers
with the max count of the same keyword, author, and
organization.

- The gap between the year with the max, median, mean,
and min of year

- The gap between the year with the average of max of
year and min of year

- The gap between the closest and second closest years
to the current publication year.

- Has the author previously published a paper at this
venue.

- Is the publication year within the prescribed range.
- et al.

5 TREE MODEL
The tree model3 is employed for the purpose of identifying misclas-
sified papers, with the extracted features mentioned above serving

3Lightgbm[2]

as the basis for this identification. Nevertheless, the dimension of
the text embedding vectors is excessive and greatly exceeds the
number of other features. This results in the model being unable
to effectively capture the other features, leading to sub-optimal
modelling outcomes. To address this issue, it is necessary to down-
scale the text vector features. The SVD4 method is selected for
this purpose as it is capable of identifying nonlinear relationships
and latent space information, which are not as readily discernible
through PCA5. A trial has demonstrated that the optimal reduction
of the text embedding vector is to 32 dimensions. The data analysis
revealed that the data categories were not balanced. To mitigate
the model overfitting to a single category, a 10-fold StratifiedKFold
cross-validation was employed to train the tree model.

6 GRAPH NEURAL NETWORK
In the context of graph neural networks, it is necessary to construct
the graph in accordance with the specific task, and to define the
nodes and edges within the graph. In this study, each author is
defined as a graph, with papers representing nodes and connec-
tions between papers by the same author other than the original
author represented as edges. The node features are comprised of
two distinct parts. The first part encompasses the features utilized
in the aforementioned tree model, while The second part incorpo-
rates the text embedding vector features that have not undergone
downscaling. The Edge features are comprised of two key elements:
the percentage of identical author names and keywords, and the
similarity of organisational and conference names.Although edge
features are incorporated into the graph convolution process, they
are not utilized directly. Instead, they are employed to filter out
some of the less significant connections. For this task, it was decided
that the GCN[3] model would be used as the base model.

7 ENSEMBLE
The train data were not employed for the purpose of fine-tuning
the embedding models. In order to guarantee the relative reliabil-
ity of the embedding models within the context of the thesis, two
embedding models were therefore utilized for the purpose of repre-
senting the paper information. Concurrently, in order to ascertain
4Singular Value Decomposition
5Principal Components Analysis
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Table 1: Model Weight

Model Weight
LGB-Voyage 0.385

LGB-E5-Instruct 0.315
GCN-E5-Instruct 0.075
GCN-Voyage 0.075

GCN-E5-Instruct-Voyage 0.075
GCN-Voyage-E5-Instruct 0.075

Table 2: Overall Performance

Model Score
LGB-Voyage 0.81433

LGB-E5-Instruct 0.81827
GCN-E5-Instruct 0.78082

LGB(E5-Instruct/Voyage)x2+GCN(E5-Instruct/Voyage)x4 0.82486

Table 3: Top 10 score in task. Our team "LoveFishO" won 2nd
in this task of KDD Cup 2024

Rank Team Name Score
1 BlackPearl 0.83454
2 LoveFishO 0.82487
3 AGreat 0.81349
4 Kozuki Cats 0.80890
5 M1stic 0.80720
6 DOCOMOLABS 0.80487
7 qianlan 0.80137
8 LGB YYDS 0.79941
9 DeepMayNotLearn 0.79774
10 Leo_Lu 0.79738

the interrelationships between the papers from disparate perspec-
tives, we employed not only the tree model but also the graph
neural network model. In total, six models have been integrated,
designated LGB-E5-Instruct, LGB-Voyage, GCN-E5-Instruct, GCN-
Voyage, GCN-E5-Instruct-Voyage, and GCN-Voyage-E5-Instruct.
All models are integrated with different weights1 assigned to each.

8 EXPERIMENT
The performance of our models is listed in Table 2. The results of the
analysis indicate that the tree model outperforms the graph neural
network. Additionally, the E5-Instruct model demonstrates greater
efficacy than the Voyage model in characterising papers. Although
the single graph neural network is not particularly effective, its
integration with the tree model is beneficial.

9 CONCLUSION
This paper presents our solution to the WhoIsWho task for the
KDD Cup 2024. Our approach utilizes tree model and graph neural
network to detect paper assignment errors. Instead of using dataset
to train a traditional language model to vectorise the text, we use a

pre-trained embedding model based on a large corpus to vectorise
the text. This approach not only capitalises on the capabilities of
large models but also reduces the consumption of resources. It was
also a key factor which won the 2nd place in Task of KDD Cup 2024
Challenge.
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