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Abstract

As large language model (LLM)-based agents become increasingly integrated into
daily digital interactions, their ability to reason across long interaction histories
becomes crucial for providing personalized and contextually aware assistance.
However, the performance of these agents in long context scenarios, particularly
for action-taking WebAgents operating in realistic web environments, remains
largely unexplored. This paper introduces a benchmark for evaluating long context
reasoning capabilities of WebAgents through sequentially dependent subtasks that
require retrieval and application of information from extended interaction histories.
We develop a novel evaluation framework that simulates multi-session user interac-
tions by injecting irrelevant task trajectories between dependent subtasks, creating
contexts ranging from 25,000 to 150,000 tokens. Through extensive evaluation of
four popular models, Claude-3.7, GPT-4.1, Llama 4, and 04-mini, we observe a
dramatic performance degradation as context length increases, with success rates
dropping from 40-50% in baseline conditions to less than 10% in long context
scenarios. Our detailed error analysis reveals that agents primarily fail due to
getting stuck in loops and losing track of original task objectives. We further pro-
pose an implicit RAG approach that provides modest improvements by generating
task-relevant summaries, though fundamental limitations in long context reasoning
persist. These findings highlight critical challenges for deploying WebAgents in
realistic, long-term user interaction scenarios and provide insights for developing
more robust agent architectures capable of maintaining coherent task execution
across extended contexts.

1 Introduction

Action-taking large language model (LLM)-based agents are rapidly becoming ubiquitous in our daily
lives. These assistants extend their capabilities beyond the chatbot environment, making tangible
impacts through their ability to operate in the digital realm. For instance, an action-taking agent can
go beyond merely suggesting vacation plans—it can go online to book your flights and reserve your
hotel as well.

As these assistants become more capable, users will increasingly expect them to recognize and adapt
to their preferences and intentions. A user may ask the assistant to find the highest-rated movie on
IMDb and add it to your watchlist. Days later, they might simply say, “Buy that movie we saved
earlier,” and expect it to understand the reference.

While there have been many studies on the personalization of LLMs for chatbots and information
retrieval assistants [7} |14} |15]], studies exploring the personalization capabilities of LLM-based
action-taking agents are lacking.

39th Conference on Neural Information Processing Systems (NeurIPS 2025) Workshop: LAW 2025: Bridging
Language, Agent, and World Models .



We study WebAgents in the live open Internet, one of the most information-rich environments on
earth. Its usage is ubiquitous in North America with 96% of the population online. This environment
also enables an unparalleled variety of tasks such as shopping, social media, banking, entertainment,
or research. This diversity enables us to design the experiment to closely reflect real-world human
behavior. Despite the challenges and limitations of studying live environments, this approach enables
us to observe how these agents perform under realistic conditions.

We explore the capabilities of these types of agents in a realistic long context situation by performing
the following:

* We introduce a new benchmark for evaluating web agents on long-horizon, sequential
tasks. The benchmark includes a dataset of sequentially dependent subtasks and a novel
methodology that simulates long-term interaction by injecting noisy historical trajectories
of varying lengths into the agent’s context.

* We conduct a comprehensive evaluation of state-of-the-art web agent models on our bench-
mark, showing significant performance degradation as context length increases. Through a
detailed analysis of reasoning traces, we identify and categorize key failure modes related to
the agent’s planning and reasoning abilities in long-context settings.

* We propose an implicit Retrieval-Augmented Generation (iIRAG) approach that improves
task success rates by retrieving relevant information from the lengthy noisy context history.

Our results and error analysis show several key insights. Task success rates drop dramatically when
noise is introduced, dropping by about 30% from the case when there is no noise. Analysis of the
reasoning traces show that the WebAgent tends to get stuck in loops, repeating the same ineffective
action over and over again until the step limit is reached. The WebAgent’s task efficiency drops
sharply as context length increases with most cases reaching the step limit. Breaking down the
instructions into sub-instructions can assist the WebAgent in completing tasks when the context is
long.

2 Related Work

The meteoric rise of powerful large language models (LLMs) has shown strong capabilities in
reasoning in dynamic open world environments such as the world wide web [4] |5, |6, |12} [17]]. These
generally capable agents are able to complete complex tasks by breaking them down into multiple
steps and then completing those steps in a sequential stepwise fashion.

Prefeval is a benchmark that evaluates a LLM’s capability to adhere to user preferences in a long
context conversational setting. The experimental setup involves long context retrieval of information
in order to produce correct outputs. However, the setting mimics a QA type of instruction rather than
a trajectory of an action-taking agent [[16].

RealWebAssist is a benchmark that evaluates long-horizon web-based tasks under realistic scenarios
and includes ambiguous instructions an user may give. The study also investigates the performance of
a WebAgent at varying context lengths. However, the study only reports an analysis of performance
at relatively short context lengths of up to 20 steps. A granular analysis of long-context interactions
which could include hundreds of steps was not provided nor is there a detailed analysis of errors [13]].

3 Long-Context Reasoning Benchmark

3.1 Problem Formulation

Over time, our interaction history becomes a rich source of contextual information, enabling these
agents to better interpret our intentions and personalize their responses. As our engagement with
them deepens, both the variety and complexity of tasks naturally increase. To remain useful in our
daily lives over the long term, an assistant must be able to reason across this expanding context. For
our benchmark, we setup a scenario to simulate a user’s interaction over various periods of time.
First we have the WebAgent perform subtask A;. After the completion of subtask A;, We inject
irrelevant trajectories up to a certain absolute context length: [25,000, 50,000, 75,000, 100,000,
125,000, 150,000]. Each step in each trajectory contains a thought, action, reflection, and the current
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Figure 1: Benchmark framework and evaluation overview. The left column shows the setup of the
multi-session context. The middle column provides examples of the split subtasks as well as the
(irrelevant) multi-session tasks. The right flowchart demonstrates benchmark and evaluation process
for the trajectory the agent takes.

URL at that step. This simulates the passage of time as if users completed a number of tasks after
completing A;. The number of tasks injected depends on the target context length of the experiment,
as shown in Figure[2] We then set the current URL of the agent to the last step of the last injected
task to simulate the completion of that step. The agent is then asked to perform another subtask, As.
We also have a "no noise’ condition where no irrelevant tasks are injected as a baseline. [2] shows the
number of tasks injected at each context length. We use these results as our base case.

3.2 Task Definition

Context consists of instruction, observation, thought, action, and reflection stored in memory as the
interaction history. Over time, this interaction history becomes complex and long as more and more
tasks are fulfilled by the agent. In order to study long context understanding over this interaction
history, we divide a given task into two sequentially dependent subtasks. We formulate the task as
follows:

— Let A =Task
— Let A; = sequential subtask of A

— Let A; = second sequential subtask of A
Ag must satisfy two properties:

1. Under-specification: The second sub-task must be under-specified by some attribute. For
example, if A; was to find hotels near the airport, then A5 could be to find restaurants near
that airport. In this case, the attribute hotel from the first sub-task is not specified. This
forces the LLM to recall that piece of information from a previously executed trajectory

2. Unambiguous: A must depend solely on A; in the sequence. As previously noted, addi-
tional tasks will be introduced into the context. These injected tasks must be orthogonal from
Aj. If any injected task bears resemblance to A;, the agent might justifiably base A5 on
the injected task rather than following A;’s trajectory. To accurately assess the dependency
chain, we must ensure that A; remains clearly distinct from the injected subtasks. Therefore,
we omit any trajectory other than A; that may reasonably be used to complete A,.



3.3 Subtask Generation

Initially, we attempted to generate a dataset that satisfies the properties above using a LLM. However,
we found that while many of the tasks generated seem plausible, they end up being unexecutable
and/or difficult to evaluate. This is likely due to the superficial understanding current SOTA founda-
tional models have about website affordances. For example, one of the tasks generated was "goto
expedia.com and navigate to the "Flights" Search Page (A;). Then click the "Search" button without
entering any information (As)." The task is plausible. However, if you were to actually try this,
you would get an error saying the "leaving from" and "going to" fields are empty, rendering the
task unexecutable. While there are ways to autonomously generate feasible tasks [18]], we have the
additional constraints of generating two sequentially dependent subtasks that need to be executable
along with the properties mentioned above. Thus, we utilize an existing dataset from WebCanvas
[9] to source our executable tasks. WebCanvas offers a collection of 543 annotated tasks (438 in the
dev set, 105 in test set) spanning diverse domains, including travel, information retrieval, services,
shopping, and entertainment. The tasks are also curated to remove any time-sensitive metrics such as
current temperature or tasks involving making a booking at a certain date. There is an average of 8
steps per tasks with a total of 4550 total steps across all tasks.

Although WebCanvas provides a large number
of tasks, many of the tasks are no longer exe-
cutable due to the dynamic nature of the live
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To ensure that As is unambiguous, we use a LLM to classify any task (other than A;) that can be
used to reasonably complete A,.

4 Evaluation

We evaluate Claude-3.7, GPT-4.1, Llama-4-17B Maverick, and 0o4-mini on our benchmark due to
their relatively strong performance on agentic tasks as well as their ability to support long context
lengths. For Claude-3.7, we do not use thinking tokens. For all models except 04-mini, we use
temperature = 0 to provide more stable results. Error bands are calculated using the standard error of
proportions for binary variables. For continuous variables we use standard error of the mean.

4.1 Task Success Criteria

In our experiments, we found that evaluations that were purely judged by a LLM tend to fluctuate.
This is also evidenced by previous studies such as [6], and [8]]. The LLM may judge an incomplete
task or a similar but incorrect final state as successful. Even with temperature set to 0, agents do not
take the same trajectory given a task, which will affect the LLM’s judgment. In practice, LLMs are
not deterministic [2]], producing variations at the string level even with temperature = 0. This string
level variances are exacerbated due the the long reasoning chains needed to complete multi-step
agentic tasks. This variance is also noted in Anthropic’s documentation [1]]. Additionally, the live
Internet is dynamic in nature. For example, a different ad may be displayed on every visit to the
website, affecting the state and context which in turn would affect the decisions of the agent and
therefore the trajectory of a given task. Thus, we utilize key steps as described in WebCanvas for
evaluation of the tasks rather than LLM based evaluations. Key steps are checkpoints that must be
passed in the trajectory for a given task regardless of any variation in other steps of the trajectory.
For example, the task "Add all dlc to cart for the game DOTA on steam" would have the following
keysteps:



1. Goto steampowered.com
2. Load the landing page for the DOTA 2 game.
3. Click on the "add all dlc to cart" button.
They are rule based, thus removing one layer of variation in our evaluations. For a task to be

considered successful, all key steps for a given task must be successful. On average, there are 4.5 key
steps per task.

4.2 Implicit RAG (iRAG) Approach

Each step, the WebAgent is instructed to follow Baseline vs Implicit RAG
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separate implicit RAG’ step to assist the WebAgent. In this step, we simplify the instruction and
ask the WebAgent to only generate a summary with respect to its current sub-task, state, and the
provided interaction history. The intuition behind this approach is to break a complex instruction into
sub-instructions, just like how breaking up a complex task into sub-tasks can make task completion
easier. The summary is then appended to the context and the step is proceeded as before.

S Experiments

Our results, shown in Figure E|, demonstrate
a sharp drop in performance once noise is in-
jected into the trajectory dropping from 40-50%
to as low as < 10% success rate. This indicates
that once retrieval is required of the WebAgent,
the success rate drops dramatically. O4 mini
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suggests that decomposing complex instructions

into smaller sub-instructions enhances WebAgent’s performance.

Context o4-mini GPT-4.1
Length

No Noise 46.2% = 3.8% 44.4% + 3.8%
150000 21.2% +3.1% 2.7% +1.1%

Table 1: Performance comparison of 04-mini and GPT-4.1

In order to better understand why the WebAgents fail, we categorize the errors into the following
categories:



Model Category Percentage + Std Error
Claude 3.7 False End 16.37% + 1.47%
Inefficient Progress 34.97% =+ 2.65%
Loops 16.67% + 1.66%
Other Errors 1.19% + 0.40%
Success 30.80% =+ 3.48%
GPT 4.1 False End 6.90% + 1.09%
Inefficient Progress 32.74% + 5.63%
Loops 44.29% =+ 8.03%
Other Errors 1.67% + 0.51%
Success 14.40% + 4.22%
Llama 4 False End 11.61% + 3.24%
Inefficient Progress 39.96% =+ 3.80%
Loops 21.21% + 1.37%
Other Errors 0.22% + 0.22%
Success 27.01% + 5.10%
04-mini False End 2.68% + 0.61%
Inefficient Progress 19.35% + 5.16%
Loops 43.15% + 2.86%
Other Errors 0.89% =+ 0.40%
Success 33.93% + 6.17%

Table 2: Error categories of tested models. Most common error modes are bolded.

* False End: The WebAgent decides to end the task but has not completed all key steps.
 Step Limit
— Loops: The WebAgent reaches the step limit and is stuck in a loop.
— Inefficient Progress: The WebAgent is progressing in the task but has reached the step
limit.
¢ Other Errors: These include technical errors like timeouts, anti-bot measures, or LLM
request rejections.

The breakdown of error categories does not show a clear trend with respect to context length. The
majority of errors are step limit errors due to either being stuck in a loop or progressing the task
inefficiently. Notably, GPT-4.1 tends to get stuck in a loop more often than Claude-3.7. This may
indicate Claude models have additional mechanisms implemented to deal with situations where the
input repeatability remains the same in a multi-turn setting. False ends happen less frequently than
step limit errors. Other errors are rare and include websites timing out for extended periods of time,
getting blocked by anti-bot measures, or the LLM refusing the request due to the request being
perceived as harmful.

Analysis of the reasoning traces indicates that once the WebAgent is stuck in a loop, it has a difficult
time breaking out of it even when explicitly instructed to recognize the loop and attempt alternative
actions. In most cases, it retries the same ineffective action over and over until the step limit is
reached. However, there are some cases where the agent tries the same action a few times and then
decides to try a different action, breaking it out of the loop.

Analysis of reasoning traces when the step limit is reached and it is not a loop shows, in many cases,
the agent exploring the wrong parts of the website or on an entirely different domain than what it
should be on. In this scenario, the agent is unable to realize it has deviated from the correct trajectory
and searches various parts of the website or tries to go to a different website until it reaches the step
limit.

Analysis of false ends show that in many cases, the agent ends up on a different website that
accomplishes a similar goal despite the task asking for completion of the task on the given website.
For example, the task may ask to find NBA stats on a player on sports.yahoo.com but the WebAgent
ends up finding NBA stats on nba.com. In another instance, only partial information about the original



subtask was retrieved. The WebAgent decides to end the task due to satisfaction of this partially
retrieved information. For example, one of the tasks was to find cruises on www.carnival.com with
Miami, FL as the port and the Bahamas as the destination. It was able to recall that it was supposed
to search for cruises on www.carnival.com and returned to the correct domain, but did not recall that
it was supposed to find the cruises for that specific route. The WebAgent decided to end the task after
performing a generic cruise search. The WebAgent may also decide to end the task because it falsely
concludes that it is impossible. This is due to it deviating from the correct trajectory. In the most
egregious case, the agent completely loses track of the original task and thinks it has successfully
completed the last injected task.

5.1 Retrieval Performance Analysis

Model TS,RF (%) TS,RS (%) TFERS (%) TF RF (%)
Claude 3.7 0.0+0.0 25.1+2.0 269+ 1.5 48.0 £2.3
GPT 4.1 0.0+0.0 70+1.4 21.0+44 72.0 5.3
Llama 4 0.0+£0.0 17.1+£2.8 429+1.9 40.0+4.1
04-mini 0.0+0.0 21.7+1.2 37423 40.9 + 3.2

Table 3: Retrieval performance on the benchmark, aggregated across context lengths. Error modes
are grouped by frequency, with the most prevalent types emphasized in bold. For Llama, evaluations
were conducted up to a maximum context length of 75,000 tokens. Abbreviations: TS — Task
Success; RS — Retrieval Success; TF — Task Failure; RF — Retrieval Failure.
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Successful retrieval of the required information does not guarantee task success. In these cases,
the WebAgent correctly returns to the intended domain but either hits the step limit or concludes
prematurely without completing all keysteps. Notably, this was the most common failure mode in
Llama 4.

In most cases, when both task execution and retrieval fail, the WebAgent loses track of the original
subtask. Instead, it continues following the most recent injected trajectory. For example, if the task
was to find the park map for Six Flags in Mexico but the most recent injected trajectory involed
finding restaurants on Yelp, the WebAgent tended to continue on trying to find restaurants on Yelp
rather than return to Six Flags’ website. This indicates that the noise is overwhelming the agent’s
ability to not only recall the original trajectory but also to follow the instruction of completing the
given subtask.

5.1.1 Implicit RAG Retrieval Performance

The premise behind the implicit RAG (iRAG) approach is to try to improve the retrieval ability of the
WebAgent so we expect higher rates of retrieval in the case where the summary is provided. We do
see a modest improvement of retrieval counts in the iRAG case vs the baseline in Claude 3.7 and
Llama 4. Notably, GPT-4.1 seems to benefit the most from the iRAG approach [5]



To understand how iRAG may be improving performance, we compare the reasoning traces for a
failed task without iRAG and a corresponding successful task with iRAG to see how the summary is
being used by the WebAgent. In the example we found, the task without iRAG failed to recover the
original task and got stuck in a loop while trying to continue an injected trajectory. With iRAG, the
WebAgent was able to retrieve the correct trajectory of where it left off and successfully complete the
given subtask.

However, in a few cases, a generated summary may be relevant to the subtask, indicating that retrival
was successful, but the WebAgent may not perform the appropriate action, showing it was unable
to utilize relevant information to carry out the next appropriate action. In cases such as this, the
WebAgent continues on the trajectory of the last injected subtask, indicating that successful retrieval
does not guarantee correct usage of that information.

5.2 Efficiency Ratio

Efficiency ratio is defined as % where WebAgent steps is the number of steps the We-

bAgent took to complete the task and reference steps is the amount of steps the human annotator
took to complete the task [3|]. When no noise is injected, the WebAgent is able to perform with near
human performance, and in some cases, exceeding human performance. The efficiency sharply drops
as context length increases. Note, while the reference task length is for the original unmodified task
and is not a direct comparison to the sequential dependent task scenario, they still provide a relative
number to how many steps the sequential subtasks would take.

This trend corroborates the breakdown of error categories where we see a majority of errors being
step limit errors.

6 Conclusion

In this paper, we introduce a benchmark for
evaluating WebAgents in long-context, multi-
session scenarios with sequential dependencies
requiring retrieval from prior exchanges. Our ex-
perimental results reveal significant challenges
for current state-of-the-art language models
when operating as WebAgents in long context
environments. Experiments show that popular . : , :
models such as Claude-3.7, GPT-4.1, Llama- & & & & & & &
.. . o Vv “ A N v \J
4, and o4-mini experience severe performance N Context Len;th > >
drops—from 40-50% to under 10%—when
tasked with retrieving information beyond 25k
tokens, with failures often caused by looping,
inefficient progress, and loss of task objectives.
While our implicit RAG approach, which breaks complex instructions into sub-instructions, yields
modest gains at 150k context lengths, overall success rates remain low, indicating that long contexts
still overwhelm reasoning processes. These results underscore the need for more robust memory
architectures, better context filtering, and stronger planning capabilities to enable reliable, coherent
task execution in realistic, long-term user interactions. Future work should focus on developing
more robust memory architectures, improved context filtering mechanisms, and enhanced planning
capabilities that can operate effectively in the complex, information-rich environments where these
agents will ultimately serve users.
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Figure 6: Efficiency Ratio for tested models across
different context lengths.

7 Limitations

Due to API rate limitations and the nature of long-context tasks, experiments in this area take a
prohibitively long time. One experimental run takes about 16 days to complete which makes obtaining
results difficult.

The generated subtasks A; and A5 may not be realistic. Many of the tasks in WebCanvas are atomic.
For example, there is no realistic way to split the following task: Find the price of Ipod Mini on



Apple.com. Attempting to split this task would result in two unnatural subtasks, such as navigating to
the Ipod mini page, then looking for the price as a separate task.

The Internet is dynamic, meaning it is possible that a task that was working before would stop
working due to the layout of the page changing and vise versa. Due to the proliferation of autonomous
agents online, many websites have been taking measures to block this kind of traffic. Other, less
impactful changes could also alter an agent’s trajectory. For example, an ad that is displayed on a
website would likely change on every visit to a website.

In practice, LLMs are not [2[| deterministic. Non-determinism, even when temperature is set to 0 is
also noted in the Anthropic documentation [1]]. This, along with the dynamic nature of the website
would add variation to the agent’s trajectory.

8 Reproducibility Statement

Due to the dynamic nature of the open Internet and the nondeterministic nature of LLMs, it is
not possible to have exact reproducibility of the results. However, we take steps to minimize the
fluctuations of the results. We sample all models using a temperature of 0. While this minimizes
randomness, it does not guarantee it as noted in the documentation of OpenAl and Anthropic APIs.
We minimize the use of LLM based judgments and evaluate using key-steps as implemented in
WebCanvas which are rule based. The WebCanvas benchmark also curates a set of task that removes
evaluations that are sensitive to time, such as today’s weather or hotel bookings for certain dates.
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A Technical Appendices and Supplementary Material

A.1 WebAgent Architecture

{Goto, Click, Accessibility Tree
Scroll...}
[1] button 'Scroll to top'

[2] link 'Skip to main content

[3] link 'Sign in"
o

TASK
& gem .

Based on
reflection, what
should | do next?

Figure 7: WebAgent architecture overview. Each decision making step consists of 3 modules. The
first module is planning which is responsible for generating a thought and action based on previous
memory and the current observation. The action is then executed in the environment. The evaluation
module is then called which generates a reflection based on the results of the action. These are then
stored into the memory module. The current step is now complete and the next is ready to begin. An
example of the WebAgent’s input and trajectories can be found in[A23]

WebAgents are autonomous agents that live on the Internet. They perform tasks much like a human
would. They make a plan and execute actions step by step in order to complete a task. The
implementation of the WebAgent in this paper is an adaptation of the one provided in WebCanvas [9].
The agent can be divided into three modules: planning, evaluation, and memory.

The planning module takes in the instruction from the user. It then makes an observation which
consists of the accessibility tree and screenshot of the current webpage. The screenshot contains
set-of-marks annotations to assist with element grounding. The LLM then generates a thought
to help condition the generation of the action. Generation of interleaved reasoning traces has been
shown to increase success rates in sequential decision making tasks [12].

For the action generation, we utilize html selectors for web element interactions. This approach
allows the agent to fit into the WebCanvas evaluation framework. The action space for the WebAgent
is defined as follows: Goto URL, click element, select element, fill form, search google, go back,
scroll. The action is then executed in the environment.

Next, the evaluation module takes another observation of the environment after the action is taken as
well as the previous thought and action. The LLM then generates a reflection based on the current
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context. The reflection helps the agent by giving it self-generated feedback based on the result of its
action. This gives an opportunity for the agent to correct any mistakes it has made in the next step
[10].

The generated thought, action, and reflection is then stored into the memory module which contains a
history of all previous steps the agent has taken.

A.2 System Prompts

A.2.1 WebAgent system prompt

You are a precise browser automation agent that interacts with websites
< through structured commands. Your role is to:\n
1. Analyze the provided webpage elements and structure
2. Use the given information to fulfill the user’s request.
3. Respond with valid JSON containing your next action sequence and
— state assessment

These are key information you will get:
**Key Informationxx:

- Previous trace: all thoughts, actions and reflections you have
<> made historically.

- Accessibility tree: characteristic expression of the current
— web page.

- Annotated webpage screenshot: Screenshot of the current web
> page with numerical annotations.

*xIntroduction to Accessibility Treexx*:
The accessibility tree is a tree-like data structure that
— describes the relationships between elements on a web page
< and provides accessibility information for each element (
<+ such as text, links, form elements, etc.).
- **Accessibility Tree Examplexx:
Here is an example of an accessibility tree:
(1
current web tab name is ’Google’
[40] link ’About’
[41] 1link ’Store’
[186] link ’Gmail’
[187] link ’Images’
[163] textarea ’Search’
[236] button ’See more’
cc¢
In this example, each row represents the characteristic
< representation of a web page element. It has three attributes:
< 2[40]° for the element’s element_id, ’link’ indicates the
<~ element is a link, and ’About’ for the content of the element.
[N
Note: The above element provided is purely for illustrative purposes
< and should NEVER be used directly in your output!

*xAnnotated Screenshot Details*x*
- When an image is provided, use it to understand the page layout
- Bounding boxes with labels correspond to element indexes
- Each bounding box and its label have the same color
- Most often the label is inside the bounding box, on the top
— right
- Visual context helps verify element locations and relationships
- sometimes labels overlap, so use the context to verify the
< correct element
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- The numerical annotations in the screenshot correspond to the

<> element_id in the accessibility tree. Note the correct

< element_id may not be in the screemnshot. In such a case,
use the provided accessiblity tree to select the correct
action. Or use the scroll down action to see more of the
webpage.

U

**kSummary spacex*x
create a comprehensive summary that enables someone to continue

1.

g wN

(&)

> the task exactly where it left off. Your summary must:
Synthesize the key information from all steps while

— maintaining critical details

Preserve the context and progression of the task
Highlight important discoveries, roadblocks, or insights
Clearly indicate the current state of the task

Identify logical next steps based on the trajectory of
< previous actions

Maintain any relevant technical details, credentials, or
< access information needed to continue

You should always incorporate your previous step reflections to
<> determine the best action to take.
**Thought Spacex*x*:

What was the previous step reflection?
What action do you think is needed now to complete the task?
What’s the reason of taking that action?

You have access to the following tools(helpful to interact with web
— page):
**Execution Action Space**:

goto: useful for when you need visit a new link or a website,
~ it will open a new tab.
£fill _form: useful for when you need to fill out a form or
— input something from accessibility tree. Input should be a
< string. Only use this if the accessibility tree is
— provided.
google_search: useful for when you need to use google to
< search something.
click: useful for when you need to click a button/link from
— accessibility tree. Only use this if the accessibility
> tree is provided.
select_option: useful for when you need to select a drop-down
box value. When you get (select and option) tags from the
accessibility tree, you need to select the serial number(
element_id) corresponding to the select tag, not the
option, and select the most likely content corresponding
to the option as Input. Only use this if the accessibility
<> tree is provided.
go_back: useful when you find the current web page encounter
< some network error or you think the last step is not
< helpful.
cache_data: useful when you need to extract information from
the page that you think is extremely valuable for
completing the target task. It is not a direct answer to
the target task, but it is extremely relevant to the
target task. Subsequent actions may refer to this part of
the information and return this information as input

TEid

S

3

TEELd

12




- get_final_answer: useful for when you think it is the answer
< to the target task and no other operations are required,
< Input should be a answer content.

You also need to provide an effective description of the current
< execution action.
A proper description contains:
- What website it is;
- Which action you choose;
- REMEMBER DO NOT LEAVE THE DESCRIPTION EMPTY!

You have to follow the instructions or notes:
**Important Notesx*x:

- In the initial step of a process or when there’s no preceding
< interaction history (i.e., the previous trace is empty),
< you are restricted to using the ‘google_search‘ or ‘goto‘
> tools exclusively

- In situations where the accessibility tree is absent or not
<~ provided you are restricted to using the ‘google_search®
< or ‘goto‘ tools exclusively

- If the accessibility tree is absent or not provided and there
— is a preceding interaction history (i.e., the previous
— trace is NOT empty), utilize previous thoughts, actions,
< and reflections to get back on track.

- Your action should not be the same as last step’s action.

- The ‘element_id‘ should be an integer accurately representing
<> the element’s ID in the accessibility tree.

- AVOID using the provided example’s element_id as your output.

- You MUST use the the previous step’s reflections to guide your
<> mnext actioms.

- The output JSON blob must be valid; otherwise, it cannot be
— recognized.

**Guide to breaking out of loopsx*x*
- If you are stuck in a loop, use previous screenshots, thoughts,
<> actions, and reflections to try to break out of the loop.

*xSpecial Circumstances Guidelines*x*:
- When performing a search on a website, if you find the search
— results do not display sufficient content, consider
< simplifying or modifying your search query. Reducing the
< complexity of your search query or altering keywords may
— yield more comprehensive results.

Please ensure the accuracy of your output, as we will execute
< subsequent steps based on the ‘action‘, ‘action_input‘ and ¢
<~ element_id¢ you provide.

A.2.2 Implicit RAG Prompt

You are a helpful assistant specializing in summarizing task-related
< information. Your job is to analyze a set of previous steps and
< extract only the information relevant to a specific task. You will
— provide clear, concise summaries that enable users to continue
— working on their task effectively.

You should:

1. Carefully review the given task description to understand what the user
<~ is trying to accomplish
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2. Analyze each step in the provided history, focusing on the thought,
< action, reflection, and URL components

3. Filter out steps that are not relevant to the specified task

4. Create a comprehensive summary that includes all important information
< needed to continue the task

5. Present your summary in a clear, structured format that’s easy to
— understand and act upon

6. Note any critical insights from the accessibility tree or screenshot if
— they are relevant to the task

Remember that the accessibility tree and screenshot provided may not be
— directly related to the task, so use your judgment to determine what
<> information is actually relevant.

A.3 Sample Implicit RAG summary

Subtask 2: This is a continuation of a task that happened a while ago. Look for information about
reduced fares on that page you found earlier. Check for any special categories or discounts that might
apply to bus fares.

Summary: Finding Reduced Fares on MBTA

## Current Status
I’ve successfully navigated to the MBTA website and accessed the fares
< section. The website shows comprehensive fare information including:
- Subway fares ($2.40)
- Bus fares ($1.70)
- Monthly passes ($90.00)
- Commuter rail options

## What’s Been Done

- Successfully navigated to the MBTA website

- Accessed the fares section where all pricing information is displayed
- Confirmed we’re on the official MBTA site with fare options accessible

## Next Steps

o find information about reduced fares:

Look for a "Reduced Fares" section on the current page

Check for special categories or discounts that might apply to bus fares
Look for information about eligibility requirements for reduced fares
Explore any links related to discounted passes or special programs

WA

The MBTA website should have information about reduced fare programs for
— seniors, students, people with disabilities, or low-income riders,
< which would be the next logical area to investigate.

A.4 Summary Relevance Prompt

# Summary Relevance Evaluator System Prompt

You are an expert Summary Relevance Evaluator whose purpose is to determine
<> whether a provided summary is relevant to a given task. Your
— assessment should be objective, consistent, and focused solely on
— relevance rather than quality, style, or other attributes.

## Your Role

- Evaluate whether the summary addresses the core requirements of the task
- Provide clear reasoning for your assessment
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- Return a binary decision: RELEVANT or NOT RELEVANT
- Avoid making quality judgments beyond relevance

## Evaluation Process

1. Carefully analyze the provided task to identify its key requirements and
<> objectives

2. Examine the summary to determine if it addresses these requirements

Consider both explicit and implicit requirements of the task

4. Assess whether the summary would be useful to someone trying to complete
< the task

5. Make your determination based solely on relevance, not on writing
— quality or style

w

## Relevance Criteria

A summary is RELEVANT if it:

- Directly addresses the main points required by the task

- Contains information that would help accomplish the task’s objectives
- Maintains focus on the subject matter specified in the task

- Provides information at an appropriate level of detail for the task

A summary is NOT RELEVANT if it:

- Fails to address the core requirements of the task

- Contains primarily off-topic information

- Addresses a different subject or objective than specified

- Provides information that would not be useful for completing the task

## Output Format

For each evaluation, provide:

1. *xReasoning**: Explain your determination with specific references to
< both the task and summary

2. *xKey Points**: Highlight which task requirements were or were not
< addressed

3. **Decision**: State "RELEVANT" or "NOT RELEVANT" clearly at the end

**NOTICE** output your decision inside the tags <decision> ... </decision>
< as I will be parsing your decision from these tags using regex

## Example Analysis

(1

Task: This is a continuation of a task that happened a while ago. Look for
— the price of that small speaker device on the page you previously
— visited.

Summary: Based on the history and current state, here’s a relevant summary
< for finding the HomePod mini’s price:

COMPLETED STEPS:

- Started at Apple.com

- Navigated through TV & Home section

- Successfully reached the HomePod mini product page (current location)

CURRENT STATUS:

- We are on the HomePod mini product page (https://www.apple.com/homepod-
< mini/)

- Looking at the screenshot and accessibility tree, I don’t immediately see
<> a price displayed in the current view

NEXT STEPS NEEDED:
- Scroll through the page to locate pricing information, or
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- Look for a "Buy" button (visible as element [233] in the accessibility
< tree) which should lead to pricing details

Would you like me to proceed with looking for the price on this page?

Reasoning: The summary directly addresses the task of finding the price of
< a small speaker device. It provides a list of relevant criteria of
— previously completed steps needed to complete the task including
— going to the relevent website, navigating to the correct section
Key Points:

Decision: <decision>RELEVANT</decision>
[

Remember that your sole purpose is to evaluate relevance, not to improve or
— critique the summary beyond its relevance to the task. Maintain
—> objectivity and consistency across all evaluations.

A.5 Sample Trajectory

Step 1

Element ID: None

Action Type: goto

Value: https://www.ebay.com

Thought: Since I'm starting fresh and need to go to eBay's website, |
should use the goto action to navigate to ebay.com. This is the first step in
completing the task of searching for musical instruments on eBay.
Action: Navigating to eBay's main website (www.ebay.com) to begin the
search process for musical instruments.

Figure 8: In this sample trajectory, the task is to "Find musical instruments and filter the results to
show only those that are available for free local pickup in ebay." The agent starts off on a blank
webpage

i78] 1ini

Step 2

[51] Link ALl
[52] 1

Element ID: 83 ——— [83] input *
(54] button

Action Type: fill_search
Value: musical instruments

Thought: Based on the pre\
see that we are now on eBa'
need to enter 'musical instru
search bar. The search bar i
element [83] in the accessibi Element ID: 83

Action: On eBay's homepa¢
‘'musical instruments' into the
has element_id [83]. This wil
for musical instruments on e

Trending in Sneakers

Reflection: The task has be
completed as we can see frc
webpage which shows searc
instruments on eBay. The pe

oS R P

Figure 9: Agent now needs to fill in the search bar with the search term "musical instruments."
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[233] button ‘Buying Format’
[234] link '- Filter Applied’
Step 3 [235] button *Condition®
236] link ‘- Filter Applied’
. [237] button 'Shipping and pickup’
Element ID: 237 [238] button 'Update your location'
[239] button ‘25 mi'

) =8 o

=] _ 8

Action Type: click
Value: Shipping and pickup

Thought: Based on the previ
| can see the 'Shipping and pi
Clicking this will allow us to at
option

Action: On eBay's musical in
clicking the 'Shipping and picl
shipping options including the A DONNER
Reflection: We are currently
musical instruments and have
pickup' filter option that will he

in tha nlan chauld ha ta” 1) 1
2 ooNNER

Figure 10: Now the agent needs to filter the list to show local pickup by selecting it through the
dropdown menu.

[207] Link 'US Only"

Step 4 [208] link "North America’
[209] Link “Worlduide’
[210] link ‘Arrives in 2-4 days'
Element ID: 212 [211] link ‘Free Shipping'
[212] Link Local Pickup within'
Action Type: click [EEET B D G

Value: Local Pickup within

Thought: Based on the previo
accessibility tree, | can see the
(element_id 212) in the shippir
us filter for items available for 1

Action: On eBay's musical ins
clicking the 'Local Pickup withi
items that can be picked up loc
results to show only items aval

Reflection: The task has beer
see from both the accessibility
the 'Free Local Pickup' filter he

Figure 11: The agent clicks on the local pickup option filter and the task is now considered complete.

A.6 List of successful tasks

1. Find the soonest upcoming event near zip code 90028 in last.fm

[\

. Show offers on home essentials under $10 and add the first 3 items to favorites in IKEA

(9]

. Search for a park in California called Castle Mountains National Monument and find its
basic information on nps.gov

. Find vinyl records at the lowest price in Discogs

. Find ideas and recommendations for things to do in Cancun on Viator

. Browse events happening at Madison Square Garden on parking.com

. Search for the latest news and rumors about the Los Angeles Lakers on sports.yahoo

. Show all cruises from Miami, FL to The Bahamas on Carnival

O 0 3 N Lt B~

. Find bus stop information at Abbotsford, WI on us.megabus
10. Show all used Tesla cars for zip code 10017 on CarGurus
11. Find critic reviews for the movie Creed 111 on IMDb

12. Show offers for 2-5 day cruises on Carnival

13. Show the schedule for the Orange Line on MBTA

14. Find the schedule for the San Francisco 49ers on NFL

15. Browse tickets for Chicago Bears games on TicketCenter
16. Find the current roster of the Miami Heat on sports.yahoo
17. Open the home improvement Q&A section on YellowPages

18. Show PlayStation 5 games available for pre-order on GameStop
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19.
20.
21.
22.
23.
24.
25.
26.
217.
28.
29.
30.
31.
32.
33.
34.
35.
36.
37.
38.
39.
40.
41.
42.
43.
44.
45.
46.
47.
48.
49.
50.
51.
52.
53.
54.
55.
56.

Find adventure movies coming to theaters on Rotten Tomatoes

Find the NBA team with the best odds to win the title on sports.yahoo
Show recent trades on BoardGameGeek

Show 4-star+ activities in Miami with the lowest price on Agoda

Find alerts and conditions for Alagnak Wild River on nps.gov

Search for Dining Room Sets under Buy It Now on eBay

Find volunteer opportunities on nps.gov

Find the price of the HomePod mini on Apple

Show NFL passing touchdown season stats on sports.yahoo

Check rating and user reviews for Deathloop on IGN

Find reduced bus fare info on MBTA

Search for Mexican restaurants in Concord, CA on Yelp

Locate Dry Tortugas in Florida and check current conditions on nps.gov
Search for flights from Calgary (CYYC) to New York (ZNY) on FlightAware
Browse washing machines with free local pickup near zip code 90026 on eBay
Open Canyon de Chelly schedule calendar on nps.gov

Get IMDb recommendations of what to watch

Find used Xbox Series X consoles on GameStop

Find a South African history podcast (10-30 min, audiobook tag) on SoundCloud
Find Dota 2 and add all DLC to cart on Steam

Find ticket refund info on Eventbrite

Search for McDonald’s in Greenville, SC on Yelp

Find musical instruments with free local pickup on eBay

Browse recent NFL videos on Fox Sports

Find tickets for the next pop concert on SeatGeek

Filter guitar tabs for “Beginner” difficulty on Ultimate Guitar

Find JetBlue career openings in New York

Show the map of Six Flags Mexico on sixflags.com

Browse trending daily deals on Carnival

Show all NFL tickets on TicketCenter

Find the “Trains in Spain” guide on TheTrainLine

Open Red Line subway schedule on MBTA

Find details on converting points to miles on Marriott

Use “find by state” to locate all California campgrounds on KOA

Find English Premier League standings on sports.yahoo

List board game publishers on BoardGameGeek

Find Carnival cruise options that include Alaska

Find tickets for events in Boston on TicketCenter
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A.7 Sample interaction history

» Subtask 1: Go to ikea.com, navigate to the home essentials section, and filter the results to
show items under $10.

* Subtask 2: This is a continuation of a task that happened a while ago. Recall the list of
affordable home essentials you found earlier. From that list, select the first three items and
add them to your favorites on the website.

-

"thought": "I’ve been trying to find pedicure salons in New York and add
them to favorites in Yellow Pages, but we’ve been facing persistent
Cloudflare security blocks. We’re currently on the Dear sundays
website’s account creation page with a popup that we haven’t been
able to dismiss. Looking at the accessibility tree, I can see there

’s a specific ’Close dialog’ button with element_id 344 that I

should try clicking to dismiss this popup.",

"action": "I’m on the Dear sundays website’s account creation page. There’
— s a promotional popup blocking access to the account creation form.
< I’m clicking the ’Close dialog’ button (element 344) to dismiss
< this popup so we can proceed with creating an account as an
< alternative way to save this salon as a favorite.",

"current_url": "https://dearsundays.com/account/register",

"reflection": "The current completion status is ’loop’ as we’ve been

stuck on the Dear sundays website’s account creation page with the

same promotional popup for multiple consecutive steps. We’ve been
unable to make progress toward the original task of finding
pedicure salons in New York and adding two to favorites in Yellow

Pages. To break out of this loop, we need to try a completely

different approach: 1) Try clicking the ’Close dialog’ button (

element 344) which is specifically designed to close the popup, 2)

If that doesn’t work, navigate back to a search engine and search

directly for ’yellowpages.com pedicure salon new york’ to try

accessing Yellow Pages through a direct search result, 3) Consider
using alternative business directories like Yelp or Google Maps
that allow saving businesses to lists or favorites, 4) If all else

fails, we could search for pedicure salons in New York using a

search engine and simply note down information about two salons as

our ’favorites’ to fulfill the core intent of the task."

LI

r
~
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"thought": "I need to navigate back to IKEA’s website to find the
< affordable home essentials page we previously visited. According to
<~ the trace history, we had successfully found the ’Affordable Home
<> Essentials Under $10’ page with items like SANELA cushion cover ($5
<> .99), SANDBRODD throw ($9.99), and DR\uOOd6NA box ($4.99). I’1l use
<> the goto action to return to IKEA’s website.",

"action": "I’m navigating back to IKEA’s ’Affordable Home Essentials
< Under $10’ page that we previously found. This will allow me to

— select the first three affordable items and add them to favorites
[N .u’
"current_url": "https://www.ikea.com/us/en/campaigns/affordable-home-

< essentials-pubfbd3fdc0/",
"reflection": "The current completion status of the task is ’doing’ as
you’ve successfully navigated to the IKEA ’Affordable Home
Essentials Under $10’ page and can see multiple products that meet
your criteria. You’ve identified several items under $10 including
SANELA cushion cover ($5.99), SANDBRODD throw ($9.99), DR\uOOd6NA
box ($4.99), and others. To complete the task, you now need to
select the first three items from this list and add them to your

TLEILL!
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favorites. This can be done by clicking the heart-shaped ’Save to
favorites’ buttons (elements like [230], [243], [257]) associated
with each product. Your overall plan should be to identify the
first three affordable items from the list and click their
respective ’Save to favorites’ buttons to complete the task of
adding three items to your favorites on the website."

I!

TLld

-

"thought": "I need to add the first three affordable home essentials to

— favorites. Looking at the accessibility tree, the first item

> appears to be SANELA cushion cover for $5.99 with a ’Save to

— favorites’ button (element_id 230). I’11 click this button first to

<~ add it to favorites.",
"action": "I’m on the IKEA ’Affordable Home Essentials Under $10’ page

< and adding the first item to favorites. I’m clicking the ’Save to

<~ favorites’ button for the SANELA cushion cover priced at $5.99.",
"current_url": "https://www.ikea.com/us/en/campaigns/affordable-home-

— essentials-pubfbd3fdc0/",
"reflection": "You’re currently on the IKEA ’Affordable Home Essentials
Under $10° page which shows multiple products under $10 including
SANELA cushion cover ($5.99), SANDBRODD throw ($9.99), and DR\
u00d6NA box ($4.99). To complete the task of adding the first three

items to your favorites, you need to click the heart-shaped ’Save
to favorites’ buttons next to each product. The buttons are visible
in the screenshot (elements like [230], [243], [257]). Your next

steps should be to identify the first three affordable items from
the top of the list and click their respective ’Save to favorites’
buttons. This will complete your task of adding three affordable
home essentials to your favorites on the IKEA website.",
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A.8 False End Example

¢ Subtask 1: Go to ticketcenter.com and search for events in Boston.

 Subtask 2: This is a continuation of a task that happened a while ago. Browse through the
list of events in that city and select tickets for the desired event.

The agent completely lost track of its original task and thought it was completing the injected task.
Note the task "to find information about the song ’Love You Like A Love Song’" was hallucinated.

"thought": "I’m now on the SoundCloud page for Selena Gomez’s ’Love You
< Like A Love Song’. Looking at the accessibility tree, I can see
<> options to interact with this song such as ’Like’ (element 18), °
— Repost’ (element 19), and ’Share’ (element 20). Since I can’t create
> a playlist without an account, I’1ll try clicking the ’Share’ button
<> to see what sharing options are available for this song.",
"action": "I’m on the SoundCloud page for Selena Gomez’s ’Love You Like A
< Love Song’. Since I can’t create a playlist without an account, I’m
— exploring other options by clicking the ’Share’ button to see what
< sharing capabilities are available for this song.",

"current_url": "https://soundcloud.com/selena-gomez-official/love-you-like-
~» a-love-song",
"reflection": "The task has been successfully completed. You have navigated

<~ to SoundCloud, searched for Selena Gomez, found her popular songs,
— and accessed the specific song ’Love You Like A Love Song’. The

— current page shows the song’s details with player controls, allowing
<> you to listen to the track. The accessibility tree confirms you’re
— on the official Selena Gomez page for this specific song, with

<> options to play, like, repost, and share the track. You can see
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— information about the song including its play count, comments, and
— related tracks. This completes the task of finding and accessing
— this specific Selena Gomez song on SoundCloud.",

A.8.1 Self evaluation

"status": "finished",
llscorell. "10"
. 3
"reason": "The task was to find information about the song ’Love You Like A

< Love Song’ by Selena Gomez on SoundCloud, and this has been
successfully completed. The user has navigated to SoundCloud,
searched for Selena Gomez, found her songs including ’Love You Like
> A Love Song’, and successfully clicked on this specific song to
< access its page. The current URL confirms we are on the correct song
> page (https://soundcloud.com/selena-gomez-official/love-you-like-a-
< love-song) and the accessibility tree shows all the song details and
player controls. The user has perfectly executed the necessary

— steps to find and access this specific song on SoundCloud.",
"description": "The task has been successfully completed. You have
navigated to SoundCloud, searched for Selena Gomez, found her
popular songs, and accessed the specific song ’Love You Like A Love
Song’. The current page shows the song’s details with player
controls, allowing you to listen to the track. The accessibility
tree confirms you’re on the official Selena Gomez page for this
specific song, with options to play, like, repost, and share the
track. You can see information about the song including its play
count, comments, and related tracks. This completes the task of
finding and accessing this specific Selena Gomez song on SoundCloud

—>
—>

3
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A.9 Inefficent Progress Example

Task is progressing but step limit reached.

{

"thought": "I need to find a way to filter or sort board game results to
< show publishers on BoardGameGeek. Looking at the current page, I’m
< on Dear Sundays’ account registration page which is unrelated to my
—» previous task on BoardGameGeek. I should navigate back to
— BoardGameGeek and look for publisher filtering optiomns.",

"action": "I’m navigating back to BoardGameGeek’s board game database
< page to find publisher filtering options for board games. This will
> allow me to view a list of publishers as requested in the task.",

"current_url": "https://boardgamegeek.com/browse/boardgame",

"reflection": "The current completion status of the task is ’doing’ as

you have successfully navigated to BoardGameGeek’s browse/boardgame
page which shows a comprehensive listing of board games with
rankings and ratings. This is a good intermediate step, but you
haven’t yet accessed the specific publishers listing. Looking at
the accessibility tree, I can see there’s a ’Publishers’ link (
element 17/260) in the Browse dropdown menu that would take you
directly to the publishers listing page. Your next step should be
to click on this Publishers link to complete your task of viewing a
list of publishers for board games. The current page shows you’re
on the right track as you’ve reached the main database section
where all filtering options are accessible.",

TILLLd
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"thought": "Looking at the accessibility tree, I can see there’s a ’
<~ Publishers’ link (element 103) under the Browse menu. This link
< will take me directly to the publishers listing page, which is
< exactly what I need to complete my task of viewing a list of
< publishers for board games.",

"action": "I’m on the BoardGameGeek browse/boardgame page which shows a
— comprehensive listing of board games. To find a list of publishers,
<~ 1’11 click on the ’Publishers’ link in the Browse navigation menu,
<~ which will take me to the complete list of board game publishers

e
"current_url": "https://boardgamegeek.com/browse/boardgame",
"reflection": "You are currently on the BoardGameGeek browse/boardgame

— page which shows a comprehensive listing of board games with

< rankings, ratings, and other details. This is the right section of
< the website to access filtering options. To complete your task of
< finding a way to filter or sort results to show publishers, you
<~ should click on the ’Publishers’ link (element 17/260) visible in
< the Browse dropdown menu. This link will take you directly to the
< publishers listing page, which is exactly what you’re looking for.
— The current page shows you’re on the right track as you’ve

< successfully navigated to the main database section where all

— filtering and sorting options are accessible.",

A.10 Loop Example

Attempting to complete a task repeatedly thats un-executable. Original task was to find English
Premier League standings on sports.yahoo.com

{
"thought": "After multiple attempts, I’ve confirmed that creating a
< playlist on SoundCloud requires signing in to an account, which is
— against my guidelines. I’ve successfully searched for and
<~ identified popular Selena Gomez tracks (’Love You Like A Love Song
< 7, ’Bluest Flame’, and ’Wolves’), but cannot create a playlist
< without an account. I should provide a final answer explaining this
— limitation.",
"action": "On SoundCloud search results page for Selena Gomez, I’m
< providing a final answer explaining that creating a playlist
<> requires account authentication, which is against guidelines. I’ve
— identified suitable songs but cannot complete the playlist creation
~ task without signing in.",
"current_url": "https://soundcloud.com/search?q=Selena’20Gomez",
"reflection": "The current completion status is ’loop’ as we’ve been on
<> the same search results page for Selena Gomez for multiple
— consecutive steps without making progress. The screenshots from the
< last three steps are identical, showing we’ve found suitable songs
> (’Love You Like A Love Song’, ’Bluest Flame’, and ’Wolves’) but
<> cannot create a playlist named ’Love’ because SoundCloud
> fundamentally requires account authentication for playlist creation
N

n

,,

< . This task cannot be completed without signing in or creating an
account on SoundCloud. To break out of this loop, we would need to
either get permission to sign in to an existing account, explore
— alternative ways to organize songs without creating an actual

— playlist, or acknowledge that this specific task cannot be

< completed within the given constraints.",

n

{
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"thought": "After multiple attempts, I’ve determined that creating a
> playlist on SoundCloud requires signing in to an account, which is
— against my guidelines. I’ve successfully searched for and found
— popular Selena Gomez tracks, but I need to provide a final answer
— explaining this limitation and the songs I’ve identified.",
"action": "On SoundCloud’s search results page for Selena Gomez, I’ve
— identified popular tracks but cannot create a playlist without
— signing in. Providing a final answer explaining this limitation.",
"current_url": "https://soundcloud.com/search?q=Selena’20Gomez",
"reflection": "The current completion status is ’loop’ as we’ve been on
< the same search results page for Selena Gomez for multiple
— consecutive steps without making progress. The screenshots from the
< last three steps are identical, showing we’ve found suitable songs

n

> (’Love You Like A Love Song’, ’Bluest Flame’, and ’Wolves’) but
< cannot create a playlist named ’Love’ because SoundCloud

» fundamentally requires account authentication for playlist creation
< . This task cannot be completed without signing in or creating an
— account on SoundCloud, which is against the guidelines. To break
out of this loop, we would need to either get permission to sign in
to an existing account, explore alternative ways to organize songs
without creating an actual playlist (such as taking screenshots or
notes of the selected songs), or acknowledge that this specific
task cannot be completed within the given constraints and request a
modified task that doesn’t require account creation.",

n
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},
{
"thought": "After multiple attempts, I’ve confirmed that creating a
— playlist on SoundCloud requires signing in to an account, which is
— against my guidelines. I’ve successfully searched for and found
— popular Selena Gomez tracks, but I need to break out of this loop
< by providing a final answer to the user.",
"action": "On SoundCloud’s search results page for Selena Gomez, I’m
< providing a final answer explaining that I cannot create a playlist
— without signing in, which is against my guidelines. I’ve
< identified popular tracks (’Love You Like A Love Song’, ’Bluest
< Flame’, and ’Wolves’) that would be suitable for the requested ’
~ Love’ playlist.",
"current_url": "https://soundcloud.com/search?q=Selena’20Gomez",
"reflection": "The current completion status is ’loop’ as we’ve been on
the same search results page for Selena Gomez for multiple
consecutive steps without making progress. The screenshots from the
last three steps are identical, showing we’ve found suitable songs
(’Love You Like A Love Song’, ’Bluest Flame’, and ’Wolves’) but
cannot create a playlist named ’Love’ because SoundCloud
fundamentally requires account authentication for playlist creation
, which is against the guidelines. To break out of this loop, we
would need to either get permission to sign in to an existing
account, explore alternative ways to organize songs without
creating an actual playlist (such as taking screenshots or notes of
the selected songs), or acknowledge that this specific task cannot
be completed within the given constraints and request a modified
task that doesn’t require account creation.",
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A.11 Implicit RAG analysis

* Subtask 1: Go to ultimate-guitar.com and search for guitar tabs.

23




 Subtask 2: This is a continuation of a task that happened a while ago. On the search results
page, look for a filter option to show only tabs with a "Beginner" difficulty rating. Apply
that filter to the results you found earlier.

A.11.1 Failed retrieval without iRAG.

{

"thought": "The previous search for ’Cyberpunk 2077 user reviews’ is
visible in the search bar, and the results show entries for both °’
Cyberpunk 2077: Phantom Liberty’ and ’Cyberpunk 2077°. To break the

loop, I should click directly on the main ’Cyberpunk 2077’ link (
element_id 157) in the search results. This should take me to the
main game page, where I can then look for the ’Reviews’ tab to
access user reviews.",
"action": "On the IGN Icon Awards search results page. Clicking the main ’
< Cyberpunk 2077’ link (element_id 157) in the results to access the
— main game page and look for the user reviews section.",
"current_url": "https://www.ign.com/games/cyberpunk-2077",
"reflection": "The current completion status is stuck in a loop. The IGN
Icon Awards page is being displayed repeatedly, and all recent
navigation attempts have failed to bring up the user reviews for
Cyberpunk 2077. The essential next step is to change strategy:
either use the IGN main search bar to specifically search for °’
Cyberpunk 2077 user reviews,’ or, if access to the Cyberpunk 2077
game page is possible, click on the ’Reviews’ tab or scroll to
manually locate the user review section. Only by breaking from the
current navigation pattern can progress be made toward the goal.",
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A.11.2 With iRAG, successful retrieval of correct trajectory and completion of the task

{

"thought": "We are stuck in a loop on the IGN Icon Awards page, which is
— unrelated to the original task of filtering guitar tabs by ’
< Beginner’ difficulty on ultimate-guitar.com. To get back on track,
<~ I need to navigate to ultimate-guitar.com, perform a search for
< guitar tabs, and then look for and apply the ’Beginner’ difficulty
— filter.",

"action": "Navigating to ultimate-guitar.com to return to the correct
— website for filtering guitar tabs by ’Beginner’ difficulty as
< required by the original task.",

"current_url": "https://www.ultimate-guitar.com/",

"reflection": "The current completion status is stuck in a loop on the
< IGN Icon Awards page. The repeated actions of clicking on Cyberpunk
< 2077 links and the ’See Leaderboard’ link have not led to the user
< reviews section for Cyberpunk 2077. To break out of this loop and
— complete the task, a different approach is needed: after reaching
<~ the main Cyberpunk 2077 game page, click on the ’Reviews’ tab (

element 138) to access user reviews, or use the main search
function to specifically search for ’Cyberpunk 2077 user reviews’
to find the dedicated section. The current approach is not yielding
progress, and a new navigation strategy is required.",

URR

"thought": "To filter the search results to show only tabs with a ’
— Beginner’ difficulty rating, I need to look for a filter or button
< related to difficulty. In the accessibility tree, I see links for
— different grades such as ’2020s’, ’2010s’, ’2000s’, etc., and also
< for types like ’Chords’, ’0fficial’, ’Tab’, ’Ukulele’, ’Guitar Pro
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— 7, ’Bass’, but I do not see a direct ’Beginner’ filter in the
< visible portion. However, there is a ’show all’ link (element_id
< 103) under the ’TYPE’ section, which may reveal more filter options
<> , possibly including difficulty. I should click this to see if the
— ’Beginner’ filter appears.",

"action": "On the Ultimate Guitar homepage, clicking the ’show all’ link
— under the TYPE section to reveal more filter options, possibly
< including a ’Beginner’ difficulty filter.",

"current_url": "https://www.ultimate-guitar.com/explore?active_filter=
~ type",

"reflection": "The current completion status is ’doing’ because you are
— now on the correct website (ultimate-guitar.com) and can see the
N

search results for guitar tabs. The next key step is to locate and
apply the ’Beginner’ difficulty filter, which is available in the
left sidebar under ’DIFFICULTY’ (with the ’Beginner’ link clearly
visible). Once you click this filter, the results will update to
show only tabs with ’Beginner’ difficulty, completing the target
task. If you get stuck, try scrolling or looking for additional
filter options in the sidebar.",
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A.11.3 Summary used in the above task.

Task: On the search results page, look for a filter option to show only
— tabs with a "Beginner" difficulty rating. Apply that filter to the
— results you found earlier.

Relevant Task Summary

1. Previous Context

- The earlier steps involved searching for guitar tabs on ultimate-guitar.
— com.

- You successfully performed a search and reached the search results page
— for guitar tabs.

- The task now is to filter these results to show only tabs with a "
< Beginner" difficulty rating.

2. Current Page and UI Elements

- The current page is NOT ultimate-guitar.com; it is the IGN Icon Awards
— page (https://www.ign.com/icons).

- The accessibility tree and screenshot show IGN’s game ranking and
— filtering interface, not a guitar tab search or difficulty filter.

- There is no evidence of a "Beginner" difficulty filter or guitar tab
< search results on the current page.

3. What Has (and Has Not) Been Done

- You have not yet located or applied a "Beginner" difficulty filter on a
— guitar tab search results page.

- The current context is unrelated to the original task (it is about games,
<> not guitar tabs).

What Needs to Be Done Next

- Return to the Correct Website and Page:

- Navigate back to ultimate-guitar.com.

- Perform a search for guitar tabs if you are not already on the search
— results page.

- Locate the Difficulty Filter:

- On the search results page, look for filter options (usually on the left
< sidebar or above the results).

- Find the filter labeled "Difficulty" or similar.

- Apply the "Beginner" Filter:

- Select or check the "Beginner" option under the difficulty filter.
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- Wait for the page to refresh or update to show only tabs with a "Beginner
— " rating.

- Verify the Results:

- Ensure that the displayed tabs are now filtered to show only those with a
< "Beginner" difficulty rating.

Summary Table

| Step | Status/Action Needed |

| On ultimate-guitar.com | Not currently there-navigate to the correct
— website |

| Search for guitar tabs | Repeat search if not already on results page |

| Find "Difficulty" filter | Look for filter options on the search results
> page |
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NeurlIPS Paper Checklist

The checklist is designed to encourage best practices for responsible machine learning research,
addressing issues of reproducibility, transparency, research ethics, and societal impact. Do not remove
the checklist: The papers not including the checklist will be desk rejected. The checklist should
follow the references and follow the (optional) supplemental material. The checklist does NOT count
towards the page limit.

Please read the checklist guidelines carefully for information on how to answer these questions. For
each question in the checklist:

* You should answer [Yes] , ,or [NA].

* [NA] means either that the question is Not Applicable for that particular paper or the
relevant information is Not Available.

* Please provide a short (1-2 sentence) justification right after your answer (even for NA).

The checklist answers are an integral part of your paper submission. They are visible to the
reviewers, area chairs, senior area chairs, and ethics reviewers. You will be asked to also include it
(after eventual revisions) with the final version of your paper, and its final version will be published
with the paper.

The reviewers of your paper will be asked to use the checklist as one of the factors in their evaluation.
While "[Yes] " is generally preferable to " ", itis perfectly acceptable to answer " " provided a
proper justification is given (e.g., "error bars are not reported because it would be too computationally
expensive" or "we were unable to find the license for the dataset we used"). In general, answering
" "or "[NA] " is not grounds for rejection. While the questions are phrased in a binary way, we
acknowledge that the true answer is often more nuanced, so please just use your best judgment and
write a justification to elaborate. All supporting evidence can appear either in the main paper or the
supplemental material, provided in appendix. If you answer [Yes] to a question, in the justification
please point to the section(s) where related material for the question can be found.

IMPORTANT, please:

* Delete this instruction block, but keep the section heading ‘“NeurIPS Paper Checklist",
* Keep the checklist subsection headings, questions/answers and guidelines below.

* Do not modify the questions and only use the provided macros for your answers.

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer:[Yes]

Justification: We claim that LLMs struggle in long context scenarios. Are experiments and
metrics are designed to show evidence of this.

Guidelines:
e The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?

Answer: [Yes]
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Justification: We have a limitations sections which discusses this in detail.
Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

* The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [NA]
Justification: We do not make any theoretical claims.
Guidelines:

* The answer NA means that the paper does not include theoretical results.

* All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

* Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: Our results are reproducible at the time of publication and designed to remain
so over time. To minimize variability, we deliberately selected the key nodes evaluation
metric, which is rule-based and independent of LLM judgment. This choice ensures that our
core findings are not subject to model drift or subjective interpretation. While the benchmark
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tasks may evolve due to the dynamic nature of live environments, the underlying patterns
observed in our results are expected to remain stable—provided the LLMs are used in their
current configuration. We have taken care to document all steps required to regenerate the
dataset. Therefore, even if an investigator were to replicate our pipeline in the future, the
structural patterns and conclusions should remain consistent.

Guidelines:

* The answer NA means that the paper does not include experiments.

* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: we will provide a github and huggingface will all dataset and code needed to
reproduce the experiment fully.

Guidelines:

* The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.
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* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: yes, the appendix contains the prompt. We will also upload our code to github
and huggingface so that the methods are provided in full detail.

Guidelines:

» The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

¢ The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]
Justification: We have error bars in our figures as well as the formula used.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

¢ It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

* It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

» For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?
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10.

Answer:

Justification: We don’t directly consume compute resources for the experiments. All
experiments are done using closed source APIs.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]
Justification: We checked the code of ethics and did not find any conflicts with our study.
Guidelines:

* The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]

Justification: We mention that WebAgents that can reason over the long-context can help
improve people’s daily lives which overall is a positive impact on society.

Guidelines:

* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

« If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).
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11.

12.

13.

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: The closed source models that we use have built in safeguards.
Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

* Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]
Justification: we leverage existing benchmarks, datasets, and models, and they are cited.
Guidelines:

* The answer NA means that the paper does not use existing assets.
* The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

 If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [Yes]
Justification: The augmented dataset will be release and will be free to use for any purpose.
Guidelines:

* The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.
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15.

16.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: NA
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with

human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: NA
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with

human subjects.

Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

Declaration of LLLM usage

Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [Yes]
Justification: Yes, we describe in detail how we leverage the LLMs in this study.
Guidelines:

* The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

* Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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