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Abstract

Pretrained representations from large-scale vision models have boosted the perfor-
mance of downstream embodied policy learning. We look to understand whether
additional self-supervised pretraining on exploration trajectories can build on these
general-purpose visual representations to better support embodied planning in
realistic environments. We evaluated four common auxiliary losses in embodied
AI, two hindsight-based losses, and a standard imitation learning loss, by pre-
training the agent’s visual compression module and state belief representations
with each objective and using CLIP as a representative visual backbone. The
learned representations are then frozen for downstream multi-step evaluation on
two goal-directed tasks. Surprisingly, we find that imitation learning on these
exploration trajectories out-performs all other auxiliary losses even despite the
exploration trajectories being dissimilar from the downstream tasks. This suggests
that imitation of exploration may be “all you need” for building powerful planning
representations. Additionally, we find that popular auxiliary losses can benefit from
simple modifications to improve their support for downstream planning ability.

1 Introduction

Models trained on large-scale image and video datasets are now serving as vision foundation models
for a variety of downstream tasks [Nair et al., 2022, Oquab et al., 2023, Radford et al., 2021,
Radosavovic et al., 2023]. The representations produced by these pretrained, and frozen, models
have proven highly effective in enabling high performance in embodied agents, e.g. in navigation
and manipulation [Khandelwal et al., 2022, Majumdar et al., 2023, Nair et al., 2022, Radosavovic
et al., 2023]. While these visual representations are general (usable for many possible downstream
tasks), they do not provide effective support for agent planning in embodied environments out of the
box (i.e., without extensive task-specific training). Furthermore, Majumdar et al. [2023] showed that
existing vision foundation models are yet to provide a universally useful signal for policy learning
across all common embodied tasks; for example, generalization effectiveness can often depend on
how in-domain the downstream observations are to the pretraining datasets. Sharma et al. [2023]
suggests that the best downstream performance requires that the pretrained visual representations be
further adapted during policy learning, e.g. using reinforcement learning (RL) losses.

How can we get from generally-useful visual representations to effective representations for em-
bodied planning, without direct training on the task objectives? Previously, researchers have shown
that combining auxiliary tasks such as inverse dynamics prediction with reinforcement learning
can increase performance, improve sample efficiency, and sometimes even lead to better learned
representations [Ye et al., 2021b,a, Singh et al., 2022]. This suggests the possibility that, on top of a
pretrained general-purpose visual backbone, pretraining agents on off-task trajectories using auxiliary
objectives may help build effective embodied representations that generalize to downstream tasks.
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In this work, we test the above hypothesis by pretraining agents on a fixed dataset of exploration
trajectories and evaluate what unsupervised objectives best approximate direct on-task policy learning
in leading to effective embodied representations. We highlight three unique aspects of our approach.
First, although evidence suggests that auxiliary losses can produce downstream improvements when
co-trained with RL objectives, little is known about how they independently impact embodied repre-
sentation learning. We thus seek to disentangle their effects from RL, in addition to experimenting
with novel unsupervised objectives. Second, prior work has primarily focused on the effect of
pretrained visual representations. Here, we pretrain both the visual representations and the agent’s
belief representations in order to compare how different pretraining objectives can shape multi-frame,
temporally dynamic representations. Third, to better understand how learned representations allow
for longer-term embodied planning, we move from single-step to multi-step evaluation objectives and
pretrain/evaluate the agent’s learned representations in realistic-looking environments.

We report our initial set of experiments below, which explored common auxiliary losses used
in embodied AI as well as two hindsight-based approaches that sought to encourage a form of
unsupervised goal-directed pretraining. We pretrain both a convolutional visual compression module
and a recurrent state encoder module on high-quality exploration trajectories, using an architecture
similar to Khandelwal et al. [2022]. These pretrained modules are then frozen in downstream
evaluation, where the learned representations are evaluated for how well they transfer to multi-step
imitation learning on two goal-directed tasks. For evaluation, we use both a standard object navigation
task [see Batra et al., 2020] and a novel navigation task in which the prior trajectory defines the
agent’s goal. We emphasize that our goal is not to achieve the highest performance in these tasks, but
rather to understand the relative performance of different pretraining objectives through a systematic
comparison and a multi-step evaluation objective.

Our preliminary results suggest that, although all pretraining objectives are more helpful than
“blind” statistical baselines, those that require single-step action prediction generally lead to more
generalizable representations in downstream multi-step evaluation. Surprisingly, simple behavior
cloning on the pretraining expert exploration trajectories performed well in downstream evaluation,
even though inverse dynamics and hindsight-based objectives were much more effective in achieving
higher accuracy during pretraining. Moreover, we found that simple variants of common auxiliary
losses are more helpful than their original formulations. These results suggest that the richness
of behavior in the pretraining trajectories plays a significant role in shaping effective embodied
representations that can transfer to different tasks, perhaps even more so than the exact pretraining
objective used for agent representation learning. This is in line with recent findings on the role of
datasets in training powerful visual backbones [Majumdar et al., 2023]. We discuss the implications
and challenges these results raise and future directions of our work.

2 Methods
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Figure 1: Upper, schematic pretraining and evaluation trajectories. Lower, experiment pipeline.
Models receive embeddings of first-person-view RGB images (224×224×3).
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2.1 Pretraining

Dataset. We use a set of high-quality exploration trajectories (EXPLOREHOUSE) to pretrain both
visual and belief representations, to ensure that a range of interesting behaviors is available during
pretraining. In each episode, an expert agent explores every room in a given house by visiting the
center of each room (Figure 1, upper left). The dataset comprises a total of 9.5K houses generated
using ProcTHOR [Deitke et al., 2022, Kolve et al., 2017], with approximately 10 episodes in each
house. The action space includes move ahead, rotate right, small rotate right, rotate left, small rotate
left, move back, subdone, done, where subdone is used at the end of visiting each room.

Agent. We adopt the architecture used in Khandelwal et al. [2022] (Figure 1, lower left). All frames
are first embedded through a frozen CLIP ResNet-50 model. The visual compression module takes
as input the current frame’s CLIP representation V ∈ R2048×7×7 and processes it using a two-layer
CNN to form an observation embedding O ∈ R32×7×7. O is then flattened into a 1568-dim vector
and passed into a 1-layer GRU with 512 hidden units. If a goal embedding exists for the pretraining
objective (e.g. hindsight-based objectives, see below), the goal embedding G ∈ R32 is tiled to be of
shape 32×7×7 and concatenated with O, then passed through another two-layer CNN to update O to
be goal-conditioned, before temporal integration in the state encoder.

Pretraining objectives. Our preliminary experiments focused on the following pretraining objectives:
1) four auxiliary tasks commonly used in embodied AI; 2) imitation learning, specifically behavior
cloning; 3) two hindsight-based objectives inspired by hindsight experience replay [Andrychowicz
et al., 2017]. All pertaining runs were trained with 100M frames of experience, and the checkpoint
with the highest performance on 1K validation houses was used for downstream evaluation.

The auxiliary losses we test include temporal distance (TempDist), inverse dynamics (InvDyn),
forward dynamics (FwdDyn), and action-conditional contrastive predictive coding (CPC|A-4 and
CPC|A-8), based on the formulations in Ye et al. [2021b] and Guo et al. [2018]. We also examine
variants of these standard formulations. For TempDist, we consider a variant similar to Aytar et al.
[2018], denoted by SimpleTempDist. At step t, the observation embedding Ot−d of a random past
frame of distance d is projected to the size of the belief state, then combined with the current belief
state Bt by element-wise multiplication. The resulting vector is used as input to a 2-layer MLP
with size (128, 1) to predict scalar temporal distance. For the InvDyn variant (SimpleInvDyn), we
use the belief at the current frame Bt and the observation embedding at the next frame Ot+1 to
predict the action at. For the FwdDyn variant (SimpleFwdDyn), we use the belief at the current
frame Bt and the action at as input. We predict the CLIP features of the next frame Vt+1 (averaged
over the spatial dimensions) for both FwdDyn and SimpleFwdDyn, to prevent collapsing to zero
when forward dynamics is the only training objective. In CPC|A, the current belief Bt and future
actions at, ..., at+n are used in an auxiliary GRU to roll out a set of auxiliary beliefs, which are
then paired with ground-truth observation embeddings to contrast whether each pair corresponded to
the same step using binary cross-entropy loss [Ye et al., 2021b]. We include a multi-class variant
(CPC|A-softmax) where the beliefs from the auxiliary RNN are dot-producted with the observation
embeddings in an all-to-all fashion, before using a softmax multi-class cross-entropy to predict the
correct belief-observation pair.

The hindsight-based objectives were designed to encourage self-supervised goal-directed pretraining.
We sample either a future frame (HindsightFutureObs) or a partial future trajectory (HindsightFu-
tureTraj) to serve as the current step’s goal, bounded by some distance cap (20 in our experiments).
In HindsightFutureObs, the observation embedding of a future frame Ot′ is concatenated with the
current observation embedding Ot to generate a low-dimensional (8 in our experiments) hindsight
goal embedding G. G is then combined with Ot through the 2-layer CNN described above, and the
resulting embedding is then given to the state encoder. The model then uses a linear projection of the
belief state at each frame Bt to predict the next action. In HindsightFutureTraj, the hindsight goal
embedding G instead comes from a future trajectory of length n. We use an auxiliary 1-layer GRU of
the same size as the agent’s state encoder to encode {Ot, ..., Ot+n}, and project the final belief state
down to G (also 8-dim). This goal embedding is used to predict {at, ..., at+n−1}.

2.2 Downstream evaluation

Tasks. We evaluate the effectiveness of the pretrained representations using multi-step imitation learn-
ing on two tasks, OBJECTNAV and LEAVEANDRETURN (Figure 1, upper right). For OBJECTNAV,
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an expert planner finds one of 95 different target objects in each episode. For LEAVEANDRETURN,
an expert planner first navigates from location A to B in a house, then returns to within 1 meter of
location A before the episode ends. For each task, we generated approximately 100K episodes for
training and 1K episodes for evaluation, with approximately 10 episodes in each unique house. The
action space is the same as in the pretraining experiments except subdone is not used in these tasks.

Agent. The agent architecture in downstream evaluation is very similar to that in the pretraining
experiments. Specificaly, we freeze the 2-layer CNN and the GRU state encoder with pretrained
weights, and train the goal representation, goal-observation fusion, as well as the final linear readout
anew (Figure 1, lower right). The goal embedding module for OBJECTNAV uses 32-dim learnable
embeddings of each object type as the goal G. For LEAVEANDRETURN, we use an auxiliary GRU of
the same shape as the agent’s state encoder to encode the first half of the episode (where the agent
navigates from location A to B). This auxiliary GRU takes trajectory observations {O0, ..., Ot} as
input, and its final belief is linearly mapped to a 32-dim goal vector G. In both tasks, G is then
fused with the visual observations through a 2-layer CNN similar to the pretraining experiments.
The agent’s belief state from the main GRU state encoder is used in a final linear readout of the
next three actions starting at the current frame. Each output unit represents a possible action triplet.
To encourage end-of-episode learning, the output units also include combinations of each move
action and done, as well as a unit exclusively for the done action. The agent is trained using softmax
cross-entropy loss for approximately 50M frames of experience. We report the maximum evaluation
performance from three seeds for each model.

Baselines. We compare representation evaluation results from pretrained weights to four baselines.
Three statistical baselines set our lower bounds, including a predict-move-forward-only baseline
(move-ahead) and two conditional, count-based baselines that predict the action triplet that occurred
the most frequently following each action (modal | A) or following each unique action triplet (modal |
T), where the conditional frequencies are computed on the pretraining exploration trajectories. Our
upper bound is an end-to-end baseline of the same architecture as the other experiments except all
modules are trained from random weights.

3 Results

ObjectNav 3-step accuracy LeaveAndReturn 3-step accuracy

Figure 2: Evaluation of the pretrained representations on OBJECTNAV and LEAVEANDRETURN.
Each bar shows the best performance among three seeds.

Figure 2 shows our preliminary set of multi-step evaluations on different pretrained representations.
Although all pretrained representations were more effective than simple statistical baselines, the ones
that were pretrained on single-step action objectives were consistently better than other common
auxiliary losses. To our surprise, even though inverse dynamics and sampling random future frames
as goals were sometimes useful for one of the tasks, the pretrained representations from simple
imitation learning resulted in the most effective representation transfer to both evaluation tasks. We
note that this resulted from imitating pretraining trajectories that are quite different from downstream
tasks (exploration v.s. goal-directed shortest path navigation). These results suggest that imitation
learning paired with high-quality pretraining data is an extremely strong baseline, outperforming
other, more complex, pretraining objectives with the same data – importantly, if we do not have
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high-quality exploration trajectories, imitation would necessarily become much less effective. In the
extreme case, we would not expect IL to perform any meaningful representation learning if used with
random trajectories whereas other objectives may still result in some learning. A comparative study
with random trajectories is left as future work.

A natural question is whether the other more complex action-based pretraining objectives (namely
SimpleInvDyn, HindsightFutureObs, and HindsightFutureTraj) were at all effective. We show that
hindsight-based approaches and inverse dynamics indeed led to much higher accuracy rates than
imitation on pretraining trajectories (Table 1). This could imply that, when used as auxiliary objectives
in online learning, hindsight-based approaches can potentially still serve as effective learning signals.

Table 1: Single-step action prediction accuracy on heldout pretraining trajectories for imitation,
inverse dynamics, and hindsight-based objectives.

Loss Imitation SimpleInvDyn HindsightFutureObs HindsightFutureTraj

Acc 0.756 0.867 0.824 0.894

In addition, we found that auxiliary loss variants generate better representations compared to their
original formulations across the board (Table 2). In all paired experiments, representations pretrained
with the loss variants led to equal or better downstream 3-step accuracy. For both inverse dynamics and
forward dynamics, we found that directly training with the current belief led to better generalization.
The softmax multi-class variant of CPC|A also consistently generalizes better than CPC|A with binary
classification. For temporal distance estimation, we observed that the element-wise multiplication and
an additional non-linear layer before scalar distance prediction (as in the SimpleTempDist variant)
were key to allowing overfitting on a small training dataset. Although the resulting representations
did not generalize better than TempDist on OBJECTNAV, its generalization on LEAVEANDRETURN
was better than TempDist by a large margin.

Table 2: Comparing representation transfer of auxiliary loss variants on 3-step imitation.

Pretrain Trajectories Downstream Task Loss Acc Loss Variant Acc

ExporeHouse LeaveAndReturn TempDist 0.458 SimpleTempDist 0.553
ExporeHouse ObjectNav TempDist 0.518 SimpleTempDist 0.516
ExporeHouse ObjectNav InvDyn 0.558 SimpleInvDyn 0.601
ExporeHouse ObjectNav FwdDyn 0.488 SimpleFwdDyn 0.532
ObjectNav ObjectNav CPC|A-4 0.515 CPC|A-softmax-4 0.551
ObjectNav ObjectNav CPC|A-8 0.516 CPC|A-softmax-8 0.538

4 Conclusions and Future Work

Our initial results indicate that imitation learning can serve as a surprisingly strong baseline for this
experimental pipeline and outperform the set of common auxiliary and hindsight-based losses we
examined. While the search for useful pretraining objectives remains a crucial direction, these results
suggest that the curation of high-quality embodied trajectories that contain interesting behavior may
be equally important to help shape useful representations that can generalize to downstream tasks.
However, it is possible that imitation performance is not entirely aligned with embodied performance.
As we have only experimented with imitation learning as the evaluation setting so far, we suspect that
these preliminary conclusions could change if these pretrained representations are evaluated in online
policy learning settings. This is an important next step for future work.

Although we only experimented with CLIP as the visual backbone, our two-stage evaluation pipeline
provides a controlled setting for comparing the pretraining objectives, and it can easily integrate with
other visual backbones. We hypothesize that the relative advantages of these pretraining objectives
would hold across different general-purpose visual representations as the observation input, for
example, using R3M instead of CLIP as the visual backbone. Relatedly, as both of our tasks
are navigation-based, we are looking to expand the tasks we consider in evaluation, for example,
evaluating manipulation-based tasks or established benchmarks (e.g. Majumdar et al. [2023]). To
this end, it is also crucial to consider what metrics would best capture how these representations can
support embodied planning. Our work makes a small step in this direction, focusing on three-step
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evaluation. Other metrics, such as a low-data regime, may be needed to gain a holistic view of what
representations are considered more effective.
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