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Abstract

Historical handwritten documents represent a valuable source of information about
the language, culture, and society of earlier periods. In the context of global-
ized scholarship, the development of automatic handwriting recognition tools for a
wide range of languages has become increasingly important to ensure broader ac-
cessibility to the cultural heritage of different nations. Pre-revolutionary Russian
presents a particular challenge for such systems due to its significant orthographic
differences from the modern language. This work introduces a universal tool for
recognizing handwritten documents written in pre-revolutionary Russian orthog-
raphy, dated from the 19" century to the early 20" century. We present a two-
stage handwritten text recognition (HTR) system combining YOLOv8-based line
segmentation with TrOCR, a transformer architecture pre-trained on Russian-
language data. The system is performed on a manually annotated corpus of 38, 501
lines across three document types: Gubernatorial Reports (31, 083 lines), Statu-
tory Charters (5, 868 lines), and Personal Diaries (1, 550 lines), split into training,
validation, and test sets. Our approach achieves a character error rate (CER) of
8.5% and a word error rate (WER) of 29.1% overall, with performance varying
by document type - ranging from 4.8% CER on formal administrative documents
to 19.0% CER on informal personal writings. The transformer-based architecture
demonstrates a 53.8% improvement over traditional CNN-RNN baselines (from
18.4% to 8.5%)), providing a practical tool for large-scale digitization of historical
Russian archives. Demo: Interactive demo.

1 Introduction

Historical documents play a crucial role in preserving cultural heritage and providing the scholarly
community with direct access to primary sources. These materials offer unique insights into the
linguistic, cultural, and societal dynamics of earlier periods and serve as empirical foundations for
studying long-term macroeconomic and political developments.

Despite their importance, the automated processing of such documents remains a substantial chal-
lenge - particularly in the case of low-resource languages. Modern optical character recognition
(OCR) systems, typically powered by machine learning techniques (Garrido-Munoz et all, 2025b;
Romein et all, 2025; Zhu et all, 2025), require large volumes of annotated training data. This cre-
ates a fundamental obstacle for historical languages or scripts with limited digital resources, where
labeled corpora are scarce or altogether absent.

A notable case of this challenge is the recognition of handwritten Russian documents from the Rus-
sian Empire period, spanning from the 17" century until the orthographic reform of 1918 (Council
of People’s Commissars of the RSFSR|, [1918b). Unlike many Western European languages - whose
orthographic systems remained relatively stable - Russian orthography underwent radical changes
following the 1917 revolution. The 1918 reform eliminated several letters and altered spelling rules,
creating a substantial divergence between pre- and post-reform Russian texts.

By contrast, English orthography began stabilizing in the 18" century, especially after the publica-
tion of Samuel Johnson’s dictionary in 1755 (Johnson, [1755), which contributed to enduring spelling
conventions. As a result, modern OCR systems can recognize 18"-century English texts with min-
imal adaptation (Edwards IIl, 2007; Garrido-Munoz et all, 20254). The situation with Russian is
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markedly different: the substantial orthographic transformation renders pre-reform Russian nearly a
distinct variant from the perspective of automated language processing.

Our novelty lies in addressing a critical, previously unsolved gap rather than architectural innovation.
Pre-revolutionary Russian (19th—early 20th century) represents a genuinely low-resource domain
with no prior HTR systems or comprehensive datasets. Unlike English (stable since 18th century),
Russian underwent radical 1918 orthographic reform eliminating obsolete characters (b, o, v, i) and
spelling conventions, preventing direct application of modern Russian HTR models.

According to recent estimates (Degtareva, 2022), only about 5% of archival Russian documents
requiring digitization have been converted into digital form. This severely limits scholarly access to
these materials and justifies classifying pre-reform Russian as a low-resource language in the context
of modern text processing technologies.

Existing solutions for historical Russian OCR are typically narrow in scope. For example, the system
designed for early 18™-century Petrine-era cursive targets a highly specific domain (Potanin et all,
2021)), while the project focused on A.S. Pushkin’s manuscripts is limited to a single individual’s
handwriting style (Kokorin et all, 2025). Although effective in their respective contexts, such tools
are not generalizable to a broader range of documents due to the specificity of their training data and
temporal focus.

To address this gap, we present the first universal tool for handwritten text recognition (HTR) in
historical Russian documents from the Russian Empire period (19th—early 20th centuries), capable
of handling diverse handwriting styles and document types within this era.

Our approach makes three key contributions:

First, we develop a novel two-stage architecture for low-resource handwritten text recognition
(Russian), combining YOLOv8-based layout analysis for line segmentation ([Yaseen, 2024) with a
specialized TrOCR transformer architecture (Li et al., 2023) for text recognition.

Second, we curate and manually annotate the largest dataset of pre-reform Russian manuscripts
to date, comprising 38,501 lines spanning diverse handwriting styles from the late 19th to early
20th centuries. This represents the first comprehensive dataset of its kind for this historical period
and writing system.

Third, our system demonstrates state-of-the-art performance with a character error rate (CER)
of 8.5% and word error rate (WER) of 29.1% on held-out test data, substantially outperforming all
existing methods in this domain.

These contributions enable, for the first time, large-scale automated digitization of historical Russian
archives, opening new possibilities for digital humanities research and cultural heritage preservation.

2 Related Works

2.1 HTR for Historical Documents

Recent surveys Garrido-Munoz et all (20251) document the shift from CNN-RNN to transformer
and LMM architectures, though complex layouts and rare scripts remain challenging. Benchmarks
Romein et al! (2025); Ghaboura et al! (2025) confirm state-of-the-art performance: Humphries et al.
(2025); Kim et al) (2025) achieve CER below 6 % on 18th-19th-century Western manuscripts. Self-
supervised pre-training (Penarrubia et al!, 2025) and post-OCR correction (Beshirov et all, 2025)
further improve results, yet accuracy degrades on severely degraded or non-Latin material.

2.2 HTR for Pre-Revolutionary Russian Orthography

Pre-1918 Russian employed four now-obsolete letters and mandated the hard sign at word-final po-
sition, producing an alphabetic gap that prevents direct transfer of modern Russian HTR models.
Limited prior work addresses only narrow subsets: Potanin et al. (2021]) developed Digital Peter (9k
lines, early-18th-century Petrine cursive) showing CRNN baselines incur triple the error on Latin
datasets; Kokorin et al} (2025) focused on single-author Chronicle of Pushkin via hybrid OCR-plus-
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rule pipeline requiring heavy manual post-editing. Neither exploits recent transformer or LMM
advances.

Direct comparison with state-of-the-art models (LLMs, commercial OCR, DAN (Constum et al.,
2024; Coquenet, 2025)) is methodologically invalid: modern systems lack obsolete Cyrillic char-
acters (b, o, v, i); DAN requires page-level annotation for Latin scripts vs. our line-level archival
workflow; cross-period evaluation (Digital Peter’s 18th vs. our 19th-20th century corpus) would
confound results due to 150-year paleographic gap. We compare architectures trained on our corpus
- the only valid approach given domain-specific constraints.

Data scarcity and orthographic divergence remain principal bottlenecks. Our system is the first gen-
eralizable approach across multiple 19th—20th century document types, enabling access to approxi-
mately 95% of undigitized Russian archival materials (Degtareva, 2022).

3 Corpus Description

The source material for this study comprises high-resolution color scans - digital facsimiles of hand-
written documents preserved in the State Historical Archive of the Russian Federation (Russian State
Historical Archive, 2024) and the Presidential Library (Presidential Library named after B.N. Yeltsin,
2024).

The corpus is characterized by a high degree of heterogeneity across multiple dimensions. From a
palaeographic perspective, it features a wide range of handwriting styles and graphical conventions.
Linguistically, the documents contain archaic morphological forms and diachronic orthographic vari-
ation. The physical condition of the sources varies considerably, resulting in uneven image quality.
Thematically, the dataset spans a broad spectrum of genres, including private correspondence, di-
ary entries, legal documents, and official reports. Structural layouts range from continuous prose
to decorated headings and formal symbolic elements. These combined factors define a corpus of
significant historical value and substantial computational complexity.

With 38,501 annotated lines across three document types, this represents the largest annotated cor-
pus for pre-revolutionary Russian to date, featuring multi-scribe coverage spanning reports from
more than 20 provinces of the Russian Empire. We are finalizing licensing with archival institu-
tions. Immediate access is available to specialists upon request for non-commercial research via our
Anonymous access request form.

3.1 Dataset Composition

The corpus (38,501 lines) is organized into three distinct datasets, each reflecting a different type of
historical document (see Fig. [I}):

* Gubernatorial Reports (19™-early 20" centuries) — 37,083 lines. These are official re-
ports submitted by provincial administrations to the central government of the Russian Em-
pire between 1804 and 1914. The content includes statistical tables, descriptive narratives,
and incident records from various provinces (Razdorskii, 2011)). The general records in-
clude text describing the economic and social situation of the province, as well as appendices
in the form of dozens of tables with data on population dynamics, crop yields, industrial ac-
tivity, education, etc. The documents exhibit a uniform clerical font, standardized terminol-
ogy, and well-structured tabular formatting, but the number and structure of tables may have
changed over time. Our sample includes reports from more than 20 provinces of the Rus-
sian Empire with different climatic and economic characteristics (including Arkhangelsk,
Astrakhan, Moscow and Tobolsk).

+ Statutory Charters (19th century) — 5,868 lines. Statutory documents (charters) (19
century) — 5868 lines . These legal documents were prescribed by the Emancipation Man-
ifesto of 1861 and record the transition of peasants from serfdom to a free state. Typically
featuring hybrid layouts with handwritten clauses and printed inserts, they detail financial
obligations, party lists, and administrative endorsements (Sofronenko, [1954). The stylistic
formality and juridical lexicon reflect their legislative function.

* Konstantin P. Pobedonostsev Personal Papers Collection (Diaries) (19th—20th cen-
turies) — 7,550 lines. A collection of private reflections by the statesman and legal scholar
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Figure 1: Example manuscript pages from the three datasets used in this study: Gubernatorial Re-
ports (left), Personal Diaries of Konstantin P. Pobedonostsev (center), and Statutory Charters (right).
The examples illustrate the diversity of handwriting styles, document structure, and historical orthog-
raphy encountered across different sources.

who oversaw educational and ecclesiastical reforms. The texts offer insights into every-
day life, courtly affairs, and personal impressions. Written in a freeform style, they exhibit
emotional interjections, nonstandard constructions, orthographic irregularities, and exten-
sive manual corrections.

While the first two datasets reflect official documentation in polished chancery handwriting, the third
represents informal, idiosyncratic entries marked by irregular lineation, overwrites, and expressive
variation. The complete dataset is currently being prepared for public release to support future re-
search in historical document digitization.

3.2 Linguistic Specificity and Representativeness

All three datasets belong to a highly specific linguistic class characterized by pre-reform Russian
orthography, archaisms, and palaeographic idiosyncrasies. These factors impose additional demands
on HTR systems and necessitate domain expertise during annotation (see Appendix [A).

The corpus includes both formal administrative genres and spontaneous private writing, thus captur-
ing a broad spectrum of textual production practices in Imperial Russia. Despite being geographi-
cally limited to archival collections, the documents span a representative array of Eastern European
written forms from the 19% to early 20" centuries. Stylistic and graphic features include syntactic
complexity, orthographic variability, nonstandard abbreviations, and a wide range of handwriting -
from chancery calligraphy to diary informality.

In total, over 38,000 lines were transcribed by domain experts, including historians trained in Old
Church Slavonic and pre-revolutionary Russian script. This expert-driven annotation is critical given
the rare and often ambiguous glyphs present in the sources.

3.3 Annotation Format and Procedure

The dataset partitioning follows standard machine learning practices with training, validation, and
test splits designed to ensure robust model evaluation:

Gubernatorial Reports (19th-early 20th centuries) — 31,083 lines:
* Train: 28,671 lines (92.2%)

* Validation: 1,191 lines (3.8%)
 Test: 1,221 lines (3.9%)
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Statutory Charters (19th century) — 5,868 lines:

* Train: 4,441 lines (75.7%)
* Validation: 662 lines (11.3%)
* Test: 765 lines (13.0%)

Konstantin P. Pobedonostsev Personal Papers Collection (Diaries) (19th-20th centuries) — 1,550
lines:

* Train: 960 lines (61.9%)
* Validation: 264 lines (17.0%)
 Test: 326 lines (21.0%)

The training sets were used for model parameter optimization, validation sets for hyperparameter
tuning and early stopping criteria, and test sets for final performance evaluation. The varying split
ratios reflect the different dataset sizes, with smaller collections allocated proportionally larger val-
idation and test portions to ensure statistically meaningful evaluation metrics.

The annotation process was conducted using the LabelStudio (Heartex, 2020) platform and followed
a two-stage pipeline: (1) line localization and (2) content transcription.

Stage 1: Line Localization. Two complementary techniques were employed depending on the
structural complexity of the source material:

* Bounding-box detection was applied to documents with regular layouts and well-separated
lines, specifically the Gubernatorial Reports and Statutory Charters. Each text line was
enclosed in an axis-aligned rectangle.

* Segmentation masks were used for the Personal Diaries, which often featured overlap-
ping, skewed, or irregularly spaced lines. This approach enabled finer-grained delineation
of visually entangled handwriting.

Stage 2: Line Transcription. Each localized line - regardless of whether it was detected via bound-
ing box or segmentation - was manually transcribed by expert annotators. The final annotated unit
thus consists of a paired representation: a cropped image of the handwritten line and its correspond-
ing textual content in UTF-8 format.

4 Architecture of the Recognition System

Our system adopts a two-stage architecture comprising YOLOv8-based line segmentation (Yaseen,
2024) and TrOCR transformer-based text recognition (Li et al., 2023), trained on three manually an-
notated datasets of late 19™ to early 20" century manuscripts (totaling 38,501 lines). The complete
pipeline implements a four-stage process: image preprocessing, text line localization, optical char-
acter recognition, and postprocessing This modular design ensures high accuracy under challenging
paleographic conditions.

4.1 Image Preprocessing

Each image undergoes a series of enhancement operations to optimize the quality of the input prior
to recognition. The preprocessing stage includes:

* noise suppression to remove background artifacts;
 contrast enhancement to improve text-to-background visibility.

Empirical evaluations confirm consistent accuracy gains across all tested architectures. While mod-
ern HTR models may be less sensitive to preprocessing on high-quality contemporary documents,
our degraded historical manuscripts-exhibiting ink deterioration, paper discoloration, and variable
contrast-demonstrably benefit from these enhancement operations. Preprocessing is therefore ap-
plied both during model training and inference.
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4.2 Text Line Localization

A modified YOLOVS ([Yaseen, 2024) performs joint detection-and-segmentation for localizing hand-
written lines, enabling precise identification of overlapping or distorted text. Trained on challeng-
ing configurations (overlapping, slanted, curved lines), YOLOvVS employs mask-based cropping
for complex layouts: an axis-aligned bounding box is extracted with pixels outside the segmen-
tation mask set to neutral background, preserving original geometry without explicit warping. Se-
lected after benchmarking against alternative solutions (Tesseract OCR, EasyOCR, Craft Text Detec-
tor) that proved unreliable on degraded manuscripts, YOLOv8 achieves high localization accuracy
(mAP = 0.98) on the validation set.

4.3 Text Recognition

Following localization, cropped line images are passed to the OCR component. We evaluate
five architectures: three traditional baselines (VGG-CTC (Simonyan & Zisserman, 2015; Graves
et al., 2006), CRNN(Shi et al., 2015), ResNet-BiLSTM-CTC(Shonenkov et al), 2021f)) and two
transformer-based models (TrOCR, TrOCRyy.) (Li et al., 2021)). Among these, TrOCR. consis-
tently delivered the highest accuracy and was selected for the final pipeline due to its robust handling
of non-horizontal text through grid-like feature maps (detailed evaluation in Section b.1l).

Among these, TrOCR,. consistently delivered the highest character-level accuracy and was selected
for downstream integration. The transformer architecture’s grid-like feature maps enable robust
decoding of non-horizontal text. Through exposure to diverse line geometries during fine-tuning-
including slanted, curved, and irregular alignments prevalent in Personal Diaries: TrOCRpre learns
to decode text along varied spatial trajectories without requiring explicit line straightening.

4.4 Postprocessing
To improve transcription quality, two postprocessing strategies were evaluated:

1. Dictionary-based correction:

* alexicon was constructed from the training corpus;
* Levenshtein-distance matching was used to suggest corrections;
» improvements were observed only on subsets with initially low accuracy, showing
limited overall benefit.
2. LLM-assisted correction:

* the model received the erroneous OCR output and reference context;
» an LLM generated a corrected version based on semantic coherence;
* performance consistently degraded due to inappropriate historical substitutions:

modern LLMs lack training data in pre-reform orthography; their tokenizers and cor-
pora do not contain obsolete characters (b, o, v, i) or archaic spelling conventions,
leading to undesirable modernization of historical text. Integrated language modeling
with historical Russian corpora represents a promising direction for future work.

5 Training and Inference Procedure

5.1 Training Pipeline
The training process followed a sequential pipeline composed of the following stages:
1. Image preprocessing: All images were enhanced using the standard preprocessing routine
described in Section P prior to any downstream training.

2. Data partitioning: The dataset was split into three subsets - train, validation, and test - at
the document level. Pages originating from the same source document were never assigned
to multiple subsets, thereby preventing content leakage.
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3. Detector and segmenter training: The YOLOvVS architecture was trained on annotated
data using both bounding-box and segmentation-mask formats. This dual-format annotation
enabled the model to generalize across both well-structured and visually entangled layouts.

4. Text recognition training:

» Line images were extracted from the localized regions.

» Each cropped line was paired with its corresponding transcription and used to train
OCR models, as detailed in Section B.3.

5. Postprocessing optimization: For each postprocessing strategy, hyperparameters were
tuned to maximize evaluation metrics on the validation set. This included thresholding
for dictionary-based correction and alignment strategies for candidate selection.

5.2 Inference Workflow

During inference, the system operates as a unified pipeline:

1. Each input page is passed through the image preprocessing module.

2. YOLOVS performs line localization using either bounding boxes or segmentation masks,
depending on the document type.

3. Localized line images are processed by the chosen OCR model (e.g., TrOCR).

4. Optional postprocessing is applied to refine the textual output.

5.3 Model Adaptation and Fine-Tuning

To tailor the recognition pipeline to the characteristics of pre-revolutionary Russian manuscripts,
both detection and recognition components were adapted:

* YOLOVS was fine-tuned on historical documents annotated to capture the specificities of
early Cyrillic script, including characters with diacritical marks and obsolete graphemes.

* TrOCRy,. was initialized from pretrained weights and further fine-tuned on the task-
specific corpus. The adaptation included additional exposure to synthetic Russian strings.

6 Experiments and Evaluation

6.1 Comparison of HTR Architectures

To evaluate handwriting recognition performance, we conducted experiments with five model archi-
tectures:

1. VGG-CTC: a CNN architecture with CTC decoding (based on PyLaia);

2. CRNN: a hybrid model combining CNN and RNN layers with a CTC decoder (adapted
from wronnyhuang/htr);

3. ResNet-BiLSTM-CTC: deep convolutional layers followed by bidirectional LSTMs (from
the indic-htr project);

4. TrOCR: a transformer-based model with a Vision Transformer encoder, pre-trained on En-
glish handwriting corpora;

5. TrOCRy,.: the same architecture as TrOCR, further pre-trained on synthetic Russian lines
and fine-tuned on real handwritten Russian and Kazakh data.

We do not include general-purpose OCR engines as recognition baselines. Their default Russian
models target modern orthography and printed text and lack coverage of obsolete graphemes; with-
out retraining or custom alphabets they produce inconsistent or modernized outputs on pre-reform
handwriting, making results non-comparable. We therefore report only HTR architectures trained
on our corpus; off-the-shelf OCR was used, if at all, only for line-detection sanity checks.
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The experimental results, summarized in Table [Il, demonstrate a clear advantage of transformer-based
models. The best overall performance was achieved by the YOLOV8 + TrOCR,. configuration,
reaching a CER of 8.5% across the full corpus. More granular metrics per document type are pre-
sented in Table B, where the same configuration achieved a CER of 4.8% on the Gubernatorial
Reports subset. Examples of system usage can be found in Appendix Bl

6.2 Component-wise Evaluation
6.2.1 Image Preprocessing

In ablations, image preprocessing improved both line localization and transcription accuracy. Be-
cause filtering operations (noise suppression, contrast enhancement) yielded consistent gains on the
validation set, we include them in the final pipeline.

6.2.2 Line Detection and Segmentation

We compared our detection module against standard tools (Tesseract OCR, EasyOCR, CraftTextDe-
tector). These baseline tools proved unstable when applied to historical manuscripts. In contrast,
the fine-tuned YOLOv8 model unified detection and segmentation stages and achieved high local-
ization accuracy (mean average precision = 0.98). Additional evaluation on the test set confirms
YOLOV8’s robustness, with mean IoU of 97.2%, indicating precise line boundary delineation even
in challenging layouts.

Cross-archive out-of-distribution evaluation is currently impossible: this represents the first publicly
annotated dataset for pre-revolutionary Russian from this historical period. However, we demon-
strate multi-scribe generalization capability on the Gubernatorial Reports subset, which contains
documents from more than 20 provinces of the Russian Empire, each written by different scribes
with varying handwriting styles. We are actively collaborating with archival institutions to create
annotated manuscripts from other archives, which will enable rigorous cross-archive benchmarks in
future work.

To isolate the contribution of each pipeline component, we conducted experiments using manually
annotated ground-truth bounding boxes and segmentation masks. Under these ideal localization
conditions, TrOCRpre achieved 7.2% CER compared to 8.5% CER in the full end-to-end pipeline,
yielding a segmentation-to-recognition error gap of only 1.3 percentage points. This indicates that
while line detection errors do propagate to the final output, the recognition architecture remains the
dominant factor in overall performance.

Furthermore, TrOCRpre demonstrates robustness to non-horizontal text geometries without requir-
ing explicit line straightening or geometric warping. Through exposure to diverse line orientations
during fine-tuning-including slanted, curved, and irregular alignments prevalent in the Personal Di-
aries subset-the model learns to decode text along varied spatial trajectories. The achievement of
19.0% CER on the most challenging Personal Diaries corpus, despite its extreme geometric irregu-
larity, empirically validates this geometric robustness.

6.2.3 Postprocessing
Postprocessing experiments yielded the following observations:

* Dictionary-based correction helped in cases with low initial recognition quality but slightly
degraded performance when the base output was already accurate.

* Integration of large language models (LLMs) in the current setup led to distortion of the
original historical content and requires further investigation.

6.3 Final Results

The final CER and WER metrics reflect the cumulative error of the two-stage pipeline: line local-
ization and text recognition. As shown in Table , the YOLOV8 + TrOCR,. system achieved:

* CER =8.5% and WER = 29.1% across the full corpus test-subset (2,312 lines), as detailed
in Table [I,
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* CER =4.8% and WER = 21.5% on the Gubernatorial Reports test-subset (1,221 lines), as
detailed in Table [.

To evaluate the recognition stage independently from detection quality, we conducted additional
experiments using manually annotated bounding boxes and segmentation masks. Under these ideal
conditions, TrOCRy,, achieved a CER of 7.2% and WER of 24.0%, highlighting the architecture’s
strong potential when accurate localization is provided.

Table 1: Overall CER and WER on the full corpus test-subset (2,312 samples)

Model CER (%) | WER (%)
VGG-CTC 184 503
CRNN 12.8 39.8
ResNet-BiLSTM-CTC 9.8 32.2
YOLOVS + TrOCR 9.3 30.2
YOLOVS + TrOCR e 8.5 29.1

Table 2: CER and WER across individual test-subsets: Gubernatorial Reports, Statutory Charters,
and Personal Diaries

Model Gubernatorial Reports | Statutory Charters | Personal Diaries
CER WER CER WER CER WER
VGG-CTC 10.4 36.2 20.2 544 28.8 72.4
CRNN 7.9 30.1 13.1 423 24.5 63.2
ResNet-BiLSTM-CTC | 5.5 24.1 11.2 33.7 20.5 54.2
YOLOv8 + TrOCR 5.2 23.5 10.5 32.6 20.1 53.5
YOLOvV8 + TrOCR e 4.8 21.5 9.4 30.8 19.0 50.0

7 Results and Discussion

Our evaluation on 2,312 test samples shows that transformer-based models consistently outperform
traditional CNN-RNN architectures for historical Russian HTR. The YOLOv8 + TrOCR., config-
uration achieved the lowest error rates (CER: 8.5%, WER: 29.1%), representing a 53.8% reduction
in CER compared to the VGG-CTC baseline (18.4% CER) as shown in Table [l.

While a WER of 29.1% overall (50% on diaries) indicates that manual correction remains neces-
sary, this represents meaningful progress for an extremely challenging domain. Importantly, error
analysis reveals that many mistakes affect functional words or minor orthographic variants while
preserving key entities and overall semantic structure. This characteristic significantly reduces the
amount of meaningful human correction needed compared to the baseline errors produced by tradi-
tional architectures, making the output practically useful for search, reading, and further scholarly
analysis.

The performance hierarchy follows a clear pattern: VGG-CTC < CRNN < ResNet-BiLSTM-CTC
< TrOCR < TrOCRpy., with each architectural advancement yielding measurable improvements.
Notably, language-specific pretraining (TrOCR,. vs. TrOCR) provides consistent gains across all
document types, with improvements of 0.4-1.1% CER as evidenced in Table .

7.1 Document Type Impact on Recognition Accuracy

Recognition performance varies systematically across document types, correlating with their struc-
tural and linguistic characteristics (Table Jl). Gubernatorial Reports achieve the highest accuracy
(4.8% CER, 21.5% WER), followed by Statutory Charters (9.4% CER, 30.8% WER), and Personal
Diaries (19.0% CER, 50.0% WER) using the best-performing configuration.

Performance correlates strongly with writing formality: 4.8% CER on formal administrative reports
versus 19.0% CER on informal personal diaries. This fourfold accuracy gap reflects not only the
inherent task difficulty posed by irregular handwriting styles but is also compounded by severe data
scarcity: Personal Diaries comprise only 960 training samples compared to 28,671 samples for Gu-
bernatorial Reports. The CER-to-WER ratio also differs by type: 1:4.5 for formal documents vs.
1:2.6 for personal diaries-consistent with shorter word lengths and greater lexical diversity in infor-
mal writing.
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7.2 Training Data Requirements

Dataset size directly impacts model performance, particularly for complex document types. Per-
sonal Diaries, with only 960 training samples, show the highest error rates (19.0% CER) despite
representing the most challenging recognition task. In contrast, Gubernatorial Reports with 28,671
training samples achieve optimal performance (4.8% CER). This performance gap reflects the inher-
ent scarcity of preserved informal historical manuscripts from the Russian Empire period rather than
methodological limitations in dataset construction, as data scarcity compounds the inherent difficulty
of irregular handwriting styles.

7.3 Component Contribution Analysis

Ablation studies reveal that accurate line localization is critical for overall system performance.
When evaluated with manually annotated bounding boxes, TrOCR,. achieves 7.2% CER compared
to 8.5% CER in the full pipeline, indicating that detection errors contribute 1.3 percentage points to
the total error rate. On the validation set, the YOLOv8 model attains mAP = 0.98, indicating high
detection performance on this corpus.

Image preprocessing provides consistent improvements across all architectures, while postprocess-
ing methods show mixed results. Dictionary-based correction helps only when base accuracy is low,
and LLM-based correction degrades performance due to inappropriate historical text modifications.

This analysis establishes quantitative baselines for historical Russian HTR and shows that trans-
former architectures with language-specific pretraining achieve the lowest CER/WER among the
evaluated models.

8 Conclusion

This study demonstrates that modern computer vision and natural language processing techniques
can be successfully adapted for handwritten text recognition (HTR) in historical documents of vary-
ing types. We acknowledge using established components (YOLOvVS + TrOCRpre). However, the
contribution lies in the successful adaptation and comprehensive evaluation of these architectures for
this unique domain-pre-revolutionary Russian manuscripts from the 19th to early 20th centuries. Our
system demonstrates a 53.8% CER improvement over traditional CNN-RNN baselines (from 18.4%
to 8.5%), establishing the first viable automated processing pipeline for this previously inaccessible
historical corpus.

The best results were obtained using transformer-based architectures, particularly when combined
with language-specific pretraining and accurate line localization.

Recognition quality varied with the typology of the historical material. Official documents written
in calligraphic script achieved high accuracy (CER as low as 4.8%, WER 21.5%), whereas Personal
Diaries with individual handwriting styles were more challenging (CER up to 19%, WER 50.0%).
These findings highlight the need for a differentiated processing approach tailored to document type,
as well as the importance of constructing representative and typologically diverse training corpora.

The resulting system achieves a character error rate (CER) of 8.5% and a word error rate (WER) of
29.1% on a held-out test set, consistently outperforming other approaches across all three document
types (Gubernatorial Reports, Statutory Charters, and Personal Papers) in this domain and enabling
large-scale digitization of historical Russian archives.

The results establish a solid foundation for advancing automated processing of historical archival
materials. Furthermore, they open new opportunities for digital humanities research by enabling
scalable access to large volumes of previously unstructured handwritten sources.
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A Orthographic Differences in Pre- and Post-Reform Russian

The 1918 Russian orthography reform was a pivotal event that fundamentally reshaped written Rus-
sian, creating distinct visual and linguistic characteristics between pre-reform (prior to 1918) and
post-reform (after 1918) texts (Council of People’s Commissars of the RSFSR), 19184; Kuznetsov;
Kharitonova; Shapovalova). These changes are crucial for understanding the challenges in historical
Handwritten Text Recognition (HTR). Key Differences:

1. Elimination of Obsolete Letters: Four letters, primarily serving etymological rather than
phonetic purposes, were removed from the alphabet:

* } (Yat): Replaced by E. Its usage often required memorization as its pronunciation had
largely merged with "E’.

+ i (Decimal I): Replaced by 1. Used before vowels, the hard sign, and the letter i (e.g.,
UCTOPis).

* o (Fita): Replaced by @. Primarily used in words of Greek origin (e.g., eearps).

* v (Izhitsa): Replaced by U or B. Used very rarely, mainly in certain Greek borrowings
(e.g., MvpO).

2. Abolition of the Hard Sign (b) at the End of Words: Prior to the reform, the hard sign
b was obligatorily written at the end of every word ending in a hard consonant, with no
phonetic value (e.g., noms, Topoxs). The reform eliminated this practice, retaining b only
as a separator between a prefix and a root (e.g., 00bsacHUTH, TOxBEM). This significantly
altered the visual density and appearance of texts.

3. Simplification of Prefix Spelling: Rules for prefixes ending in -3/-C before voiced/voice-
less consonants were largely streamlined. For instance, prefixes like 6e3-, Bo3-, u3-, pas-
consistently ended in 3 before voiced consonants and vowels, and in C before voiceless
consonants. While these rules existed before, the reform clarified and solidified their appli-
cation.

4. Other Minor Changes: The reform also included adjustments to the spelling of compound
nouns, certain grammatical endings, and a general move towards phonetic principles over
etymological ones.

These fundamental changes resulted in distinct visual forms and vocabulary, making pre-reform
Russian texts a highly specialized domain for HTR. Models trained on modern Russian or other
languages without adaptation for these obsolete characters and spelling rules are largely ineffective,
underscoring the necessity and novelty of our dedicated approach.

B Recognition Results

Here we can look at examples of documents and their transcripts in text form.

Listing 1: Results of text recognition on Figure J

Huxkonaesckoit

XKenesHneit 1oporu, U3b IPOBSHCKAr0 HACAXKIICHSI M KyCTapHBIXb 3apocieil yaeabHO! JIECHOH
JIadH, TAKOE e TOYHO KOJIMYECTBO BEJIWYH JIEBITHAIATh OECATHHD, ThICSYA IIUPUCTA
caxenb (19-1300), 6e3b BrICOKaHSII IIIAaHBI KK JIECHON Marepuaie Ha oHoMb. O TOM, Te, TOIb
TaKOBOE peBepCTaHel MPOU3BECTH, 000JIee HOTO Ha BEIKOTHPOBKE Ch IUIAHIIETa, KOTOpast
60oMb ObITh TIepenana 8.7 MupoBomy [Tocpe Huky. Ho He3aBucuMoO cero, Ha ocHOBaHHi 49
CT. ynmoMstHyTaro I1ooxeHns, KpecThsIHE OTKPBISA M€l OTh HUXb YIaCTKH CTEHAHSIOTCS B
CBOEro noJsib30BaHuy 110 5 Mapra 1866 rona, 6e3b BCSKOH HOTO IUIATHL, & Bb T€ BPEMsI
JIOJDKHO OBITH MCIIONHEHO Bb HaType O3HaYeHHOE 3[I€Ch Pa3Bep CTBEHEI, 10 HA3HAYCHHBIMb
JI0 coryacsi Kpe CThsIHB Hapu3KaMb. [locie cero ccaxe mpezen He IOKEeI0Kb, TO CMOTPE H3b
Y4YacTKH COXPaHUTh Bb CBOEMb I10JIb30BAaHUI, HA HE MHO HE, KaKb 110 0COO0MY T0OPOBOJIEHOM
TOTO JIOPY Cb yIeIbHBIMB CONIaTCTBOMB, BOBCSIKAMH JKAIUXb OHBIS JOJDKHBI OTOMIEIN N3b
KpecTpsHCKaro BU3emnsi 1 MOCTYIIUTh

13



702
703
704
705
706
707
708
709
710
711
712
713
714
715
716
717
718
719
720
721
722
723
724
725
726
727
728
729
730
731
732
733
734
735
736
737
738
739
740
741
742
743
744
745
746
747
748
749
750
751
752
753
754
755

Under review as a conference paper at ICLR 2026

Figure 2: Document example.

Figure 3: Document example.
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Listing 2: Results of text recognition on Figure

Ilo
neneonoMy YmenbHbiMb CeMbCKUM MEPIIUKOMD [1aBioM BacuibeBbIMb HAYMCIACHUIO, HA MECTE,

0Ka3aJIOCh, YTO JIECHAr0, HATUMBIXb IPOCTPAHCTBD, Ma TEpHUAJa UMEETCS: JPOBD CIOBBIXb HA
CTO JBafIIaTH ICCST. ThHICSYa CTa IEBTHOCTO BOcMH KB. cax. (120-1198) ceHokoca TpuamaTh
4eThIpe Ky0. cax..34 K. 10. TI0 yTBEpKACHHOU ke JemapraMeHTOMb YAeI0Bb Ha MEPUOID
pyOku 1863 roga u HbIHE AEHCTBYIOIIUI TaKCe, YTO KOJIHYECTHO JICCHBIXh MATEPHAIIOBb, IO
[IeHE Ha MPOo/ia OHY OJIM3Karo pa3cTosHSI, MECTa. IPOBH CIOBBIXb TPUALATH YETHIPE KYO.
cecok. To 1 p. 20 kor. Ha cakeHb COPOKB Pyd. BoceMbaeciaTh konudeHs 40 p. 80 k. Oauny,
HA 3TOMb JICCHOM MaTepaibi, Mbl, KPECThsIHE O3HAYCHHOM JICPEBHU, COTTIACHBI U 00SI3yeM Csl
VIUIATUTH BB TIOJIB3Y yAeTa B IBa Toa, 0 YTBEPKACHUH YCTaBHOW IpaMo ThI, a sI YMaHeIlb,
OTh UMEHH YjIieTa, COTNIACEHh Ha TAKOBYIO YCTYTKY UMb OHAro. YCIOBHE 3TO MPUOOIIUTH Kb
yCTaB HOU rpaMoTe Ha MOMSHYTYI0 nepeBHI0 Ha noxnuuHomsb HanucaHo: Kb cemy

ttfeririae ,y,,wmmmWw/;/%‘ﬂmwmrw
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S pigpecsas s pesiiitaiotisis €€ cceien s
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Figure 4: Document example.

Listing 3: Results of text recognition on Figure

IIEHHOTO
kpectbaHuHa KopueBckaro Yesna, nepesan Tpelimuxu Crenana AHapeeBa MPOKUBAIOIIETO Bb

cemb Enb 11axe YeraBaas [pamoTa mpouu TaHa ObLIa OTH CIIOBA IO COJIOBBIXH HAUICKAITUMHE
MTOSICHEHSIMU1, BCEXH ITyHKTOBS TPAMOTHI KPECThSIHE HA KaKUXb BO3PaXKCHH1 HETIPEIbIBIIH,
Ha BCE CTaThH rPaMOTHI U3bSIBUJIM COTVIACEl U MOJIIKMCH €Ba M0 JCTBEP/IIIIH, & IIOTOMY
[TocTaHOBNICHO TPaMOTy Ha OCHOBAHHUH 99 CT. MOJOXKEHS1 O KPeCThsl HAXh BOJIBOPCHHBIX Ha
3emyix [ocymapess xb JIBoprioBrda v YIETHHBIXb CAUTATh OKOHYATE'h HO TOBEPEHHOIO U
COCTaBUTEIISAXb. U HA OCHOBaHHUI 99 CTaThU TOTO K€ TIOJIOKCHUS YTBEPAUTD TIOIIMH HBII
nonnucank: Konguaars Mu posaro Ilocpennuka Kpamopess.
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