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Abstract

This paper presents a method of passive non-line-of-
sight (NLOS) imaging using polarization cues. A key ob-
servation is that the oblique light has a different polarimet-
ric signal. It turns out this effect is due to the polariza-
tion axis rotation, a phenomena which can be used to bet-
ter condition the light transport matrix for non-line-of-sight
imaging. Our analysis and results show that the use of a
polarizer in front of the camera is not only a separate tech-
nique, but it can be seen as an enhancement technique for
more advanced forms of passive NLOS imaging. For ex-
ample, this paper shows that polarization can enhance pas-
sive NLOS imaging both with and without occluders. In all
tested cases, despite the light attenuation from polarization
optics, recovery of the occluded images is improved.

1. Introduction
Non-Line-of-Sight (NLOS) imaging is a very active re-

search topic in the field of computational imaging. The goal
is to visualize a scene that is hidden from the camera’s line
of sight, e.g., “looking around the corners”. Several prior
works have tackled this problem, using methods that range
from (a) time of flight imaging [40, 18, 26, 30, 25, 28, 37,
6, 14, 10, 41, 38, 29, 2]; (b) wave optics [21, 11, 10, 41];
(c) shadows [5, 36, 42, 3, 35]; and even (d) machine learn-
ing [34, 9, 8]. This paper takes a different tack, proposing
the use of polarization cues to re-examine the NLOS prob-
lem.

Of particular interest is passive NLOS imaging where
one is unable to control the probing illumination. Such
limited programmable control makes scene reconstruction
very challenging—existing passive NLOS methods [32] of-
fer blurry reconstructions, as compared to active NLOS.
This “blur” in existing passive NLOS methods can be math-
ematically linked to the scene’s light transport matrix. To
obtain better recovery, previous work aims to reduce the
condition number of the light transport matrix. This has
been done, for example, by placing a partial occluder in the
scene to create high-frequency shadows [32].

Our method is analogous to prior approaches in passive
NLOS, but we make a first attempt to use (linear) polariza-
tion cues to improve the conditioning of the light transport
matrix. Our method creates high-frequency variation in the
light transport matrix by, ideally placing the camera at the
Brewster angle of polarization. In this oblique angle, the
polarizer’s axis varies and changes the intensity depending
on the oblique angle. We refer this effect as effective an-
gle of polarizer. We show in the paper that this oblique
observation provably changes the conditioning of the light
transport matrix. Further, these benefits of polarization can
apply to multiple configurations for passive NLOS. For ex-
ample, polarization can be used to enhance occluder-based
passive NLOS or direct passive NLOS imaging.

In summary, we make the following contributions:

• We bring the polarizer’s effective angle theory to the
computer vision field. The polarizer’s axis depends on
both zenith and azimuth angle of the light ray, which
conveys rich angular information;

• We demonstrate that the polarization cues are able to
improve the conditioning of the light transport for pas-
sive NLOS imaging without scene modifications; and

• We demonstrate that the same polarization cues also
improve other passive NLOS approaches, including
those that use partial occluders.

Scope: While polarization is a fresh signal for use in
NLOS imaging, the quality of passive NLOS (after po-
larization enhancement) does not approach that of active
methods, which have been shown to obtain extremely high-
fidelity reconstructions. However, our polarization en-
hancement is fundamentally more general than the results
we present here. A future extension details how the pro-
posed technique could apply to active NLOS imaging, cov-
ered at the end of this paper as the appendix.

2. Related Work
In this section, we briefly review the related work re-

garding NLOS imaging. For a more comprehensive review
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