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ABSTRACT

Flow Matching provides a method to train Ordinary Differential Equation (ODE)-
based generative models and facilitates various probability path designs between
initial and target distributions. Among these designs, straight flows are particu-
larly interesting for reducing sampling steps. While some works have success-
fully straightened flows and achieved image generation in a few steps, they of-
ten suffer from cumulative errors or provide only piecewise or minibatch-level
straightness. We propose Adversarial Self Flow Matching (ASFM), which can
straighten flows and align the generated data distribution with the real data distri-
bution. ASFM consists of two complementary components. Online Self Training
straightens flows by constructing a conditional vector field using paired data, en-
abling one-step image generation during training. Adversarial Training aligns the
one-step generated data with real data, thereby reducing cumulative errors when
straightening flows. Experiments demonstrate that ASFM can build straight flows
across the entire time span between two complete distributions and achieve highly
competitive results across multiple datasets among Flow Matching-based meth-
ods. For instance, ASFM achieves 8.15 and 14.9 FID scores with NFE=6 on
CelebA-HQ (256) and AFHQ-Cat (256), respectively.

1 INTRODUCTION

Flow Matching (FM) provides a straightforward method for obtaining ODE-based generative mod-
els by directly regressing on the conditional vector field. Unlike Diffusion Models (DMs), which
constrain the probability path between distributions to follow a noise-adding and denoising process,
FM offers a much broader design space for probability path. This simplicity and flexibility have
attracted widespread attention across different fields, like image generation (Esser et al., 2024; Sun
et al., 2024), structural biology (Huguet et al., 2024; Nori & Jin, 2024), audio generation (Wang
et al., 2024) and optimal transport (Tong et al., 2023; Pooladian et al., 2023).

ODE-based generative models suffer from long sampling time. Although using more precise solvers
can generate high-quality data in fewer steps, the core issue lies in the high curvature of the flows
generated by the model (Lee et al., 2023). Given that FM offers a large design space for probability
paths, finding models within this space that can generate straight flows becomes the key to accel-
erating sampling in ODE-based generative models. Some recent works have already attempted to
straighten the flows. Liu et al. (2022) suggest using the Reflow method to reduce the intersections
of straight line paths, thereby straightening the sampling trajectories. However, since generated data
is used as the training set during the Reflow training process, an accumulation of errors becomes in-
evitable, causing the final generated data distribution to deviate from the real data distribution. The
methods proposed in Yan et al. (2024) and Yang et al. (2024) for straightening flows require seg-
menting the flow in the time dimension, resulting in piecewise straight flows. However, they do not
guarantee that the flow is straight over the entire time span. Both Tong et al. (2023) and Pooladian
et al. (2023) propose non-trivial pairing of noise and data samples within a minibatch during training
to straighten the flow. Nevertheless, these methods fail to achieve optimal pairing for data outside
the minibatch, making it impossible to construct straight flows between two complete distributions.

To enable the model to generate straight flows between two complete distributions over the entire
time span, while ensuring that the generated data does not deviate from the real data distribution,
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we propose Adversarial Self Flow Matching (ASFM), and summarize it in Figure 11. ASFM is
primarily divided into two components: Adversarial Training and Online Self Training. Adversarial
Training leverages the straight flow characteristic of ASFM to obtain the generated data in a single
step during training. This result, along with real data, is fed into the discriminator, ensuring that the
distribution of generated data closely aligns with the real data distribution. On the other hand, Online
Self Training generates training data using the model itself, progressively straightening the flow by
learning the vector field with repaired data, ensuring that the flow remains sufficiently straight over
the entire time span and between two complete distributions. These two components complement
each other: Adversarial Training ensures that the training data generated by Online Self Training
aligns better with the real data distribution, while Online Self Training straightens the flow and
thereby improves the quality of one-step generation in Adversarial Training.

Our contributions can be summarized as follows:

1. Our method demonstrates that within the broad probability path design space provided by
Flow Matching, finding straight flows between two complete high-dimensional distribu-
tions across the entire time span is feasible. ASFM finds such flows using complementary
Adversarial Training and Online Self Training, and fundamentally reduces the number of
steps required for sampling in ODE-based generative models.

2. We introduce Adversarial Training into the Flow Matching training process, using a dis-
criminator to align the distribution of generated data with that of real data, which reduces
the cumulative errors in the Online Self Training process. ASFM provides new possibilities
for integrating adversarial training with ODE-based generative models.

3. We conducted extensive experiments to validate the effectiveness of our method. On
CIFAR-10, ASFM can achieve FID scores of 5.07 and 4.56 with NFE=1 and NFE=2, re-
spectively. On high-resolution datasets like AFHQ-Cat and CelebA-HQ, ASFM achieves
FID scores of 14.9 and 8.15 with NFE=6, respectively.

Training
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Vector Field

𝑓𝜃(𝒙𝑡 , 𝑡)

Training

Initial Distribution Target Distribution

𝒙0
𝒙1

𝒙t

ෝ𝒙1

Sampling

𝒙0 𝒙1
New

(𝒙0, 𝒙1 )

pair

Old

(𝒙0, 𝒙1 )

pair

Real

data

𝒙real

Figure 1: The pipeline of ASFM. Training Memory stores paired data (x0,x1) for training, con-
tinually updated by discarding old pairs and adding newly generated pairs. During training, vector
field f is trained using Online Self Training and Adversarial Training. The former pulls the vector
field to align with the direction from x0 to x1 (x0 and x1 are repaired), while the latter draws the
one-step generated data x̂1 closer to the distribution of real data. Additionally, discriminator D is
trained using both real data xreal and x̂1. During sampling, ODE solvers (such as Euler) are used
to generate data.

2 RELATED WORKS

Flow Matching Training ODE-based generative models through regression is not feasible, as the
ground-truth vector field ut(x) cannot be directly obtained. Flow Matching (FM) (Lipman et al.,
2022) proposes regressing on the conditional vector field ut(x|x1) to solve this problem. Similarly,

1To keep things concise, we use a single xt to illustrate both Online Self Training and Adversarial Training.
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Liu et al. (2022) proposes learning the vector field to follow the straight paths between samples
from two distributions, while Albergo & Vanden-Eijnden (2022) suggests randomly interpolating
between sampling points of two distributions to learn the vector field. These works share similar
principles and offer new, simplified methods for training ODE-based generative models. Unlike
Diffusion Models (DMs), which constrain probability paths to follow a noise-adding and denoising
process, these approaches allow for greater flexibility in designing probability paths. In this case,
designing ODE-based generative models that generate straight flows becomes an attractive task,
as straight flows can fundamentally accelerate the sampling process. Yang et al. (2024) enforces
self-consistency property in the vector field, enabling the flow to exhibit piecewise straight charac-
teristics. Yan et al. (2024) divides the flow into multiple time segments and applies Reflow (Liu
et al., 2022) within each segment, transforming the flow into a piecewise straight one. Pooladian
et al. (2023) and Tong et al. (2023) straighten the flow within a minibatch by pairing the sampling
points from the two distributions within the minibatch. Additionally, Lee et al. (2023) reduces the
trajectory curvature of ODE-based generative models by learning the forward process.

Adversarial Training Generative Adversarial Networks (GANs) (Goodfellow et al., 2020; Sauer
et al., 2022b; 2023a) use adversarial training to improve the quality of generated images: the gen-
erator tries to create images that can deceive the discriminator, while the discriminator attempts to
determine whether the images come from the real image dataset. Some recent works have attempted
to apply adversarial training to Stochastic Differential Equation (SDE)/ODE-based generative mod-
els, but these efforts have primarily focused on DMs and distillation-related tasks. The application
of adversarial training in FM is still relatively unexplored. Kong et al. (2024) uses Adversarial Con-
sistency Training to reduce the Jensen-Shannon divergence between distributions, improving both
generation quality and convergence of DMs. Luo et al. (2024); Xiao et al. (2021); Gong et al. (2024);
Xu et al. (2024) propose several diffusion-GAN hybrid models that aim to leverage the strengths of
both approaches while mitigating their weaknesses, resulting in models with faster sampling speeds
and better mode coverage. Sauer et al. (2023b) applies adversarial training in model distillation,
where the discriminator distinguishes between the student model’s output and real images to im-
prove generation quality. Lee et al. (2024) applies adversarial training to flow matching in the field
of waveform generation. It is important to note that, not only is this work in a different domain from
ours, but the algorithms are also significantly different. Our method leverages the mutual enhance-
ment between Online Self Training and Adversarial Training, continuously straightening the flow
while ensuring that the distribution of generated data aligns with that of real data. In contrast, their
method does not incorporate any online self training components.

3 METHOD

3.1 PRELIMINARIES: FLOW MATCHING AND ADVERSARIAL TRAINING

Let p0 and p1 denote initial distribution and target distribution on data space Rn, respectively. An
ODE-based generative model aims to transform sampling point x0 from the initial distribution into
some sampling point x1 from the target distribution, and the dynamics of the sampling point are
described by the following ODE:

d

dt
Γt(x) = f(x, t;θ), (1)

Γ0(x) = x0, (2)

where t ∈ [0, 1]. In the above equation, f(x, t;θ) : Rn × [0, 1] → Rn represents a time-dependent
vector field, and Γt(x) is a flow2 that describes the trajectory of sample point xt starting from x0

at t = 0. Besides, a probability density path3 is a time-dependent probability density function
p(x, t) : Rn× [0, 1] → Rn describing how the distribution of xt changes over time t while satisfying∫
pt(x)dx = 1. The vector field and the probability path are related through the following continuity

equation (Villani et al., 2009):

∂tpt(x) = −∇ · (f(x, t)pt(x)). (3)

2For simplicity, in this paper we will sometimes use time t as a subscript. For example, we use Γt(x) to
represent Γ(x, t), pt(x) to represent p(x, t) and ft(x) to represent f(x, t).

3We will also refer to the probability density path as the probability path for simplicity.
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FM (Lipman et al., 2022) represents the vector field using a neural network, with parameters θ. An
intuitive optimization objective LFM (θ) for training this network is:

Et,pt(x)[||ft(x)− ut(x)||2], (4)

where ut is the ground-truth vector field. However, learning vector field ft(x) from ut(x) is infea-
sible since ut(x) is difficult to obtain directly. FM provides a novel way to solve this problem: it
allows ft(x) to regress on the conditional vector field ut(x|x1) and proves that Equation 4 and the
following optimization objective LCFM provide the same gradient information for θ:

Et,q(x1),pt(x|x1)[||ft(x)− ut(x|x1)||2], (5)

where q is the distribution of real data.

The core mechanism of adversarial training is to have the generator and discriminator compete: the
generator tries to create data that can confuse the discriminator, while the discriminator attempts to
distinguish the generated data from real data (Goodfellow et al., 2020). It can be expressed as the
following minimax optimization problem:

min
G

max
D

V(ϕ,ψ) = Exreal∼p1
[D(xreal;ϕ)] + Ex0∼p0

[−D((G(x0;ψ));ϕ)], (6)

where D(x;ϕ) represents the discriminator’s prediction and G(x0;ψ) is the data generated by the
generator.

3.2 CONSTRUCTING STRAIGHT FLOWS POINTING TOWARD REAL DATA DISTRIBUTION

Given a set of initial random samples, our task is to construct straight flows that progressively trans-
form these samples to align with the distribution of real data. Inspired by recent methods (Lipman
et al., 2022; Liu et al., 2022; Sauer et al., 2023b), we continuously straighten flows through Online
Self Training and use Adversarial Training to guide the generated data to align with the real data
distribution, creating a novel ODE-based generative model based on the Flow Matching method.
Our innovation lies in establishing a training framework where the model continuously generates
data for training itself, while incorporating Adversarial Training into FM. The overview of the pro-
posed method is illustrated in Figure 1. In Section 3.2.1, we introduce Online Self Training, which is
implemented using two components: Flow Matching with paired data and Training Memory. Then
Section 3.2.2 discusses how to perform one-step generation during training and apply the generated
results in adversarial training. Section 3.2.3 summarizes the algorithm and presents the complete
training procedure.

3.2.1 ONLINE SELF TRAINING

Vector Field 𝑓𝑡′

Initial Distribution Target Distribution

𝑥0

𝑥0′

𝑥1′

𝑥1

Vector Field 𝑓𝑡

Figure 2: Model-generated training data
leads to repairing, and using the new pairs
to train the vector field ft will result in a
straighter, updated vector field f ′

t .

Online Self Training means that the model gener-
ates data to train itself (self training), and after up-
dating the model parameters, it generates new data
for training (online training), continuously repeating
this process. Inspired by Reflow (Liu et al., 2022),
in order to obtain straight flows, we can train the
model using paired data generated by the model it-
self. This leverages the non-crossing property of
flows to repair data and therefore continuously re-
duces the occurrence of linear interpolation inter-
sections between training pairs, resulting in straight
flows. As shown in Figure 2, when the linear in-
terpolations of two sets of paired data (x0,x1) and
(x′

0,x
′
1) intersect at certain time t, the learned vec-

tor field ft will reassign their pairing. As the new
pairings (x0,x

′
1) and (x′

0,x1) are used as training
data, no intersections exist between their linear interpolations. Therefore, the flows guided by the
newly learned vector field f ′

t no longer need to approach intersection points. Given that the sum of
the lengths of two sides of a triangle is greater than the third side, and the straight line between two
points is the shortest path, the learned vector field f ′

t will become straighter. It should be emphasized
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that how ReFlow straightens the vector field is incomplete. Specifically, an (m + 1)-rectified flow
can only try to eliminate intersections that occur in an m-rectified flow, but cannot remove intersec-
tions that may exist within itself. In contrast, Online Self Training continuously updates the model,
reducing the likelihood of creating linear interpolation intersections in generated data pairs in real
time. Additionally, our method is more efficient in utilizing data, which we will elaborate in detail
through experiments in Section 4.3.

Flow Matching with Paired Data To train model with paired data, we extend the conditional flow
matching to a case conditioned on paired data, which can be expressed by the following equation,

Et,q(x0,x1),pt(x|x0,x1)[||ft(x)− ut(x|x0,x1)||2], (7)

where q represents the joint distribution of x0 and x1. And when flow (conditioned on x0 and x1)
can be described as Γt(x) = (1− t)x0 + tx1, t ∈ [0, 1], Equation 7 can be written as

Et,q(x0,x1),pt(x|x0,x1)[||ft(x)− (x1 − x0)||2]. (8)

Denote Equation 5 as LCFM (θ) and Equation 7 as LCFM+(θ). We propose the following proposi-
tion. For the detailed proof, please refer to Appendix A.
Proposition 1. Assuming that pt(x) > 0 for all x ∈ Rn and t ∈ [0, 1], then, LCFM+ and
LCFM are equal, up to a constant independent of θ. Therefore, ∇θLCFM+(θ) = ∇θLFM (θ) =
∇θLCFM (θ). And when flow (conditioned on x0 and x1) can be described as Γt(x) = (1− t)x0+
tx1, LCFM+ is the same as Equation 8.

Training Memory During our experiments, we found that when using Online Self Training directly,
where only the newly generated data is used each time the model is trained, causing the model’s
training to fail to converge, as demonstrated in the ablation study of Section 4.3. To address this
issue, we propose a Training Memory module. This module stores a fixed amount of paired training
data, for example k pairs of (x0,x1). Newly generated training pairs are added to this Training
Memory, and when the pairs exceed the module’s storage capacity, the oldest pairs are discarded in
a first-in-first-out manner. When selecting pairs for the current training, A batch of pairs is randomly
sampled with replacement from the Training Memory. Thus, when the Training Memory has not
been updated, the optimization objective for training is as follows:

Et,qTM (x0,x1),pt(x|x0,x1)[||ft(x)− ut(x|x0,x1)||2], (9)

where qTM (x0,x1) represents the joint distribution of x0 and x1 from Training Memory. This de-
sign retains the real-time updating characteristic of online training while making the training process
more stable.

3.2.2 ADVERSARIAL TRAINING

Initial Distribution

𝑥0 𝑥1

Vector Field

Target Distribution

Generated Data Distribution

Adversarial

Training

𝑥1′

Figure 3: x1 and x′
1 are respectively the results

of moving along the vector field and the numer-
ical solution at t = 1, starting from x0. The
difference between x1 and x′

1 reflects the de-
viation of the generated data distribution from
the target distribution, and Adversarial Train-
ing attempts to eliminate this deviation.

When using ODE numerical solution methods like
Euler to generate data, as shown in Figure 3, errors
are introduced. Additionally, since our method
adopts an Online Self Training approach, training
the model with generated data that contains certain
deviations can lead to the accumulation of these
errors. Eventually, this will cause the generated
data distribution to deviate from the real data dis-
tribution. To solve this problem, we incorporate
Adversarial Training into our method to make the
generated data distribution align more closely with
the real data distribution as shown in Figure 3.

One-step Generation in Training Process Ad-
versarial Training requires obtaining generated
data during training. However, unlike the gener-
ator in GANs, which can generate data with just
one evaluation of the network, ODE-based gener-
ative models require the use of an ODE solver and
multiple evaluations of the network. This not only
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significantly increases the time needed for each step of training but also causes a substantial increase
in size of gradient information, leading to higher memory usage. To overcome this issue, our method
leverages the sufficiently straight sampling trajectories of the model and generates data in one-step
during training by:

G(xt, t) = x̂1 = xt + (1− t)f(xt, t), (10)

where xt is a sample point of pt(x|x0,x1). Notably, the above equation holds under the condition
that the sampling trajectories are sufficiently straight. Then, denoting discriminator as D and its
parameters as ϕ, we can incorporate the adversarial loss LAdv(θ) when training vector field ft:

D(x̂1;ϕ) = D(G(xt, t);ϕ). (11)

When training discriminator D, we use the one-step generated data x̂1 along with real data xreal to
get the discriminator loss LDisc(ϕ):

LDisc(ϕ) = D(x̂1)−D(xreal) = D(G(xt, t))−D(xreal). (12)

In this way, Online Self Training and Adversarial Training complement each other: on the one
hand, Online Self Training causes the flows produced by the model to become increasingly straight,
ensuring that Adversarial Training can obtain accurate x̂1 through one-step generation during the
training process. On the other hand, Adversarial Training ensures that the vector field at any point
xt points toward the manifold of the real data, reducing the cumulative error that may arise from the
data generation process in Online Self Training.

3.2.3 TRAINING PROCEDURE

In this section, we summarize the en-
tire training procedure. At the be-
ginning of training, each training step
generates data to add to the Training
Memory until it is filled up. After-
ward, new training data is generated
and added to update Training Memory
at intervals determined by the update
frequency freq. This ensures that the
data in the Training Memory is fully
utilized across all time t. When up-
dating the parameters, the vector field
network parameters θ are updated ac-
cording to the following loss,

Loss1(θ)

=LCFM+(θ) + λ1LAdv(θ)+

λ2LAddition(θ)

(13)

where λ1 is the weight coefficient
for LAdv , LAddition is an additional
loss, such as the LPIPS loss (Zhang
et al., 2018) that can enhance the vi-
sual quality of generated images and
λ2 is its weight coefficient. Network
parameters ϕ of the discriminator are
updated based on the following loss,

Loss2(ϕ) = LDisc(ϕ). (14)

Algorithm 1: Training
Input: Vector field f(x, t;θ), Discriminator D(x;ϕ),

Training Memory Q, Training Memory size k,
Training Memory update frequency freq,
maximum training steps max step, ODE solver
Solver(x0, ft), learning rate η1 and η2

Initialize Training Memory Q = [];
for step = 0 to max step do

if step < k or step mod freq == 0
Sample x0 from N (0, 1);
x1 = Solver(x0, f(xt, t;θ−));
Q.enqueue((x0,x1));

if len(Q) > k
Q.dequeue() ; // Online Self Training

Sample (x̃0, x̃1) from Q;
Sample t1 from U [0, 1];
x̃t1 = (1− t1)x̃0 + t1x̃1;
x̂1 = G(x̃t1 , t1);
Loss1 = ∥f(x̃t1 , t1;θ)− (x̃1 − x̃0)∥2 +
λ1D(x̂1;ϕ) + λ2lpips(x̂1, x̃1);
θ = θ − η1∇Loss1;
Sample t2 from U [0, 1];
x̃t2 = (1− t2)x̃0 + t2x̃1;
x̂′
1 = G(x̃t2 , t2);

Loss2 = D(x̂′
1;ϕ)−D(xreal;ϕ);

ϕ = ϕ− η2∇Loss2; // Adversarial Training

We summarize the entire training process in Algorithm 1. Parameters of the neural network that are
processed by Exponential Moving Average (EMA), are marked with a superscript −, i.e., θ−. For
specific parameter settings, please refer to Appendix B.
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4 EXPERIMENTS

Experimental Settings We validated the effectiveness of our method on the task of unconditional
image generation using three datasets. Specifically, we used the CIFAR-10 (Krizhevsky et al., 2009)
dataset with 32×32 images in Section 4.1, and two high-resolution datasets with 256×256 images,
i.e., CelebA-HQ (Karras, 2017) and AFHQ-Cat (Choi et al., 2020) in Section 4.2. For the evaluation
metrics, we selected the Frechet Inception Distance (FID) score (Heusel et al., 2017) and Inception
Score (IS) (Salimans et al., 2016), which are widely used in the field of image generation. The
vector field network f(x, t;θ) in our model is initialized using the checkpoint of the pretrained 1-
rectified flow, and its architecture is the U-Net architecture of DDPM++ (Song et al., 2020b). The
discriminator part D uses the discriminator model from StyleGAN-T (Sauer et al., 2023a).

Baselines We compared ASFM with various methods on the CIFAR-10 dataset, including sev-
eral typical GANs, Consistency Models, representative Diffusion Models (including some advanced
solvers and distillation methods), and recent works related to FM. On high-resolution datasets, we
mainly compared ASFM with Rectified Flow (Liu et al., 2022), Consistency Flow Matching (Yang
et al., 2024), BOSS (Nguyen et al., 2023), and MTC (Lee et al., 2023). It is worth mentioning
that although ASFM uses adversarial training, its theoretical foundation remains the same as ODE-
based generative models, thus giving it zero-shot capabilities in downstream tasks that GANs cannot
achieve. For detailed zero-shot experiments, please refer to Appendix C.

4.1 ASFM IS HIGHLY COMPETITIVE AMONG FM-RELATED METHODS

(a) ASFM (NFE=1) on
CIFAR-10.

(b) ASFM (NFE=2) on
CIFAR-10.

(c) ASFM+lpips (NFE=1)
on CIFAR-10.

(d) ASFM+lpips (NFE=2)
on CIFAR-10.

Figure 4: Generated images by ASFM, sampling with Euler Solver in 1 or 2 steps. The two images
on the right are generated by ASFM trained with a loss function that includes the LPIPS loss.

The generative performance of ASFM on CIFAR-10 dataset is shown in Figure 4 and quantitative
results are given in Table 1. As seen in Table 1, ASFM achieves competitive results in unconditional
image generation on CIFAR-10. With Number of Function Evaluations (NFE)=1 and NFE=2, the
FID scores reach 5.65 and 4.90, respectively. When the LPIPS loss is added to the loss function, the
FID scores reach 5.07 and 4.56 with NFE=1 and NFE=2, surpassing those of several representative
GANs, DMs, DMs+Advanced Solvers, and DMs+Distillation. Additionally, the performance of
ASFM+lpips with NFE=2 exceeds all the FM-related works with same or more NFE.

4.2 HIGH-RESOLUTION IMAGE GENERATION WITH EXTREMELY FEW STEPS

Table 2 presents the quantitative results of ASFM and other FM-related methods on high-resolution
datasets, and generated images are given in Figure 5. It is evident that even with NFE=1, ASFM
outperformed 1-rectified flow with NFE=8. Moreover, ASFM with NFE=2 achieves results compa-
rable to recent works like Consistency FM and BOSS with NFE=6. And when the NFE of ASFM
reaches 6, its performance significantly surpassed those of all other methods.

7
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Table 1: Sample quality on CIFAR-10. Lower FID and higher IS are better.

Method NFE FID (↓) IS (↑)

GAN
BigGAN (Brock, 2018) 1 14.7 9.22
AutoGAN (Gong et al., 2019) 1 12.4 8.55
TransGAN (Jiang et al., 2021) 1 9.15 8.80
StyleGAN2-ADA (Karras et al., 2020) 1 2.39 10.0
StyleGAN-XL (Sauer et al., 2022a) 1 1.85 -

Diffusion
DDPM (Ho et al., 2020) 1000 3.17 9.46
DDIM (Song et al., 2020a) 20 6.84 -
DPM-Solver-2 (Lu et al., 2022) 10 5.94 -
Knowledge Distillation (Luhman & Luhman, 2021) 1 9.36 -
Progressive Distillation (Salimans & Ho, 2022) 1 8.34 8.69
Score SDE (Song et al., 2020b) 2000 2.20 9.89
EDM (Karras et al., 2022) 35 1.97 -

CM
CT (Song et al., 2023) 1 8.70 8.49
CT 2 5.83 8.85

FM
1-Rectified Flow (Liu et al., 2022) 1 379 1.13
2-Rectified Flow (Liu et al., 2022) 1 12.2 8.13
3-Rectified Flow (Liu et al., 2022) 1 7.43 8.56
1-Rectified Flow 2 170 2.93
2-Rectified Flow 2 6.34 8.69
3-Rectified Flow 2 5.22 8.75
OT-CFM (Tong et al., 2023) 1 231 -
OT-CFM 2 93.4 -
MTC (Lee et al., 2023) 5 18.7 8.09
MTC 9 8.66 8.67
Consistency FM (Yang et al., 2024) 1 50.3 6.88
Consistency FM 2 5.38 8.67
BOSS (Nguyen et al., 2023) 6 4.80 -
ASFM (Ours) 1 5.80 8.89
ASFM (Ours) 2 4.82 8.93
ASFM+lpips (Ours) 1 5.07 8.85
ASFM+lpips (Ours) 2 4.56 9.02

(a) ASFM (NFE=6) on AFHQ. (b) ASFM (NFE=6) on CelebA-HQ.

Figure 5: Generated high-resolution images by ASFM, sampling with Euler Solver in 6 steps.

4.3 ABLATION STUDY

To validate the effectiveness of various designs in ASFM, we conduct ablation experiments on each
module. We design an offline model as the baseline model, which generates 512 batches of (x0,x1)
pairs as a training set (batch size = 512). Then, we design three models:

A. Online Self Training + Training Memory of size 1 batch.

8
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Table 2: Sample quality on high-resolution datasets, i.e., AFHQ and CelebA-HQ.

Method AFHQ-Cat 256 × 256 CelebA-HQ 256 × 256
NFE FID (↓) NFE FID (↓)

1-Rectified-Flow (Liu et al., 2022) 1 217 1 264
1-Rectified-Flow 2 95.5 2 195
1-Rectified-Flow 6 57.2 6 101
1-Rectified-Flow 8 51.1 8 78.7
Consistency FM (Yang et al., 2024) 6 22.5 6 36.4
BOSS (Nguyen et al., 2023) 6 26.10 6 18.67
MTC (Lee et al., 2023) - - 128 10.4
ASFM (Ours) 1 44.0 1 79.0
ASFM (Ours) 2 22.9 2 22.2
ASFM (Ours) 6 14.9 6 8.15
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(a) Sampling with Euler Solver in 1 step.
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(b) Sampling with Euler Solver in 2 steps.

Figure 6: The image generation quality (measured by FID) of the Baseline Model and Models A,
B, and C on CIFAR-10 as training steps progress is shown in (a) and (b). Both figures use the Euler
Solver, but the former uses 1 sampling step, while the latter uses 2. The size of each data point in
the figures represents the amount of data used at that training step, and the points marked with black
borders indicate those using the same data amount as the Baseline Model.

B. Online Self Training + Training Memory of size 128 batches.
C. Online Self Training + Training Memory of size 128 batches + Adversarial Training.

Each model is trained for 60k steps and when using Online Self Training, the model generates 1
batch of data every 100 steps to update the Training Memory. Figure 6 shows the change in the
quality of generated images for each model as training progresses. As can be seen from the figure,
the FID of Model A remains high consistently, indicating that training using only newly generated
data leads to failure in model convergence. However, when the size of Training Memory is increased
to 128 batches, the model converges properly, demonstrating the effectiveness of Training Memory.
Model C, which adds Adversarial Training on top of Model B, significantly improves image gener-
ation quality, surpassing the Baseline Model, thus proving the effectiveness of Adversarial Training.

Table 3: Comparison of image generation quality on CIFAR-10 between ASFM and 2-Rectified-
Flow-Online at the same training step, using different amounts of data.

Method Training Steps Data Size FID (↓)

NFE = 1 NFE = 2

2-Rectified-Flow-Online 50000 50000×512 15.80 11.00
ASFM (Ours) 50000 (500+127)×512 6.34 5.56

Although rectified flow offers an approach to train k-rectified flow (k ≥ 2) using Online Training,
we need to point out that it does not employ Self Training. Its training data is generated by a fixed-
parameter model, which is not directly related to the model being trained. In contrast, in our method,
the model generating the training data is the same as the model being trained. Online Self Training

9
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can adjust the model parameters in real-time to straighten the flows. A comparison between ASFM
and the 2-Rectified-Flow trained using Online Training is shown in Table 3. From the table, it is
clear that our model uses less data and achieves better generation results, demonstrating that ASFM
has a higher data utilization efficiency.

5 CONCLUSIONS

We propose Adversarial Self Flow Matching (ASFM), a Flow Matching (FM)-based method that
generates high-quality images in a few steps by leveraging straightened flows. Our method em-
ploys Online Self Training to straighten flows, where intersections between the linear interpolations
of training pairs are eliminated in real time. Furthermore, our approach incorporates Adversarial
Training to reduce the deviation between the generated data distribution and the real data distri-
bution caused by ODE solvers. Experiments demonstrate that ASFM can generate straight flows
and produce high-quality images in a few steps across three datasets: CIFAR-10 (32), AFHQ-Cat
(256), and CelebA-HQ (256). The effectiveness of each component in our method is validated
through ablation studies. Additionally, ASFM retains the beneficial capabilities of ODE-based gen-
erative models, such as zero-shot image editing. Our method offers a novel approach to attaining
ODE-based generative models that produce straight flows based on FM, highlighting its potential
applications in image generation tasks.

However, for more complex tasks like text-to-image generation, extending ASFM to large-scale
datasets and enhancing the model’s capability for controllable generation are necessary. In the fu-
ture, we will focus on addressing these issues to further improve ASFM’s performance.

REFERENCES

Michael S Albergo and Eric Vanden-Eijnden. Building normalizing flows with stochastic inter-
polants. arXiv preprint arXiv:2209.15571, 2022.

Mikhail Belkin and Partha Niyogi. Laplacian eigenmaps for dimensionality reduction and data
representation. Neural computation, 15(6):1373–1396, 2003.

Andrew Brock. Large scale gan training for high fidelity natural image synthesis. arXiv preprint
arXiv:1809.11096, 2018.

Yunjey Choi, Youngjung Uh, Jaejun Yoo, and Jung-Woo Ha. Stargan v2: Diverse image synthesis
for multiple domains. In Proceedings of the IEEE/CVF conference on computer vision and pattern
recognition, pp. 8188–8197, 2020.

Patrick Esser, Sumith Kulal, Andreas Blattmann, Rahim Entezari, Jonas Müller, Harry Saini, Yam
Levi, Dominik Lorenz, Axel Sauer, Frederic Boesel, et al. Scaling rectified flow transformers for
high-resolution image synthesis. In Forty-first International Conference on Machine Learning,
2024.

Mingming Gong, Shaoan Xie, Wei Wei, Matthias Grundmann, Kayhan Batmanghelich, Tingbo Hou,
et al. Semi-implicit denoising diffusion models (siddms). Advances in Neural Information Pro-
cessing Systems, 36, 2024.

Xinyu Gong, Shiyu Chang, Yifan Jiang, and Zhangyang Wang. Autogan: Neural architecture search
for generative adversarial networks. In The IEEE International Conference on Computer Vision
(ICCV), Oct 2019.

Ian Goodfellow, Jean Pouget-Abadie, Mehdi Mirza, Bing Xu, David Warde-Farley, Sherjil Ozair,
Aaron Courville, and Yoshua Bengio. Generative adversarial networks. Communications of the
ACM, 63(11):139–144, 2020.

Martin Heusel, Hubert Ramsauer, Thomas Unterthiner, Bernhard Nessler, and Sepp Hochreiter.
Gans trained by a two time-scale update rule converge to a local nash equilibrium. Advances in
neural information processing systems, 30, 2017.

Jonathan Ho, Ajay Jain, and Pieter Abbeel. Denoising diffusion probabilistic models. Advances in
neural information processing systems, 33:6840–6851, 2020.

10



540
541
542
543
544
545
546
547
548
549
550
551
552
553
554
555
556
557
558
559
560
561
562
563
564
565
566
567
568
569
570
571
572
573
574
575
576
577
578
579
580
581
582
583
584
585
586
587
588
589
590
591
592
593

Under review as a conference paper at ICLR 2025

Guillaume Huguet, James Vuckovic, Kilian Fatras, Eric Thibodeau-Laufer, Pablo Lemos, Riashat
Islam, Cheng-Hao Liu, Jarrid Rector-Brooks, Tara Akhound-Sadegh, Michael Bronstein, et al.
Sequence-augmented se (3)-flow matching for conditional protein backbone generation. arXiv
preprint arXiv:2405.20313, 2024.

Yifan Jiang, Shiyu Chang, and Zhangyang Wang. Transgan: Two pure transformers can make one
strong gan, and that can scale up. Advances in Neural Information Processing Systems, 34, 2021.

Tero Karras. Progressive growing of gans for improved quality, stability, and variation. arXiv
preprint arXiv:1710.10196, 2017.

Tero Karras, Miika Aittala, Janne Hellsten, Samuli Laine, Jaakko Lehtinen, and Timo Aila. Training
generative adversarial networks with limited data. In Proc. NeurIPS, 2020.

Tero Karras, Miika Aittala, Timo Aila, and Samuli Laine. Elucidating the design space of diffusion-
based generative models. Advances in neural information processing systems, 35:26565–26577,
2022.

Fei Kong, Jinhao Duan, Lichao Sun, Hao Cheng, Renjing Xu, Hengtao Shen, Xiaofeng Zhu, Xi-
aoshuang Shi, and Kaidi Xu. Act-diffusion: Efficient adversarial consistency training for one-step
diffusion models. In Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern
Recognition, pp. 8890–8899, 2024.

Alex Krizhevsky, Geoffrey Hinton, et al. Learning multiple layers of features from tiny images.
2009.

Sang-Hoon Lee, Ha-Yeong Choi, and Seong-Whan Lee. Accelerating high-fidelity waveform gen-
eration via adversarial flow matching optimization. arXiv preprint arXiv:2408.08019, 2024.

Sangyun Lee, Beomsu Kim, and Jong Chul Ye. Minimizing trajectory curvature of ode-based gen-
erative models. In International Conference on Machine Learning, pp. 18957–18973. PMLR,
2023.

Yaron Lipman, Ricky TQ Chen, Heli Ben-Hamu, Maximilian Nickel, and Matt Le. Flow matching
for generative modeling. arXiv preprint arXiv:2210.02747, 2022.

Xingchao Liu, Chengyue Gong, and Qiang Liu. Flow straight and fast: Learning to generate and
transfer data with rectified flow. arXiv preprint arXiv:2209.03003, 2022.

Cheng Lu, Yuhao Zhou, Fan Bao, Jianfei Chen, Chongxuan Li, and Jun Zhu. Dpm-solver: A
fast ode solver for diffusion probabilistic model sampling in around 10 steps. arXiv preprint
arXiv:2206.00927, 2022.

Eric Luhman and Troy Luhman. Knowledge distillation in iterative generative models for improved
sampling speed, 2021.

Yihong Luo, Xiaolong Chen, and Jing Tang. You only sample once: Taming one-step text-to-image
synthesis by self-cooperative diffusion gans. arXiv preprint arXiv:2403.12931, 2024.

Bao Nguyen, Binh Nguyen, and Viet Anh Nguyen. Bellman optimal step-size straightening of
flow-matching models. arXiv preprint arXiv:2312.16414, 2023.

Divya Nori and Wengong Jin. Rnaflow: Rna structure & sequence design via inverse folding-based
flow matching. arXiv preprint arXiv:2405.18768, 2024.

Aram-Alexandre Pooladian, Heli Ben-Hamu, Carles Domingo-Enrich, Brandon Amos, Yaron Lip-
man, and Ricky TQ Chen. Multisample flow matching: Straightening flows with minibatch cou-
plings. arXiv preprint arXiv:2304.14772, 2023.

Sam T Roweis and Lawrence K Saul. Nonlinear dimensionality reduction by locally linear embed-
ding. science, 290(5500):2323–2326, 2000.

Tim Salimans and Jonathan Ho. Progressive distillation for fast sampling of diffusion models. arXiv
preprint arXiv:2202.00512, 2022.

11



594
595
596
597
598
599
600
601
602
603
604
605
606
607
608
609
610
611
612
613
614
615
616
617
618
619
620
621
622
623
624
625
626
627
628
629
630
631
632
633
634
635
636
637
638
639
640
641
642
643
644
645
646
647

Under review as a conference paper at ICLR 2025

Tim Salimans, Ian Goodfellow, Wojciech Zaremba, Vicki Cheung, Alec Radford, and Xi Chen.
Improved techniques for training gans. Advances in neural information processing systems, 29,
2016.

Axel Sauer, Katja Schwarz, and Andreas Geiger. Stylegan-xl: Scaling stylegan to large diverse
datasets. volume abs/2201.00273, 2022a. URL https://arxiv.org/abs/2201.00273.

Axel Sauer, Katja Schwarz, and Andreas Geiger. Stylegan-xl: Scaling stylegan to large diverse
datasets. In ACM SIGGRAPH 2022 conference proceedings, pp. 1–10, 2022b.

Axel Sauer, Tero Karras, Samuli Laine, Andreas Geiger, and Timo Aila. Stylegan-t: Unlocking the
power of gans for fast large-scale text-to-image synthesis. In International conference on machine
learning, pp. 30105–30118. PMLR, 2023a.

Axel Sauer, Dominik Lorenz, Andreas Blattmann, and Robin Rombach. Adversarial diffusion dis-
tillation. arXiv preprint arXiv:2311.17042, 2023b.

Jiaming Song, Chenlin Meng, and Stefano Ermon. Denoising diffusion implicit models.
arXiv:2010.02502, October 2020a. URL https://arxiv.org/abs/2010.02502.

Yang Song, Jascha Sohl-Dickstein, Diederik P Kingma, Abhishek Kumar, Stefano Ermon, and Ben
Poole. Score-based generative modeling through stochastic differential equations. arXiv preprint
arXiv:2011.13456, 2020b.

Yang Song, Prafulla Dhariwal, Mark Chen, and Ilya Sutskever. Consistency models. arXiv preprint
arXiv:2303.01469, 2023.

Zhicheng Sun, Zhenhao Yang, Yang Jin, Haozhe Chi, Kun Xu, Liwei Chen, Hao Jiang, Di Zhang,
Yang Song, Kun Gai, et al. Rectifid: Personalizing rectified flow with anchored classifier guid-
ance. arXiv preprint arXiv:2405.14677, 2024.

Alexander Tong, Nikolay Malkin, Guillaume Huguet, Yanlei Zhang, Jarrid Rector-Brooks, Kilian
Fatras, Guy Wolf, and Yoshua Bengio. Improving and generalizing flow-based generative models
with minibatch optimal transport. arXiv preprint arXiv:2302.00482, 2023.

Cédric Villani et al. Optimal transport: old and new, volume 338. Springer, 2009.

Yongqi Wang, Wenxiang Guo, Rongjie Huang, Jiawei Huang, Zehan Wang, Fuming You, Ruiqi Li,
and Zhou Zhao. Frieren: Efficient video-to-audio generation with rectified flow matching. arXiv
preprint arXiv:2406.00320, 2024.

Zhisheng Xiao, Karsten Kreis, and Arash Vahdat. Tackling the generative learning trilemma with
denoising diffusion gans. arXiv preprint arXiv:2112.07804, 2021.

Yanwu Xu, Yang Zhao, Zhisheng Xiao, and Tingbo Hou. Ufogen: You forward once large scale
text-to-image generation via diffusion gans. In Proceedings of the IEEE/CVF Conference on
Computer Vision and Pattern Recognition, pp. 8196–8206, 2024.

Hanshu Yan, Xingchao Liu, Jiachun Pan, Jun Hao Liew, Qiang Liu, and Jiashi Feng. Perflow:
Piecewise rectified flow as universal plug-and-play accelerator. arXiv preprint arXiv:2405.07510,
2024.

Ling Yang, Zixiang Zhang, Zhilong Zhang, Xingchao Liu, Minkai Xu, Wentao Zhang, Chenlin
Meng, Stefano Ermon, and Bin Cui. Consistency flow matching: Defining straight flows with
velocity consistency. arXiv preprint arXiv:2407.02398, 2024.

Richard Zhang, Phillip Isola, Alexei A Efros, Eli Shechtman, and Oliver Wang. The unreasonable
effectiveness of deep features as a perceptual metric. In Proceedings of the IEEE conference on
computer vision and pattern recognition, pp. 586–595, 2018.

12

https://arxiv.org/abs/2201.00273
https://arxiv.org/abs/2010.02502


648
649
650
651
652
653
654
655
656
657
658
659
660
661
662
663
664
665
666
667
668
669
670
671
672
673
674
675
676
677
678
679
680
681
682
683
684
685
686
687
688
689
690
691
692
693
694
695
696
697
698
699
700
701

Under review as a conference paper at ICLR 2025

A FLOW MATCHING WITH PAIRED DATA

Proposition 1. Assuming that pt(x) > 0 for all x ∈ Rn and t ∈ [0, 1], then, LCFM+ and
LCFM are equal, up to a constant independent of θ. Therefore, ∇θLCFM+(θ) = ∇θLFM (θ) =
∇θLCFM (θ). And when flow (conditioned on x0 and x1) can be described as Γt(x) = (1− t)x0+
tx1, LCFM+ is the same as 8.

Proof. To prove this proposition, we first clarify the relationship between the conditional vector
field and the marginal vector field.

Based on the properties of the conditional probability density function and continuity equation 3,
we obtain:

d

dt
pt(x) =

∫∫ (
d

dt
pt(x|x0,x1)

)
q(x0,x1)dx0dx1

= −
∫∫

∇ ·
(
ut(x|x0,x1)pt(x|x0,x1)

)
q(x0,x1)dx0dx1

= −∇ ·
(∫∫

ut(x|x0,x1)pt(x|x0,x1)q(x0,x1)dx0dx1

)
.

(15)

According to continuity equation 3, we obtain:
d

dt
pt(x) = −∇ · (ut(x)pt(x)). (16)

Since the right-hand side of Equation 15 is equal to the right-hand side of Equation 16, we obtain:

ut(x) =

∫∫
ut(x|x0,x1)pt(x|x0,x1)q(x0,x1)dx0dx1

pt(x)
. (17)

In the following proof, we use similar setup as in Lipman et al. (2022): assuming that q(x0,x1)
and pt(x|x0,x1) are decreasing to zero at a sufficient speed as ∥x∥ → ∞ to ensure existence of all
integrals and to allow the changing of integration order (by Fubini’s Theorem), and that ut, ft,∇θft
are bounded.

We will now prove that ∇θLCFM+ and ∇θLFM are equal. Since ∇θLFM is known to be equal to
∇θLCFM (Lipman et al., 2022), we can conclude that ∇θLCFM+ = ∇θLFM = ∇θLCFM .

Expanding the 2-norms in LCFM+ and LFM , we obtain:
∥ft(x)− ut(x|x0,x1)∥2 = ∥ft(x)∥2 − 2⟨ft(x), ut(x|x0,x1)⟩+ ∥ut(x|x0,x1)∥2, (18)

∥ft(x)− ut(x)∥2 = ∥ft(x)∥2 − 2⟨ft(x), ut(x)⟩+ ∥ut(x)∥2. (19)
The third terms on the right-hand side of Equation 18 and Equation 19 are independent of θ, so we
will focus on the first two terms.

By deriving the first term on the right-hand side of both equations, we obtain:

Et,pt(x)∥ft(x)∥2 =

∫∫
∥ft(x)∥2pt(x)dxdt

=

∫∫∫∫
∥ft(x)∥2pt(x|x0,x1)q(x0,x1)dxdx0dx1dt

= Et,q(x0,x1)pt(x|x0,x1).

(20)

By deriving the second term on the right-hand side of both equations, we obtain:

Et,pt(x)⟨ft(x), ut(x)⟩ =
∫∫

⟨ft(x),

∫∫
ut(x|x0,x1)pt(x|x0,x1)q(x0,x1)dx0dx1

pt(x)
⟩pt(x)dxdt

=

∫∫
⟨ft(x),

∫∫
ut(x|x0,x1)pt(x|x0,x1)q(x0,x1)dx0dx1⟩dxdt

=

∫∫∫∫
⟨ft(x), ut(x|x0,x1)⟩pt(x|x0,x1)q(x0,x1)dx0dx1dxdt

= Et,q(x0,x1),pt(x|x0,x1)⟨ft(x), ut(x|x0,x1)⟩.
(21)
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In this way, we prove that LCFM+ and LCFM are equal up to a constant independent of θ. There-
fore, ∇θLCFM+(θ) = ∇θLFM (θ) = ∇θLCFM (θ).

When flow (conditioned on x0 and x1) can be described as Γt(x) = (1− t)x0 + tx1, we have that:

d

dt
Γt(x) = lim

∆t→0

[(
(1− (t +∆t))

)
x0 + (t +∆t)x1

]
− [(1− t)x0 + tx1]

∆t
= x1 − x0.

(22)

Therefore, when Γt(x) = (1− t)x0 + tx1, ut(x|x0,x1) = x1 − x0, and LCFM+ is the same as 8.

It is noteworthy that Equation 8 is consistent with the loss function used in Liu et al. (2022), in-
dicating that the above proof establishes a connection between Flow Matching and Rectified Flow.
This suggests that Rectified Flow can be viewed as a specific instance of Flow Matching with a
designated conditional flow.

B HYPERPARAMETERS FOR ASFM

We summarize the setting of hyperparameters in ASFM as shown in Table 4. On CIFAR-10, we
trained two models: one without using an additional loss LAddition during training, and the other
using LPIPS loss as the additional loss LAddition.

Table 4: ASFM hyperparameters for different datasets.

Dataset Batch
Size

Training
Memory

Size k
(batches)

Training
Memory
Update

Frequency
freq

Maximum Training
Steps max step

ODE
Solver λ1 λ2 η1 η2

CIFAR-10 512 128 100 100,000 RK45 0.01 0.0 2e-4 2e-4
CIFAR-10 512 128 100 160,000 RK45 0.01 1.0 2e-4 2e-4
AFHQ-Cat 64 128 100 120,000 RK45 0.01 0.0 2e-4 2e-4
CelebA-HQ 64 128 100 120,000 RK45 0.01 0.0 2e-4 2e-4

C ZEO-SHOT IMAGE EDITING

Despite incorporating Adversarial Training, ASFM fundamentally remains an ODE-based genera-
tive model, which enables it to perform certain zero-shot image editing tasks. Unlike GANs, which
cannot find latent space representations for sampling points in the target distribution, ASFM, due to
the reversible nature of ODEs, can identify corresponding sampling points in the initial distribution
for each sampling point in the target distribution, thus serving as latent space representations. By
manipulating these latent space representations, ASFM possesses the capability for zero-shot image
editing. We will introduce the application of ASFM in image mixture in Section C.1.

C.1 IMAGE MIXTURE

We selected an image of a yellow cat and an image of a white cat for mixing. Each image is split
in half horizontally, with the upper half of the former combined with the lower half of the latter to
create a mixture image. By using the mixture image as the initial value condition to solve the ODE
in reverse (with NFE=300 to get the exact solution), we can obtain its latent space representation.
Following Liu et al. (2022), we have two ways to manipulate the latent space representation: one
is to multiply it directly by a coefficient α, represented by x′

0 = αx0; the other is to compute
a weighted sum with a predetermined Gaussian noise ϵ, represented by x′

0 = αx0 +
√
1− α2ϵ.

By using the processed latent space representation as the initial value condition to solve the ODE
forward, the mixed image can be obtained. The results are illustrated in Figures 7 and 8.

When using the first operation method, a large α allows for a smooth blending of the two images.
In the second method, since a predetermined Gaussian noise ϵ is incorporated, a smaller α results in
the blended image being closer to the image corresponding to that noise.
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Figure 7: x′
0 = αx0.
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Figure 8: x′
0 = αx0 +

√
1− α2ϵ.

D INTERPOLATION

Due to the manifold hypothesis (Belkin & Niyogi, 2003; Roweis & Saul, 2000), image data is
sparsely distributed in pixel space, making it challenging to achieve smooth and natural transitions
between images through direct interpolation in pixel space. However, ASFM can connect the ini-
tial distribution (a Gaussian distribution) with the target distribution (the image data distribution)
and consider the sampling points from the corresponding Gaussian distribution as latent space rep-
resentations of the images. By interpolating in this latent space and then using ASFM to obtain
the corresponding sampling points in the target distribution, smooth and natural transitions between
images can be achieved.

As shown in Figure 9, by interpolating between the initial distribution sample point x0 and x′
0

corresponding to the target distribution sample point x1 and x′
1, and then sampling through ASFM,

we can achieve a high-quality and smooth transition process between x1 and x′
1.

When interpolating between sample points x0 and x′
0 of the initial distribution, we employed spher-

ical linear interpolation, which ensures a smooth transition during the interpolation process. When
applying spherical linear interpolation, first we compute the angle β between two vectors x0 and
x′
0:

β = cos−1

(
x0 · x′

0

∥x0∥∥x′
0∥

)
. (23)
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The interpolation between x0 and x′
0 is controlled by a parameter α in the range from 0 to 1. Then

we computes the weights for each vector as follows:

w =
sin

(
(1− α)β

)
sin(β)

w′ =
sin(αβ)

sin(β)
.

(24)

The interpolated result is shown as follows:

x0(α) = wx0 + w′x′
0. (25)

Figure 9: An illustration of interpolation among the images at the corners (sampling with NFE=6).

E HYPERPARAMETER ABLATION STUDY

We conducted ablation studies on the hyperparameters in ASFM, including Training Memory Up-
date Frequency freq 10, λ1 11, and λ2 12, to validate the effectiveness of the parameters used in
our experiments. We trained ASFM on the CIFAR-10 dataset for 50,000 steps and computed the
corresponding FID by performing one-step image generation using the Euler solver.
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Figure 10: ablation study freq

10 3 10 2 10 1

Parameter 1

6.2

6.4

6.6

6.8

7.0

7.2

7.4

FI
D

Ablation Study of Parameter 1

Figure 11: ablation study lambda 1

For the selection of the hyperparameter Training Memory Size k (batches), we aim for the number
of images in the Training Memory to slightly exceed the corresponding dataset size. For instance, on
the CIFAR-10 dataset, the Training Memory contains 512×128 = 65, 536 ≃ 50, 000+10, 000 (the
size of CIFAR-10 train + CIFAR-10 test) images. Similarly, on the AFHQ-Cat dataset, the Training
Memory contains 64 × 128 = 8, 192 ≃ 5, 653 (the size of AFHQ-Cat) images. However, due to
the higher resolution and the large size of the CelebA-HQ dataset, which contains 30,000 images,
generating excessive data can impose storage pressure. Therefore, we choose the Training Memory
Size k (batches) for CelebA-HQ to be consistent with that of AFHQ-Cat.
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Figure 12: ablation study lambda 2

F MORE GENERATED IMAGES

Figure 13: ASFM (1 NFE) on CIFAR-10.
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Figure 14: ASFM (NFE=2) on CIFAR-10.

Figure 15: ASFM+lpips (1 NFE) on CIFAR-10.
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Figure 16: ASFM+lpips (NFE=2) on CIFAR-10.

(a) ASFM (NFE=1) on AFHQ-Cat. (b) ASFM (NFE=2) on AFHQ-Cat.

Figure 17: Generated high-resolution images by ASFM, sampling with Euler Solver in 1 and 2 steps.
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Figure 18: ASFM (NFE=6) on AFHQ.

(a) ASFM (NFE=1) on CelebA-HQ. (b) ASFM (NFE=2) on CelebA-HQ.

Figure 19: Generated high-resolution images by ASFM, sampling with Euler Solver in 1 and 2 steps.
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Figure 20: ASFM (NFE=6) on CelebA-HQ.
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G BASELINE GENERATED IMAGES

(a) 1-Rectified Flow (NFE=1) on CIFAR-10. (b) 1-Rectified Flow (NFE=2) on CIFAR-10.

Figure 21: Generated images by 1-Rectified Flow, sampling with Euler Solver in 1 and 2 steps.

(a) 2-Rectified Flow (NFE=1) on CIFAR-10. (b) 2-Rectified Flow (NFE=2) on CIFAR-10.

Figure 22: Generated images by 2-Rectified Flow, sampling with Euler Solver in 1 and 2 steps.
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(a) 3-Rectified Flow (NFE=1) on CIFAR-10. (b) 3-Rectified Flow (NFE=2) on CIFAR-10.

Figure 23: Generated images by 3-Rectified Flow, sampling with Euler Solver in 1 and 2 steps.

(a) 1-Rectified Flow (NFE=1) on
AFHQ-Cat.

(b) 1-Rectified Flow (NFE=2) on
AFHQ-Cat.

(c) 1-Rectified Flow (NFE=6) on
AFHQ-Cat.

Figure 24: Generated images by 1-Rectified Flow, sampling with Euler Solver in 1, 2 and 6 steps.

(a) 1-Rectified Flow (NFE=1) on
CelebA-HQ.

(b) 1-Rectified Flow (NFE=2) on
CelebA-HQ.

(c) 1-Rectified Flow (NFE=6) on
CelebA-HQ.

Figure 25: Generated images by 1-Rectified Flow, sampling with Euler Solver in 1, 2 and 6 steps.
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