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Abstract

Recently, there has been a heightened interest001
in building chatbots based on Large Language002
Models (LLMs) to emulate human-like quali-003
ties in dialogues, including expressing empa-004
thy and offering emotional support. Despite005
having access to commonsense knowledge to006
better understand the psychological aspects and007
causality of dialogue context, even these pow-008
erful LLMs struggle to achieve the goals of009
empathy and emotional support. As current ap-010
proaches do not adequately anticipate dialogue011
future, they may mislead language models to012
ignore complex dialogue goals of empathy and013
emotional support, resulting in unsupportive re-014
sponses lacking empathy. To address this issue,015
we present an innovative framework named016
Sensible Empathetic Dialogue Generation with017
Visionary Commonsense Knowledge (Sibyl).018
Designed to concentrate on the imminent dia-019
logue future, this paradigm directs LLMs to-020
ward the implicit requirements of the conversa-021
tion, aiming to provide more sensible responses.022
Experimental results demonstrate that incor-023
porating our paradigm for acquiring common-024
sense knowledge into LLMs comprehensively025
enhances the quality of their responses.1026

1 Introduction027

Empathy, in its most comprehensive definition, is028

the reaction of one individual to the observed ex-029

periences of another (Davis, 1983). Given the in-030

herent complexity of conversation, recent works031

focus on integrating commonsense knowledge to032

aid in unraveling the implicit psychological motiva-033

tions and causality within utterances (Wang et al.,034

2022; Tu et al., 2022; Peng et al., 2022; Zhou et al.,035

2023; Zhao et al., 2023a). Meanwhile, sophisti-036

cated abilities of Large Language Models (LLMs)037

(Chowdhery et al., 2023; Touvron et al., 2023) in038

dialogue understanding and response generation039

1The code will be released at Gitllub upon publication.

Speaker

☹ Out of Context

I there, don't know what to do,  just broke up 
with my girlfriend, we were 8 years together.

🤵
🤵Yes we decided together with our minds, and know 

I come home and feel so distant from the world.

😕Unrelated to Response
Causality : speaker & listener were in a relationship for 8 years. 
Subsequent: speaker & listener decided to get married.

DIALeCT

Listener’s Intent : To be together & Effect : Feel happy. COMET

Speaker feels lonely and disconnection from the world after breaking up.
Likely to emphasize the importance of and find happiness again.
Intent to distract the speaker from sadness and focus on well-being.

Sorry to hear! do you have any idea about the 
break up? Did you think about it ?

I would go to therapy to let it pass.

Maybe you gonna get married? After all is settled up.

I understand how hard this must be. Maybe finding a new 
hobby or activity could help you reconnect. 

Knowledge

Dialogue History

Response with Knowledge

COMET

DIALeCT

Sibyl

Expected Response

Listener

Context commonsense reasoning

Sibyl

🤵Sorry again! Hope you'll get relief from this sadness. Please 
concentrate on your interests to divert your mind from this.

Align with response

Listener

Figure 1: An example from the EMPATHETICDIA-
LOGUES dataset reveals that the commonsense reason-
ing deduced by COMET and DIALeCT demonstrates
notable limitations.

have ignited a new zeitgeist for building a power- 040

ful dialogue system (OpenAI, 2022, 2023). These 041

sophisticated models demonstrate strong perfor- 042

mance when directly prompted in a dialogue role 043

(Brown et al., 2020), and their responses can be 044

further improved by incorporating explicit interme- 045

diate reasoning steps (Wei et al., 2023; Wang et al., 046

2023). 047

Despite their achievements, these advanced 048

LLMs are still struggling with generating empa- 049

thetic responses and providing emotional support 050

(Zhao et al., 2023b). Figure 1 shows that the com- 051

monsense inference derived from COMET (Bosse- 052

lut et al., 2019) primarily concentrates on the last 053

utterance of the Speaker. This narrow focus fails 054

to correspond with the full context of the multi- 055

turn conversation and inaccurately captures the 056

Speaker’s emotional state, leading to cascade er- 057
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rors in generating responses. Meanwhile, Shen058

et al. (2022) employs commonsense reasoning for059

a complete and static dialogue. This limitation in-060

creases the risk of inaccuracies, stemming from its061

sole focus on dialogue history. As illustrated in062

Figure 1, DIALeCT (Shen et al., 2022) deduces063

disadvantaged commonsense inference unrelated064

to the response and even misunderstands the back-065

ground information participants.066

Investigating the above phenomenon, we suggest067

that the issue arises since current approaches do068

not adequately anticipate dialogue future. Due069

to the one-to-many nature of dialogue generation,070

the existence of multiple distinct responses that071

can appropriately answer the same dialogue his-072

tory suggests that within a given context, there are073

diverse dialogue commonsense inferences associ-074

ated with each possible response (Liu et al., 2022;075

Zhou et al., 2022). Exclusively deduced from di-076

alogue history, contemporary methods integrating077

commonsense inferences into dialogues overlook078

the future intent of interlocutors and the potential079

development of the conversation. These methods080

are prone to introducing noisy information and con-081

fusing language models to ignore the demand for082

empathy and emotional support.083

In response to these challenges, this paper084

presents a new paradigm that dynamically deduces085

commonsense knowledge relevant to the prospec-086

tive future of dialogue, called Sensible Empathetic087

Dialogue Generation with Visionary Common-088

sense Knowledge (Sibyl). We argue that the dia-089

logue history does not encompass enough informa-090

tion to generate the intended response. By deriving091

plausible future-aware commonsense knowledge092

from prophetic powerful LLMs, we empower open-093

source language models to generate these visionary094

inferences solely based on dialogue history. Essen-095

tially, these visionary inferences act as a form of096

chain-of-thought (CoT) prompts, aiding LLMs in097

effectively dealing with complex dialogue contexts,098

bridging the gap between dialogue history and po-099

tential response, and ultimately promoting empathy100

and emotional support. They furnish crucial im-101

plicit information regarding emotional states, inten-102

tions, subsequent events, and the scope of dialogue103

context that can elicit the desired response in the104

conversation. In-depth experiments on the Empa-105

theticDialogues and Emotional Support Conversa-106

tion datasets (Rashkin et al., 2019; Liu et al., 2021)107

demonstrate the superiority of Sibyl over competi-108

tive categories of commonsense knowledge when 109

applied to LLMs under multiple settings. 110

In summary, our contributions are as follows: 111

• We concentrate on addressing the inadequacy 112

of current commonsense inference in antic- 113

ipating dialogue future. Due to the one-to- 114

many problem, the existence of multiple com- 115

monsense knowledge related to a single con- 116

text potentially confuses LLMs, leading them 117

to inadvertently ignore the goals of achieving 118

empathy and providing emotional support. 119

• We propose Sibyl, an innovative paradigm that 120

encompasses psychological, emotional, and 121

causality factors in commonsense inference, 122

which is pertinent to dialogue future. 123

• Extensive experiments demonstrate the effec- 124

tiveness of our paradigm and detailed analy- 125

sis validates the effectiveness of our method 126

under multiple scenarios, showing significant 127

improvements in automated metrics and evalu- 128

ations by human and powerful LLM assessors. 129

2 Related Work 130

Empathy refers to the capacity to anticipate and 131

understand the reactions of others (Keskin, 2014). 132

Early studies concentrated on producing empa- 133

thetic dialogues by leveraging the Speaker’s emo- 134

tional signals (Lin et al., 2019; Majumder et al., 135

2020) within the EMPATHETICDIALOGUES dataset 136

(Rashkin et al., 2019). To enhance the ability to 137

understand, perceive, and respond appropriately to 138

the situation and feelings of others, commonsense 139

knowledge is widely incorporated into empathetic 140

chatbots (Sabour et al., 2021; Li et al., 2020; Wang 141

et al., 2022; Zhou et al., 2023). Recently, several 142

research efforts have explored the application of 143

LLMs in generating empathetic responses within a 144

prompt-based framework revealing the limitations 145

of LLMs in accomplishing this task (Zhao et al., 146

2023b; Qian et al., 2023). 147

Empathy has also been related to several other 148

variables such as helping, introversion, and affilia- 149

tive tendency (Chlopan et al., 1985). Emotional 150

Support Conversation is a benchmark focusing on 151

exploring the problem of help seekers and generat- 152

ing more supportive responses. COMET (Bosselut 153

et al., 2019), a pre-trained generative commonsense 154

reasoning model is employed to obtain common- 155

sense knowledge of the dialogue (Tu et al., 2022; 156
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Trauma help appreciating…

Share experience & offer comfort…

Validate, support and emphasize...

Feels sympathy and understand…

I am extremely afraid of going near heights.

Oh, I can relate I am also afraid of that. 

Yeah, last year I went to Disneyland and got on 
the elevator game and I almost cried hahaha. 

🤵
🤵#B: That's awful. Stuff ...

Visionary Commonsense acquisition
#A: I'm so grateful for my family due 
to an incident....
#B: Oh really? What happened ...
#A: My friend lost her parents and ...

Cause
Subsequent

Emo.on
Intent

Dialogue
History

Response

Sibyl Training Sibyl Inference & Response Generation

#A: I'm so grateful for my 
family due to an incident …
#B: Oh really? What happened 
with your family …
#A: My friend lost her parents 
and siblings in a fire …

I remember a (me I was in Vegas I was 
scared to go on this really high ride.

Cause

Subs.

Emo.

Intent

Dialogue History

Infer 
Distill

Knowledge 
generation

#B: That's awful. Stuff 
Cause of upcoming response?

What would #B probably do?
The emotion state of #A?
#B's intent is to...

Knowledge Types
Prompts for 4 knowledge types

Generated Knowledge

LLaMA2

Train the response 
generator

With Sibyl knowledge

generate

:

Experience of... 

Empathize with...

Fearful...

Establish...

Figure 2: The overview of our proposed paradigm of Commonsense Inference, Sibyl. Incorporating both dialogue
history and ground truth responses, the powerful LLM first deduces four categories of visionary commonsense.
These inferences serve as a guiding oracle, aiding LLaMA2 models in inferring from dialogue history alone
during the training stage. Subsequently, these trained models function as experts in inferring four categories of
commonsense knowledge.

Peng et al., 2022; Deng et al., 2023). However, in157

the absence of harmonious knowledge selection,158

external information might trigger logical conflicts159

in dialogue (Yang et al., 2022; Wang et al., 2022).160

Commonsense knowledge plays a vital role in161

dialogue systems, with many studies focusing on162

improving the techniques for acquiring common-163

sense knowledge. Ghosal et al. (2022); Shen et al.164

(2022) train language models to produce context-165

aware commonsense knowledge through natural166

language generation (NLG) and multi-choice an-167

swer selection (MCQ) tasks. This advances the ap-168

plication of commonsense knowledge in dialogue169

for further research. Recently, numerous research170

indicates that commonsense reasoning, obtained171

via multi-step methodologies, markedly surpasses172

the strategy of prompting LLMs to concurrently de-173

duce implicit information and generate responses174

(Wang et al., 2023; Santra et al., 2023). By ap-175

pending commonsense knowledge to the dialogue176

context (Wang et al., 2023; Chae et al., 2023), these177

inferences of dialogue context serve as intermediate178

reasoning to trigger LLMs analysis and compose179

high-quality responses.180

3 Preliminaries181

3.1 Problem Formulation182

In the task of dialogue response generation, we183

employ θ to signify a dialogue model, while C =184

[u1, u2, ..., un−1] indicates the context utterances,185

and K corresponds to commonsense knowledge.186

The objective here is to predict the forthcoming 187

response Y based on the given context C from 188

the n − 1 turn, supplemented with the external 189

commonsense knowledge K. 190

Y ∼ Pθ(· | K,C) (1) 191

3.2 Categories of Commonsense Inference 192

This study incorporates four categories of common- 193

sense inferences within dialogues, which include: 194

1) Cause: Identifying the possible cause in the 195

dialogue history for the forthcoming response. 2) 196

Subsequent Event: Events that might take place in 197

the dialogue future. 3) Emotion state: The user’s 198

emotional state as indicated in their latest utter- 199

ance. 4) Intention: The probable dialogue intent 200

behind the assistants next response. The overar- 201

ching goal is to enrich our understanding of the 202

dialogue history and meticulously project potential 203

traits of the possible upcoming responses. These 204

inferences operate as crucial intermediate reason- 205

ing steps that assist language models in enhancing 206

dialogue comprehension and producing empathetic 207

and supportive responses, with further details in 208

Appendix A. 209

4 Method 210

In this section, we propose a novel paradigm for ob- 211

taining visionary commonsense knowledge, named 212

Sibyl, as demonstrated in Figure 2. 213
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4.1 Visionary Commonsense acquisition214

The advanced LLMs which are aligned with human215

intention, exhibit robust logical deduction abilities.216

Initially, we utilize ChatGPT (gpt-3.5-turbo) (Ope-217

nAI, 2022) to generate four categories of plausible218

commonsense inferences K, using inputs that in-219

clude dialogue history C and the response Y . We220

randomly selected a sample as demonstration to221

guide the powerful LLM in generating a vision-222

ary commonsense inference, considering dialogue223

history and response.224

K = arg maxPLLM
K

(C;Y) (2)225

The details of prompt templates are illustrated in226

Appendix B.1. To confirm the reasonableness of227

the four knowledge categories, we employ five228

highly educated postgraduates to perform a binary229

evaluation on 400 randomly chosen samples of230

commonsense knowledge. The average scores for231

the knowledge categories are all exceeding 0.872.232

To prevent information leakage, all dialogue sam-233

ples mentioned in this section are sourced exclu-234

sively from the training sets.235

4.2 Sibyl Training236

To independently generate visionary common-237

sense inferences based on dialogue history, we238

further undertake Supervised Finetuning (SFT) of239

open-source LLMs to learn how to cultivate their240

prophetic abilities. Given the constraints of com-241

putational resources, we opt for LLaMA2-7B as242

visionary models.243

Prompts of LLMs are carefully designed as hints244

to guide these models to understand the purpose245

of performing commonsense inference. Similar to246

prompting LLMs to generate oracle commonsense247

inference, we describe the aim of deducing a cer-248

tain aspect of commonsense knowledge first and249

give one example of dialogue for tunable Language250

Models to grasp the demand of reasoning implicitly.251

Inspired by instruction tuning, the final template of252

our input consists of 1) Task Definition and instruc-253

tion; 2) Examples and Answers; and 3) Dialogue254

context to be inferred.255

The training loss is the standard negative log-256

likelihood (NLL) loss on the commonsense knowl-257

2The Fleiss’s Kappa measure among annotators stands at
0.52, signifying a moderate level of agreement.

edge inferred by LLMs: 258

LInfer = −
M∑

m=1

log(P (km|C, k<m)) (3) 259

where M is the length of commonsense inference 260

generated by powerful LLMs, K = [k1, ..., kM ]. 261

4.3 Sibyl Inference and Response Generation 262

After the training phase of visionary language mod- 263

els, we apply these models to deduce the men- 264

tioned four categories of commonsense knowledge 265

focusing on dialogue future. Notably, differing 266

from the process outlined in Sec. 4.1, these aspect- 267

specialized models are presented with input that 268

encompasses solely the dialogue history. In other 269

words, they are trained to anticipate the imminent 270

dialogue future, under the instruction of powerful 271

LLMs that possess prior knowledge about the pos- 272

sible response. 273

Denoted as Ψ, these well-trained models are ca- 274

pable of analyzing causality, psychology, subse- 275

quency, and intent aspects of unseen conversations. 276

In practice, we take the prompt Cp as the input of 277

models Ψ, and we obtain four types of visionary 278

commonsense inference Kp. 279

Cp = Prompttemplate(C) (4) 280
281

Kp = Ψ(Cp) (5) 282

Where C indicates dialogue context, the prompt 283

template is detailed in Appendix B.2, which is con- 284

sistent with the template used in the training stage, 285

as mentioned in Sec. 4.2. 286

Response Generation. For response generation, 287

we append all four categories of visionary common- 288

sense inferences Kp to the corresponding context to 289

compose the input of LLMs. These inferences act 290

as a bridge between dialogue history and the next 291

response, aiding the foundation models to envision 292

the future based on these cues for the probable 293

response. 294

We conduct experiments using two strategies for 295

creating the response generator: a finetuned ap- 296

proach and a prompt-based approach using LLMs. 297

The finetuned approach involves two prominent 298

open-source models: LLaMA2-7B (Touvron et al., 299

2023), and Flan-t5-xl (Chung et al., 2022). Stan- 300

dard NLL loss is adopted for the ground truth re- 301

sponse Y during the finetuning process: 302

Lgen = −
G∑

g=1

log(P (yg|C;Kp, y<g)) (6) 303
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where G stands for the length of the ground truth304

response of the dialogue, yg specifies the g-th token305

in target response Y .306

In the prompt-based approach, we directly en-307

gage an LLM to generate the subsequent response.308

The prompt provided to the LLM includes the dia-309

logue history C, along with the four types of com-310

monsense inferences Kp.311

5 Experimentals312

5.1 Datasets313

Our experiments are conducted on the EMPATHET-314

ICDIALOGUES (Rashkin et al., 2019) (ED) and the315

Emotional Support Conversation (Liu et al., 2021)316

(ESConv). ED is a vast multi-turn dialogue dataset317

encompassing 25,000 empathetic conversations be-318

tween a speaker and a listener. ESConv comprises319

approximately 1,053 multi-turn dialogues between320

a help seeker experiencing emotional distress and321

a professional supporter.322

5.2 Implementation Details323

For the implementation of finetuning LLaMA2-7B324

and Flan-t5-xl models, we utilize the open-source325

Hugging Face transformers (Wolf et al., 2020). Due326

to the constraints on GPU resources, we employ327

LoRA-Tuning for training the LLaMA2-7B models.328

In terms of LoRA-Tuning, the LoRA’s rank is set329

as 8, the alpha is 16, the dropout rate of LoRA is330

assigned to 0.05, and the target modules are Q and331

V . We set the learning rate to 3e-5 and training332

batch size to 16, train up to 5 epochs, and select333

the best checkpoints based on performance on the334

validation sets. The whole model is optimized with335

the Adam (Kingma and Ba, 2015) algorithm. All of336

the experiments are performed on a single NVIDIA337

A800 GPU.338

5.3 Baseline Methods339

We compare Sibyl with several state-of-the-art340

methods and commonsense knowledge deduced341

by other baseline frameworks:342

CASE (Zhou et al., 2023): A model trained from343

scratch with vanilla transformers (Vaswani et al.,344

2017) on ED dataset. This work utilizes a condi-345

tional graph to represent all plausible causalities346

between the user’s emotions and experience.347

M-Cue CoT (Wang et al., 2023): A multi-step348

prompting mechanism to trace the status of users349

during the conversation, performing complex rea-350

soning and planning before generating the final351

response. 352

LLaMA2 (Touvron et al., 2023): To test the perfor- 353

mance of vanilla open-source foundation models, 354

we apply LLaMA2-7B3 which only responds based 355

on dialogue context. 356

+ COMET (Bosselut et al., 2019): A foundation 357

model enhanced by external knowledge comes 358

from ATOMIC (Hwang et al., 2021) which makes 359

inferences based on the last utterance of context. 360

+ DOCTOR (Chae et al., 2023): A dialogue Chain- 361

of-Thought commonsense reasoner which inte- 362

grates implicit information in dialogue into ratio- 363

nale for generating responses. 364

+ DIALeCT (Shen et al., 2022): Trained on a va- 365

riety of dialogue-related tasks, DIALeCT is a pre- 366

trained transformer for commonsense inference in 367

dialogues which expert in leveraging the structural 368

information from the dialogues. 369

5.4 Automatic Evaluation 370

The generated responses are evaluated using sev- 371

eral automatic metrics, namely BLEU (Papineni 372

et al., 2002), ROUGE-L (ROU-L.) (Lin, 2004), 373

METEOR (MET) (Lavie and Agarwal, 2007), 374

Distinct-n (Dist-n) (Li et al., 2016), and CIDEr 375

(Vedantam et al., 2015). Additionally, we employ 376

Average (Ave.) and Extrema (Ext.) Cosine Scores 377

to assess embedding-based semantic similarity. 378

Supervised Finetuning (SFT) plays a crucial role 379

in applying LLMs to specific tasks. Our approach 380

significantly outperforms the mentioned baseline 381

methods in generating empathetic responses on 382

both Decoder-Only and Encoder-Decoder models 383

(LLaMA2 and Flan-t5). As shown in the upper 384

portion of Table 1, the similarity scores (BLEU- 385

n, ROU-L. and MET.) of responses generated by 386

LLaMA2-7B enhanced with Sibyl exceed those 387

of all baseline methods by a significant margin, 388

suggesting that the more sensible responses stem 389

from the paradigms ability to deduce commonsense 390

knowledge. However, for extrema score (Ext.), 391

Sibyl performs slightly worse than the baselines. 392

Equipped with Sibyl, LLaMA2 excels in achiev- 393

ing the highest scores in both average embedding 394

similarity (Avg.) and CIDEr, further proving its ef- 395

fectiveness in empathetic response generation. The 396

performance of the Finetuned model on Flan-t5-xl, 397

as depicted in Table 3, additionally shows signifi- 398

cant improvement when enhanced by Sibyl, espe- 399

3The version of LLaMA2 used in this paper:
https://huggingface.co/meta-llama/
Llama-2-7b-chat-hf

5

https://huggingface.co/meta-llama/Llama-2-7b-chat-hf
https://huggingface.co/meta-llama/Llama-2-7b-chat-hf


Generation Paradigm Model BLEU-1/2/3/4 Dist-1/2/3 ROU_L. MET. Ave. Ext. CIDEr

CASE 15.99/7.41/3.90/2.29 0.64/3.02/5.98 18 7.77 87 51.02 18.12
LLaMA2 16.8/5.94/2.67/1.38 5.63/36.57/72.06 15.09 7.59 87.3 48.05 13.72

Finetuned
+ COMET 17.34/6.3/2.86/1.53 5.59/35.83/70.74 15.21 7.69 87.26 48.35 14.38
+ DOCTOR 17.37/6.26/2.85/1.50 5.57/35.80/70.91 15.09 7.5 86.95 48.2 13.51
+ DIALeCT 19.56/7.98/4.07/2.37 5.52/35.98/70.80 17.33 8.55 87.66 49.77 22.19
+ Sibyl 21.34/9.25/4.89/2.84* 5.61/36.07/71.17 19* 9.54* 88.29 50.85 26.89*

GPT-3.5 14.08/4.91/2.20/1.11 9.14/39.29/62.85 14.67 8.75 88.79 45.27 8.01
+ M-Cue CoT 13.01/4.32/1.89/0.95 9.30/39.78/62.47 13.99 8.9 88.86 44.75 4.8

Prompt-based
+ COMET 14.07/5.06/2.43/1.34 9.36/40.13/64.12 14.89 9.13 88.94 45.69 7.54
+ DOCTOR 14.43/5.34/2.63/1.48 9.68/41.92/64.40 15.65 9.3 89.29 46.24 8.38
+ DIALeCT 15.36/5.67/2.64/1.39 8.98/38.07/60.13 16.23 9.46 89.29 47.47 10.48
+ Sibyl 16.20/6.43/3.21/1.81* 9.70/39.86/62.69 17.62* 10.05* 89.8 47.99* 14*

Table 1: Automatic Evaluation results on EMPATHETICDIALOGUES dataset. The best results are highlighted with
bold. "*" denotes that the improvement to the best baseline is statistically significant (t-test with p-value < 0.01).

Generation Paradigm Model BLEU-2/3/4 Dist-1/2/3 ROU_L. MET. Ave. Ext. CIDEr

LLaMA2 6.73/2.9/1.4 6.24/40.34/75.6 15.62 9.02 88.44 44.6 8.32
+ COMET 6.48/2.78/1.35 6.22/39.81/75.18 15.58 9.04 89.19 45 9.34

Finetuned + DOCTOR 6.58/2.83/1.39 6.68/41.32/75.82 15.78 8.23 89.24 45.04 9.64
+ DIALeCT 6.78/2.79/1.29 6.35/40.46/76.29 16.02 8.22 88.25 44.86 10.44
+ Sibyl 6.97/3.04/1.52* 6.84/41.59/76.41* 16.23 8.53 89.55* 45.86 10.92*

GPT-3.5 5.06/2.01/0.93 6.43/31.39/56.38 14.86 8.5 90.14 41.9 4.01
+ M-Cue CoT 5.03/1.89/0.92 6.32/30.97/55.78 14.99 9.27 89.76 42.43 4.92

Prompt-based
+ COMET 5.06/1.99/0.91 5.98/29.56/52.89 14.87 9.44 90.66 42.98 4.14
+ DOCTOR 4.46/1.72/0.79 6.36/31.76/56.48 13.98 8.73 90.24 40.93 3.39
+ DIALeCT 4.95/1.82/0.81 6.42/31.14/54.24 14.97 9.1 90.6 42.56 4.15
+ Sibyl 5.19/2.21/1.10* 6.52/32.09/56.72 15.2* 9.65 90.7* 41.9 4.85

Table 2: Automatic Evaluation results on ESConv dataset. The best results are highlighted with bold. "*" denotes
that the improvement to the best baseline is statistically significant (t-test with p-value < 0.01).

cially in the areas of overlap and embedding sim-400

ilarity scores. Impressively, the CIDEr score im-401

provement of our method over the standard model402

by about 13 points highlights the critical role of403

anticipating dialogue futures and the distinct effec-404

tiveness of our proposed paradigm.405

In the context of ESConv, we compared Sibyl406

paradigm to the baseline methods for common-407

sense knowledge. As shown in Table 2, Sibyl en-408

hances foundation models’ performance in emo-409

tional support scenarios. With Sibyl integration,410

LLMs outshine all other categories of common-411

sense knowledge under diversity metrics (Dist-n),412

underscoring the critical role of prophetic abilities413

in response generation.414

Given that In-context Learning (ICL) is widely415

regarded as a key strength of Large Language Mod-416

els (LLMs), our study assesses the effect of various417

commonsense inferences on LLMs’ response gen-418

eration without finetuning (Prompted-based). We419

mainly selected gpt-3.5-turbo from OpenAI’s API420

as our LLM base. As outlined in the lower part421

of Table 1 and Table 2, the diversity scores of the422

content of our methodology generated are competi-423

Model BLEU-3/4 ROU_L. MET. Ave. CIDEr

Flan-t5-xl 5.82/3.78 20.73 8.92 88.35 30.44
+ COMET 2.49/1.29 14.96 7.05 86.82 12.92
+ DOCTOR 2.58/1.33 14.78 6.97 86.92 23.41
+ DIALeCT 3.90/2.26 17.17 8.03 87.61 13.16
+ Sibyl 7.71/5.24 23.09 10.39 88.53 43.36

Table 3: Automatic Evaluation results on EMPATHETIC-
DIALOGUES dataset. The foundation model is Flan-t5-
xl. The best results are highlighted with bold.

tive with baselines and markedly superior in other 424

metrics for empathetic dialogues. In the realm of 425

emotional support, Sibyl catalyzes LLMs potential 426

to provide empathetic and supportive responses. 427

Through our proposed visionary commonsense in- 428

ference, LLMs attain scores in Extrema (Ext.) and 429

CIDEr that are on par with the best, while exceed- 430

ing baseline models in all other diversity-driven 431

and overlapping metrics. Superior performance 432

under the setting of ICL underscores the effective- 433

ness of our response-focused paradigm and demon- 434

strates the viability of employing this common- 435

sense knowledge as Chain-of-Thoughts in dialogue 436

generation. 437

6



Comparisons Aspects Win Lose Tie
Coh. 53.2 5.4 41.4

+ Sibyl vs. CASE Emp. 41.7 12.6 45.7
Inf. 46.4 5.4 48.2

Coh. 19.3 15.6 65.1
+ Sibyl vs. LLaMA2 Emp. 30 16.6 53.4

Inf. 21.8 21.4 56.8

Coh. 19.8 15 65.2
+ Sibyl vs. + COMET Emp. 25.2 21.2 53.6

Inf. 24.9 23.8 51.3

Coh. 30.2 6.4 63.4
+ Sibyl vs. + DOCTOR Emp. 31.7 8.5 59.8

Inf. 46.7 32.6 20.7

Coh. 17.1 7.6 75.3
+ Sibyl vs. + DIALeCT Emp. 49.4 29.3 21.3

Inf. 40.7 26.8 32.5

Table 4: Human A/B test (%) of EMPATHETICDIA-
LOGUES. The inter-annotator agreement is evaluated by
Fleiss’s Kappa (denoted as κ), where 0.4 < κ < 0.6
indicates moderate agreement.

5.5 Human Interactive Evaluation438

The human evaluation on the ED dataset adheres to439

methodologies established in prior studies (Sabour440

et al., 2021; Wang et al., 2022), conducting a hu-441

man evaluation based on three aspects 1) Coher-442

ence (Coh.): which models response is more co-443

herent and relevant to the dialogue context? 2) Em-444

pathy (Emp.): which model has more appropriate445

emotional reactions, such as warmth, compassion,446

and concern? Informativeness (Inf.): which models447

response incorporates more information related to448

the context? In the realm of ESConv, we consider449

four aspects: 1) Fluency (Flu.): Evaluating the450

models based on the fluency of their responses. 2)451

Comforting (Com.): Assessing the models’ skill452

in providing comfort. 3) Supportive (Sup.): De-453

termining which model offers more supportive or454

helpful responses. 4) Overall (All.): Analyzing455

which model provides more effective overall emo-456

tional support.457

We randomly select 200 dialogue samples and458

engage five professional annotators to evaluate459

the responses generated by finetuned LLaMA2-460

7B models for both the ED and ESConv datasets.461

Considering the variation between individuals, we462

conduct human A/B tests to compare our paradigm463

with other baselines directly. Annotators score the464

questionnaire of the response pairs to choose one465

of the responses in random order or select "Tie"466

when the quality of those provided sentences is dif-467

ficult to distinguish. Fleiss’s kappa is employed468

to analyze the evaluations. Table 4 demonstrates469

Comparisons Aspects Win Lose Tie

Flu. 27.2 18.4 54.4

+ Sibyl vs. LLaMA2
Com. 28.5 20.3 51.2
Sup. 32.5 29.5 38
All. 36.7 30.2 33.1

Flu. 23.5 17.2 59.3

+ Sibyl vs. + COMET
Com. 31.9 24.3 43.8
Sup. 31.3 28.6 40.1
All. 38.7 29.9 31.4

Flu. 51.3 29.8 18.9

+ Sibyl vs. + DOCTOR
Com. 54.2 31.8 14
Sup. 45.6 37.7 16.7
All. 56.4 37.2 6.4

Flu. 13.5 10 76.5

+ Sibyl vs. + DIALeCT
Com. 51.5 40.1 8.4
Sup. 53.3 33.8 12.9
All. 47.6 28.2 24.2

Table 5: The human A/B test results for ESConv (%).
Kappa (κ) fall between 0.4 and 0.6, suggesting moder-
ate agreement.

Sibyl’s significant advantage over CASE across all 470

metrics. Compared to commonsense inference ob- 471

tained from COMET, DOCTOR, and DIALeCT, 472

our paradigm exhibits considerable progress, high- 473

lighting our approach’s effectiveness in incorpo- 474

rating commonsense knowledge. These compar- 475

isons emphasize our paradigm’s superior perfor- 476

mance compared to the three baseline common- 477

sense knowledge. Similarly, results from Table 5 478

strongly highlight the effectiveness of Sibyl within 479

emotional support scenarios. The considerable lead 480

in the overall score over the baselines indicates 481

a more substantial influence, demonstrating the 482

greater supportiveness of the knowledge, acting as 483

cues that guide LLMs to be more helpful. 484

5.6 Ablation Study 485

To assess the influence of different categories of 486

commonsense knowledge on response generation, 487

we systematically remove each of these four cate- 488

gories of commonsense knowledge to facilitate a 489

performance comparison on the ED dataset with 490

Sibyl, as illustrated in Table 6. Excluding any of the 491

four commonsense knowledge categories leads to 492

a reduction in the quality of the generated response. 493

Although some variants perform better than the 494

complete method in particular metrics, the overall 495

performance shows a notable decrease. Clearly, the 496

causality of the conversation holds less significance 497

in the generation of empathetic responses, whereas 498

emotional cues provide greater insight into future 499

information for understanding the user’s situation. 500
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Model BLEU-1/2/3/4 Dist-1/2/3 ROU_L. MET. Ave. Ext. CIDEr

+ Sibyl 21.34/9.25/4.89/2.84 5.61/36.07/71.17 19 9.54 88.29 50.85 26.89

w/o Cause 20.89/9.06/4.78/2.78 5.35/34.52/68.48 18.69 9.38 88.01 50.9 25.87
w/o Intent 18.72/7.05/3.35/1.82 5.29/33.67/67.44 16.18 8.17 87.34 49.12 16.46
w/o Subs 20.69/8.89/4.66/2.71 5.37/34.16/67.91 18.23 9.2 87.83 50.45 24.39
w/o Emo 21.18/9.12/4.79/2.74 5.41/34.47/68.4 18.63 9.25 87.92 50.82 25.35

Table 6: Ablation study on the ED dataset.

ED ESConv
Nat. Emp. Coh. Nat. Sup. Coh.

CASE 2.053 1.539 1.995 - - -
MultiESC - - - 2.092 1.23 1.812
LLaMA2 2.512 1.849 2.635 2.332 1.376 2.214
+ COMET 2.464 1.747 2.646 2.368 1.944 2.465
+ DOCTOR 2.503 2.088 2.653 2.349 1.408 2.496
+ DIALeCT 2.441 1.115 2.644 2.381 1.867 2.526
+ Sibyl 2.568 2.396 2.774 2.387 1.958 2.599

Table 7: LLMs based Evaluation results on EPATHET-
ICDIALOGUES (ED) and ESConv dataset under Super-
vised Finetyuning.

Furthermore, the conspicuous disparity between501

the variant (w/o intent) and our proposed complete502

method highlights the importance of predicting503

the potential intent of future responses, aligning504

with earlier studies (Chen et al., 2022; Wang et al.,505

2022).506

5.7 LLMs-based Evaluation507

We apply G-Eval (Liu et al., 2023; Chiang and508

yi Lee, 2023) to assess the Naturalness (Nat.) and509

Coherence (Coh.) of responses from baseline ap-510

proaches that utilize commonsense knowledge in511

diverse ways. For task-specific requirements, we512

compare Empathy (Emp.) in the context of EM-513

PATHETICDIALOGUES and Supportiveness (Sup.)514

for ESConv. Strictly following the rating strategy515

(Liu et al., 2023; Chiang and yi Lee, 2023), we516

prompt gpt-4-0314 to discretely rate 1 to 3 points to517

these generated responses. Specifically, we require518

the LLMs to rate 1 when the generated response519

fails to meet a certain aspect. Rating a ’2-point’520

means the response is totally ok, and meets the cer-521

tain requirement to some extent. For responses that522

actually meet the desired demands, LLM is asked523

to give a ’3-point’ rating.524

Notably, we prompt LLM to first explain/analyze525

before rating the target response for better correla-526

tion for human ratings (Chiang and yi Lee, 2023).527

From each of the ED and ESConv datasets, we ran-528

domly selected 200 data samples to conduct the G-529

Eval evaluation. Calculating the average weighted530

score of sampled data, the comparison result is 531

shown in Table 7 and Table 8, Sibyl outperforms 532

all strong baseline of commonsense inference in all 533

aspects. Notably, in terms of Empathy (Emp.) and 534

supportiveness (Sup.) scores, Sibyl significantly 535

outpaces other commonsense knowledge frame- 536

works and models under finetuned generators. 537

5.8 Case Study 538

To better evaluate the performance of response gen- 539

eration, we selected an example generated by our 540

proposed paradigm and baselines for comparison. 541

The example in Table 9 demonstrates that base- 542

line models employing COMET and DIALeCT to 543

derive commonsense knowledge struggled to iden- 544

tify the future direction of the dialogue. Although 545

DOCTOR was able to partially recognize the po- 546

tential information about the future to some extent, 547

these three kinds of inferences still led to responses 548

that were deficient in coherence and empathy. In 549

contrast, Sibyl concentrates on crucial information, 550

such as the possibility of the speaker having regu- 551

lar interactions with children. The visionary red- 552

highlighted words accurately identify this detailed 553

information, leading to a more sensible and sugges- 554

tive response. 555

6 Conclusion 556

Even when enhanced with commonsense knowl- 557

edge, LLMs still struggle with providing sensible 558

and empathetic responses when providing support. 559

This paper posits that the underlying issue stems 560

from the one-to-many nature of dialogue genera- 561

tion and commonsense inference. We introduce 562

a novel paradigm named Sibyl, highlighting the 563

critical role of anticipating future information and 564

distilling the visionary abilities of powerful LLMs 565

into small tunable models. Through rigorous evalu- 566

ation, Sibyl has proven its superiority, marked by 567

notable improvements in automated metrics and 568

assessments conducted by human evaluators and 569

advanced LLMs. 570
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Limitations571

In this paper, we explore a new paradigm of ac-572

quiring visionary commonsense knowledge named573

Sibyl. However, we acknowledge the limitations of574

this work from the following perspectives:575

Shortage of data. One of the limitations of our576

work stems from the shortage of datasets in the577

task of empathetic and emotional support dialogue578

generation. Although these two benchmarks have579

been proposed for a long time, most of the research580

also focuses on these two datasets.581

Evaluations. The scores of automatic evalua-582

tion metrics are not fully consistent with human583

evaluations for the tasks of dialogue generation, as584

depicted by Liu et al. (2016). Employing LLMs as585

professional assessors alleviates the problem of the586

lack of labour-free and task-specific evaluation met-587

rics. However, these approaches (Liu et al., 2023;588

Chiang and yi Lee, 2023; Fu et al., 2023) can only589

regarded as a reference, the usage of human evalu-590

ation metric still takes the most cathedratic place.591

Therefore, there still exists trouble evaluating the592

empathy and supportiveness of the generated con-593

tent automatically and convincingly. To address594

this, we employ all three aforementioned methods595

to thoroughly assess the response, aiming to vali-596

date the efficacy of our proposed approach.597

Ethics Statement598

The datasets (Rashkin et al., 2019; Liu et al., 2021)599

utilized in our study are widely recognized and600

sourced exclusively from open-source repositories.601

The conversations of the ED dataset are around602

given emotions and carried out by employed crowd-603

sourced workers, with no personal privacy issues604

involved. For our human evaluation, all participants605

were volunteers provided with comprehensive in-606

formation about the researchs purpose, ensuring607

informed consent. Moreover, participants were pro-608

vided with fair and appropriate compensation for609

their involvement. The call of the OpenAI API for610

this paper was conducted during a period when the611

authors were on vacation in Singapore.612
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A Four Categories of Commonsense981

Knowledge982

We mainly employ four categories of commonsense983

knowledge of our proposed paradigm, which is as984

follows.985

Cause What is the cause of the assistant to986

post the last utterance? We emphasize the cru-987

cial role of causality within the dialogue context.988

Similar to the approach outlined by Shen et al.989

(2022) and previous investigations (Li et al., 2022;990

Cheng et al., 2022), we delve into potential words991

or phrases that could lead to the desired response.992

Subsequent Event What will be the potential993

subsequent events involving the assistant that may994

occur after the user’s last utterance? Conver-995

sations demonstrate a causal connection between996

past utterances to the ensuing responses. Dialogues997

contain a cause-and-effect connection between the998

context and the target response. Following (Ghosal999

et al., 2022), we employ a language model to1000

project potential scenarios that follow the dialogue1001

history, which is a key factor in determining the1002

assistant’s response.1003

Emotion reaction What is the emotional re-1004

action of the user in their last utterance? Emotion1005

is a fundamental element in human conversation1006

(Zhou et al., 2018), acting as a natural means for in-1007

dividuals to express their feelings during dialogues.1008

With explicit emotion traits, it is easier for chat-1009

bots to grasp a more profound understanding of1010

the dialogue and anticipate the potential emotional1011

content within the target response.1012

Intention What is the assistant’s intent to post1013

the last utterance according to the emotional reac-1014

tion of the user? Dialogue intention is a focal point1015

in the realm of dialogue generation (Welivita and1016

Pu, 2020). It comprises the underlying logic and ob-1017

jectives guiding the forthcoming conversation, thus1018

forming a vital aspect in contextual understanding1019

and response generation.1020

The above four categories of commonsense infer-1021

ence are all used in our paradigm, acting as interme-1022

diate reasoning steps for steering language models1023

for better dialogue comprehension and more empa-1024

thetic responses.1025

B Detailed Prompts 1026

B.1 Prompts for Visionary Commonsense 1027

acquisition 1028

The template input for prompting Large Language 1029

Models generating prophetic commonsense 1030

inference is as follows: 1031

Given a dyadic dialogue clip between a listener 1032

and a speaker, the objective is to comprehend 1033

the dialogue and make inferences to identify the 1034

underlying cause of the latest utterance stated 1035

by the listener (the reason contributing to the 1036

utterance stated by the listener). 1037

1038

I will provide an example of a conversation 1039

clip and the explanation of causes, which is as 1040

follows: 1041

1042

(1)Speaker: Job interviews always make me 1043

sweat bullets, makes me uncomfortable in general 1044

to be looked at under a microscope like that. 1045

(2)Listener: Don’t be nervous. Just be prepared. 1046

(3)Speaker: I feel like getting prepared and then 1047

having a curve ball thrown at you throws you off. 1048

(4)Listener: Yes but if you stay calm it will be ok. 1049

1050

What is the cause of the listener to post the 1051

next response? Please make inferences based 1052

on the utterances before the last utterance of 1053

the conversation. Please generate the answer 1054

like this: Answer: The cause of the listener’s 1055

last utterance is to reassure and encourage the 1056

speaker, emphasizing the importance of staying 1057

calm despite unexpected challenges during a job 1058

interview. 1059

1060

Now, generate one concise and relevant in- 1061

ference (no more than 40 words) of the cause of 1062

the last utterance. The conversation clip is: 1063

1064

{context} 1065

1066

What is the cause of the listener to post the 1067

next response? 1068

1069

Answer: 1070

1071

B.2 Prompts for Sibyl Training 1072

The prompt we designed as hints to guide tunable 1073

models to understand the purpose of performing 1074

commonsense inference is as follows: 1075
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ED ESConv
Nat. Emp. Coh. Nat. Sup. Coh.

GPT-4 2.19 2.171 2.192 1.838 1.983 1.713
+ COMET 2.188 2.176 2.188 1.842 1.979 1.712
+ DIALeCT 2.126 1.793 2.186 1.841 1.793 1.71
+ M-Cue CoT 2.189 1.792 2.124 1.841 1.982 1.716
+ Sibyl 2.191 2.176 2.191 1.846 1.984 1.717

Table 8: LLMs based Evaluation results on EPATHET-
ICDIALOGUES (ED) and ESConv dataset under In-
Context Learning.

1076

1) Task Definition and instruction:1077

You are an expert in the theory of empathy and1078

conversational contextual reasoning.1079

Given a dyadic dialogue clip between a listener1080

and a speaker, the objective is to comprehend1081

the dialogue and make inferences to identify the1082

underlying cause of the latest utterance stated1083

by the listener (the reason contributing to the1084

utterance stated by the listener).1085

2) Example and Answers:1086

I will provide an example of a conversation clip1087

and the explanation of causes, which is as follows:1088

1089

{example}1090

1091

What is the cause of the speaker to post the1092

last utterance?1093

Please make inferences based on the utterances1094

before the last utterance of the conversation.1095

Please generate the answer like this: Answer:1096

{example answer}.1097

3) Dialogue context to be inferred:1098

Now, generate one concise and relevant inference1099

(no more than 40 words) of the cause of the last1100

utterance.1101

The conversation clip is:1102

1103

{context}1104

1105

Answer:1106

1107

At the training stage, we append the oracle1108

commonsense inference generated by powerful1109

LLMs to the prompt above.1110

C Details of LLMs-based evaluation1111

The absence of labor-free and practical evalua-1112

tion metrics has been a persistent challenge within1113

the field of NLP research. Thanks to the rise of1114

LLMs, several studies have explored the utiliza-1115

tion of LLMs in assessing content generated by 1116

neural models. (Fu et al., 2023) propose a direct 1117

approach, using LLMs as reference-free evalua- 1118

tors for Natural Language Generation (NLG), view- 1119

ing the evaluation process as a probability calcula- 1120

tion. Moreover, (Liu et al., 2023) and (Chiang and 1121

yi Lee, 2023) introduce a prompt-based framework 1122

for LLMs, ensuring adherence to the generated in- 1123

structions and offering a more detailed continuous 1124

score by adjusting the discrete scores based on their 1125

token probabilities. 1126

We apply G-Eval (Liu et al., 2023; Chiang and 1127

yi Lee, 2023) to assess the Naturalness (Nat.) and 1128

Coherence (Coh.) of responses from baseline mod- 1129

els that utilize commonsense knowledge in diverse 1130

ways. For task-specific requirements, we com- 1131

pare Empathy (Emp.) in the context of EMPA- 1132

THETICDIALOGUES and Supportiveness (Sup.) 1133

for ESConv. As the token probabilities of Chat- 1134

GPT (OpenAI, 2022) are unavailable, we set ’n = 1135

20, temperature = 1, topp = 1’ to sample 20 1136

times to estimate the token probabilities. 1137

Strictly following the rating strategy (Liu et al., 1138

2023), we prompt gpt-4-0314 to discretely rate 1 to 1139

3 points to these generated responses. Specifically, 1140

we require the LLMs to rate 1 when the generated 1141

response fails to meet a certain aspect. Rating 1142

a ’2-point’ means the response is totally ok, and 1143

meets the certain requirement to some extent. For 1144

responses that actually meet the desired demands, 1145

LLM is asked to give a ’3-point’ rating. 1146

The results of the average weighted score are 1147

demonstrated in Table 7 and Table 8, Sibyl outper- 1148

forms all strong baselines of commonsense infer- 1149

ence in all aspects. 1150

We randomly selected 200 data from both ED 1151

and ESConv datasets to perform G-Eval evaluation. 1152

Calculating the average weighted score of sampled 1153

data, the comparison result is shown in Table 7 and 1154

Table 8, Sibyl outperforms all strong baseline of 1155

commonsense inference in all aspects. 1156
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Speaker: Hi, I feel so lonely sometimes because all my friends live in a different country.

Listener: Oh, I’m sure you are lonely. Maybe you can join some kind of club that lets you meet new friends?

Dialogue Context Speaker: I was thinking about it! I wanted to join a group for local moms.

Response: That’s a good idea! This way you can also meet friends for yourself, but also maybe meet new friends
for your children to hang out with while you do with their moms!

+ COMET That would be fab! Do you live in a big city or a small town?

+ DOCTOR The speaker wants to join a club that allows them to meet new friends. The listener suggests that the speaker join
a local club that would be suitable for their area.

+ DIALeCT That would be great, I’m sure you will have great luck!

Subsequent events: The listener is likely to suggest specific activities or events that the speaker can participate
in to meet new friends, showing a proactive and helpful approach to the conversation.

Visionary
Emotion state: The speaker feels hopeful and appreciates the listener’s suggestion to join a group for local
moms, as it aligns with their desire to meet new friends.

Commonsense Cause: The listener is motivated by empathy and the desire to offer practical solutions, encouraging the speaker
to pursue social connections .

Intent: To encourage the speaker, acknowledging the potential benefits of joining a group for local moms and
expressing hope that it will lead to positive outcomes for both the speaker and their children.

+ Sibyl (Ours) That would be a great idea. You can make friends for yourself and for your children.

Table 9: An example involving responses from different versions of LLaMA2 models which are enhanced with
different commonsense knowledge. The words relating to commonsense knowledge are highlighted in red, while
phrases in red signify the connection with knowledge and dialogue history.
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