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Abstract

Matrix multiplication (MatMul) typically dominates the overall computational
cost of large language models (LLMs). This cost only grows as LLMs scale to
larger embedding dimensions and context lengths. In this work, we show that
MatMul operations can be completely eliminated from LLMs while maintaining
strong performance at billion-parameter scales. Our experiments show that our
proposed MatMul-free models achieve performance on-par with state-of-the-art
Transformers that require far more memory during inference at a scale up to at least
2.7B parameters. We investigate the scaling laws and find that the performance
gap between our MatMul-free models and full precision Transformers narrows
as the model size increases. We also provide a GPU-efficient implementation
of this model which reduces memory usage by up to 61% over an unoptimized
baseline during training. By utilizing an optimized kernel during inference, our
model’s memory consumption can be reduced by more than 10× compared to
unoptimized models. To properly quantify the efficiency of our architecture,
we build a custom hardware solution on an FPGA which exploits lightweight
operations beyond what GPUs are capable of. We processed billion-parameter
scale models at 13W beyond human readable throughput, moving LLMs closer
to brain-like efficiency. This work not only shows how far LLMs can be stripped
back while still performing effectively, but also points at the types of operations
future accelerators should be optimized for in processing the next generation of
lightweight LLMs. Our code implementation is available at https://github.
com/ridgerchu/matmulfreellm.

1 Introduction

Matrix Multiplication (MatMul) is the dominant operation in most neural networks, where dense
layers involve vector-matrix multiplication (VMM), convolutions can be implemented as block-sparse
VMMs with shared weights, and self-attention relies on matrix-matrix multiplication (MMM). The
prevalence of MatMul is primarily due to Graphics Processing Units (GPUs) being optimized for
MatMul operations. By leveraging Compute Unified Device Architecture (CUDA) and highly opti-
mized linear algebra libraries such as cuBLAS, the MatMul operation can be efficiently parallelized
and accelerated. This optimization was a key factor in the victory of AlexNet in the ILSVRC2012
competition and a historic marker for the rise of deep learning [1]. AlexNet notably utilized GPUs
to boost training speed beyond CPU capabilities, and as such, deep learning won the ‘hardware
lottery’ [2]. It also helped that both training and inference rely on MatMul.

Despite its prevalence in deep learning, MatMul operations account for the dominant portion of
computational expense, often consuming the majority of the execution time and memory access during
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both training and inference phases. Several works have replaced MatMul with simpler operations
through two main strategies. The first strategy involves substituting MatMul with elementary
operations, e.g., AdderNet replaces multiplication with signed addition in convolutional neural
networks (CNNs) [3]. Given the focus on convolutions, AdderNet is intended for use in computer
vision over language modeling.

The second approach employs binary or ternary quantization, simplifying MatMul to operations
where values are either flipped or zeroed out before accumulation. Quantization can be applied to
either activations or weights: spiking neural networks (SNNs) use binarized activations [4, 5, 6],
while binary and ternary neural networks (BNNs and TNNs) use quantized weights [7]. Both methods
can also be combined [8, 9].

Recent advances in language modeling, like BitNet [10, 11], demonstrate quantization’s scalability,
replacing all dense layer weights with binary/ternary values to support up to 3 billion parameters.
Despite replacing VMMs with accumulations in all dense layers, BitNet retains the self-attention
mechanism which relies on an expensive MMM. Dynamically computed matrices Q (query) and
K (key) are multiplied to form the attention map. Since both Q and K matrices are dynamically
computed from pre-activation values, achieving optimal hardware efficiency on GPUs requires
custom optimizations, such as specialized kernels and advanced memory access patterns. Despite
these efforts, such MatMul operations remain resource-intensive on GPUs, as they involve extensive
data movement and synchronization which can significantly hinder computational throughput and
efficiency [12]. In our experiments, ternary quantization of the attention matrices in BitNet causes a
significant drop in performance and failure to reach model convergence (see Fig. 1). This raises the
question: is it possible to completely eliminate MatMul from LLMs?

In this work, we develop the first scalable MatMul-free language model (Matmul-free LM) by using
additive operations in dense layers and element-wise Hadamard products for self-attention-like
functions. Specifically, ternary weights eliminate MatMul in dense layers, similar to BNNs. To
remove MatMul from self-attention, we optimize the Gated Recurrent Unit (GRU) [13] to rely solely
on element-wise products and show that this model competes with state-of-the-art Transformers
while eliminating all MatMul operations.

To quantify the hardware benefits of lightweight models, we provide an optimized GPU implementa-
tion in addition to a custom FPGA accelerator. By using fused kernels in the GPU implementation of
the ternary dense layers, training is accelerated by 25.6% and memory consumption is reduced by
up to 61.0% over an unoptimized baseline on GPU. Furthermore, by employing lower-bit optimized
CUDA kernels, inference speed is increased by 4.57 times, and memory usage is reduced by a
factor of 10 when the model is scaled up to 13B parameters. This work goes beyond software-only
implementations of lightweight models and shows how scalable, yet lightweight, language models
can both reduce computational demands and energy use in the real-world.

2 Related Works

Binary, Ternary, and Low-Precision Quantization for Language Models: The effort to quantize
language models began with reducing a ternary BERT into a binarized model [14], achieving 41%
average accuracy on the GLUE benchmarks with subsequent fine-tuning. Ref. [15] distilled the
intermediate outputs from a full precision BERT to a quantized version. Recently, Ref. [16] introduced
an incremental quantization approach, progressively quantizing a model from 32-bit to 4-bit, 2-bit,
and finally to binary model parameters. Following the quantization of BERT, low-precision language
generation models have gained momentum. Ref. [17] used Quantization-Aware Training (QAT) to
successfully train a model with 2-bit weights. BitNet pushed this to 3-billion-parameter binary and
ternary models while maintaining competitive performance with Llama-like language models [10, 11].

MatMul-free Transformers: The use of MatMul-free Transformers has been largely concentrated
in the domain of SNNs. Spikformer led the first integration of the Transformer architecture with
SNNs [18, 19], with later work developing alternative Spike-driven Transformers [20, 21]. These
techniques demonstrated success in vision tasks. In the language understanding domain, Spiking-
BERT [22] and SpikeBERT [23] applied SNNs to BERT utilizing knowledge distillation techniques to
perform sentiment analysis. In language generation, SpikeGPT trained a 216M-parameter generative
model using a spiking RWKV architecture. However, these models remain constrained in size, with
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SpikeGPT being the largest, reflecting the challenges of scaling with binarized activations. In addition
to SNNs, BNNs have also made significant progress in this area. BinaryViT [24] and BiViT [25]
successfully applied Binary Vision Transformers to visual tasks. Beyond these approaches, Kosson et
al. [26] achieve multiplication-free training by replacing multiplications, divisions, and non-linearities
with piecewise affine approximations while maintaining performance.

3 Method

In this section, we break down the components of the proposed MatMul-free LM. We first describe
the MatMul-free dense layers (BitLinear layers) that use ternary weights. By constraining the
weights to the set {−1, 0,+1} and applying additional quantization techniques, MatMul operations
are replaced with addition and negation operations. This reduces computational cost and memory
utilization, while preserving the expressiveness of the network. We then provide further detail of our
MatMul-free LM architecture, which includes a token mixer for capturing sequential dependencies
and a channel mixer for integrating information across embedding dimensions.

The Method section is structured as follows. First, in Sec. 3.1, we provide a comprehensive description
of the MatMul-free dense layers with ternary weights, which form the foundation of our approach.
Next, Sec. 3.2 introduces our hardware-efficient fused BitLinear layer, designed to optimize the
implementation of BitLinear layers. Building upon these components, Sec. 3.3 delves into the details
of our MatMul-free LM architecture. We present the MatMul-free token mixer, where we propose
the MatMul-free Linear Gated Recurrent Unit (MLGRU), and the MatMul-free channel mixer, which
employs the Gated Linear Unit (GLU) with BitLinear layers. By combining the MLGRU token mixer
and the GLU channel mixer with ternary weights, our proposed architecture relies solely on addition
and element-wise products. Finally, Sec. 3.4 provides an overview of the training details used to
optimize our model.

3.1 MatMul-free Dense Layers with Ternary Weights

In a standard dense layer, the MatMul between the input x ∈ R1×d and the weight matrix W ∈ Rd×m

can be expressed as:

y = xW =

d∑
j=1

xjWij for i = 1, 2, . . . ,m

where y ∈ R1×m is the output. To avoid using standard MatMul-based dense layers, we adopt
BitNet to replace dense layers containing MatMuls with BitLinear modules, which use ternary
weights to transform MatMul operations into pure addition operation with accumulation, i.e., ternary
accumulation. When using ternary weights, the elements from the weight matrix W are constrained
to values from the set {−1, 0,+1}. Let W̃ denote the ternary weight matrix. The MatMul with
ternary weights can be expressed as:

Ỹ = x⊛ W̃ =

d∑
j=1

xjW̃ij , W̃ij ∈ {−1, 0,+1}, for i = 1, 2, . . . ,m

where Ỹ ∈ R1×m is the output, and ⊛ represents a ternary MatMul, which can be simplified to accu-
mulation. Since the ternary weights W̃ij can only take values from {−1, 0,+1}, the multiplication
operation in the MatMul can be replaced by a simple addition or subtraction operation:

xjW̃ij =


xj , if W̃ij = 1,

0, if W̃ij = 0,

−xj , if W̃ij = −1.

Therefore, ternary MatMul can be written as follows:

Ỹi =

d∑
j=1

xjW̃ij =
∑

j:W̃ij=1

xj −
∑

j:W̃ij=−1

xj , for i = 1, 2, . . . ,m
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Algorithm 1 Fused RMSNorm and BitLinear Algorithm with Quantization

Define FORDWARDPASS(X,W, b, ϵ)
X ∈ RM×N , W ∈ RN×K , b ∈ RK

function forward_pass(X,W, b, ϵ)
Load X,W, b, ϵ from HBM
On Chip: Ỹ, µ, σ2, r ← rms_norm_fwd(X)

On Chip: W̃ ← weight_quant(W)

On Chip: O← Ỹ ⊛ W̃ + b
Store O, µ, σ2, r to HBM
return O, µ, σ2, r

function rms_norm_fwd(X)
µ, σ2 ← mean(X), variance(X)
r ← 1√

σ2+ϵ

Ỹ ← activation_quant(r(X− µ))

return Ỹ, µ, σ2, r

function activation_quant(X)
s← 127

max(|X|) ▷ ⌊·⌉ |· means round then clamp

X̃ ← ⌊sX⌉ |[−128,127] · 1s
return X̃

function weight_quant(W)
s← 1

mean(|W|)

W̃ ← ⌊sX⌉ |[−1,1] · 1s
return W̃

return O

Define BACKWARDPASS(X,W, b,O, dO, µ, σ2, r)
X ∈ RM×N , W ∈ RN×K , b ∈ RK

O ∈ RM×K , dO ∈ RM×K

function backward_pass(X,W, b,O, µ, σ2, r, dO)
Load X,W, b,O, µ, σ2, r, dO from HBM
On Chip: dY ← dO×W⊤

On Chip: dX, Ỹ ← rms_norm_bwd(dY,X, µ, σ2, r)

On Chip: dW ← dO⊤ × Ỹ
On Chip: db← sum(dO)
Store dX, dW, db to HBM
return dX, dW, db

function rms_norm_bwd(dY,X, µ, σ2, r)
Ỹ ← activation_quant(r(X− µ))
dσ2 ← sum(dY × (X− µ)×−0.5× r3)
dµ← sum(−rdY) + dσ2 × mean(X− µ)
dX← rdY + 2dσ2(X− µ)/N + dµ/N

return dX, Ỹ

3.2 Hardware-efficient Fused BitLinear Layer
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MatMul-Free Transformer++
Ours

Figure 1: Training loss over steps for the MatMul-
free Transformer++ and our proposed method in
370M. The MatMul-free Transformer++ fails to
converge, while our method successfully converges
under the MatMul-free setting.

BitNet showed that stabilizing ternary layers
requires an additional RMSNorm before the
BitLinear input (for more details, refer to Ap-
pendix A). However, the vanilla implementation
of BitNet is not efficient. Modern GPUs fea-
ture a memory hierarchy with a large, global
high-bandwidth memory (HBM) and smaller,
faster shared memory (SRAM), and the imple-
mentation of BitNet introduced many I/O op-
erations: reading the previous activation into
SRAM for RMSNorm, writing it back for quan-
tization, reading it again for quantization, stor-
ing it, and reading it once more for the Linear
operation. To address this inefficiency, we read
the activation only once and apply RMSNorm
and quantization as fused operations in SRAM.

Algorithm 1 presents our approach for improv-
ing the hardware efficiency of the BitLinear
layer by fusing quantized RMSNorm and Bit-
Linear operations. Optimal utilization of SRAM
to reduce HBM I/O costs can significantly speed
up computations. Since the activations in this
model have a larger memory footprint than
weights due to ternary weights and the amount
of element-wise operations, our optimization efforts focus on activations.

The forward_pass function in Algorithm 1 outlines the forward pass of our fused BitLinear layer.
It first calls rms_norm_fwd to perform RMSNorm on input activations X, loading normalized
activations Y, mean µ, variance σ2, and scaling factor r from HBM. The normalized activations Y
are then quantized to obtain Ỹ and the weights W are quantized using weight_quant, with both
performed without off-chip data movement. Finally, the output O is computed on-chip by multiplying
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Figure 2: Overview of the MatMul-free LM. The sequence of operations are shown for vanilla
self-attention (top-left), the MatMul-free token mixer (top-right), and Ternary Accumulations. The
MatMul-free LM employs a MatMul-free token mixer (MLGRU) and a MatMul-free channel mixer
(MatMul-free GLU) to maintain the transformer-like architecture while reducing compute cost.

quantized activations Ỹ with the ternary weights W̃, adding the bias b, and then storing the result
back to HBM.

The backward_pass function first loads X, W, b, O, µ, σ2, r, and the output gradient dO from
HBM. The gradient dY is then computed on-chip by multiplying the output gradient dO with the
transposed weight matrix W⊤. Next, it calls rms_norm_bwd on-chip to backpropagate through
RMSNorm, computing the input gradient dX. The weight gradient dW is calculated on-chip by
multiplying the transposed output gradient dO⊤ with the quantized activations Ỹ, and the bias
gradient db is obtained by summing dO. The computed gradients dX, dW, and db are then stored
back to HBM. Sec. 4.4 presents an experimental comparison between Vanilla BitLinear and Fused
BitLinear.

3.3 MatMul-free Language Model Architecture

We adopt the perspective from Metaformer [27], which suggests that Transformers consist of a token-
mixer (for mixing temporal information, i.e., Self Attention [28], Mamba [29]) and a channel-mixer
(for mixing embedding/spatial information, i.e., feed-forward network, Gated Linear Unit (GLU)
[30, 31]). A high-level overview of the architecture is shown in Fig. 2.

3.3.1 MatMul-free Token Mixer

Self-attention is the most common token mixer in modern language models, relying on matrix
multiplication between three matrices: Q, K, and V . To convert these operations into additions, we
binarize or ternarize at least two of the matrices. Assuming all dense layer weights are ternary, we
quantize Q and K, resulting in a ternary attention map that eliminates multiplications in self-attention.
However, as shown in Fig. 1, the model trained this way fails to converge. One possible explanation
is that activations contain outliers crucial for performance but difficult to quantize effectively [32, 33].
To address this challenge, we explore alternative methods for mixing tokens without relying on matrix
multiplications.

By resorting to the use of ternary RNNs, which combine element-wise operations and accumulation,
it becomes possible to construct a MatMul-free token mixer. Among various RNN architectures, the
GRU is noted for its simplicity and efficiency, achieving similar performance to Long Short-Term
Memory (LSTM) [34] cells while using fewer gates and having a simpler structure. Thus, we choose
the GRU as the foundation for building a MatMul-free token mixer. We first revisit the standard GRU
and then demonstrate, step by step, how we derive the MLGRU.
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Revisiting the Gated Recurrent Unit The GRU [13] is a widely-used variant of the RNN archi-
tecture that is simpler and more computationally efficient compared to the LSTM unit while still
maintaining comparable performance. The GRU can be formalized as follows:

rt = σ (xtWxr + ht−1Whr + br) ∈ R1×d, (1)

f t = σ (xtWxf + ht−1Whf + bf ) ∈ R1×d, (2)

ct = tanh (xtWxc + (rt ⊙ ht−1)Wcc + bc) ∈ R1×d, (3)

ht = f t ⊙ ht−1 + (1− f t)⊙ ct ∈ R1×d, (4)
ot = ht (5)

where xt ∈ R1×m is the input vector at time step t, ht−1 ∈ R1×d is the hidden state vector from the
previous time step, rt ∈ R1×d is the reset gate vector, f t ∈ R1×d is the forget gate vector, ct ∈ R1×d

is the candidate hidden state, ht ∈ R1×d is the final hidden state vector at time step t, ot ∈ R1×d

is the output vector at time step t, W(·) ∈ Rm×d and b(·) ∈ R1×d are learnable weight matrices
and bias vectors, respectively, σ(·) is the sigmoid activation function, and ⊙ denotes element-wise
multiplication.

A key characteristic of the GRU is the coupling of the input gate vector f t and the forget gate vector
(1− f t), which together constitute the ‘leakage’ unit. This leakage unit decays the hidden state ht−1
and the candidate hidden state ct through element-wise multiplication, see Eq. 4. This operation
allows the model to adaptively retain information from the previous hidden state ht−1 and incorporate
new information from the candidate hidden state ct. Importantly, this operation relies solely on
element-wise multiplication, avoiding the need for the MatMul. We aim to preserve this property of
the GRU while introducing further modifications to create a MatMul-free variant of the model.

MatMul-free Linear Gated Recurrent Unit We first remove hidden-state related weights Wcc,
Whr, Whf , and the activation between hidden states (tanh). This modification not only makes the
model MatMul-free but also enables parallel computation similar to Transformers. This approach is
critical for improving computational efficiency, as transcendental functions are expensive to compute
accurately, and non-diagonal matrices in the hidden-state would hinder parallel computations. This
modification is a key feature of recent RNNs, such as the Linear Recurrent Unit [35], Hawk [36], and
RWKV-4 [37]. We then add a data-dependent output gate between ht and ot, inspired by the LSTM
and widely adopted by recent RNN models:

gt = σ(xtWg + bg) ∈ R1×d,

o′t = gt ⊙ ht ∈ R1×d,

ot = o′tWo + bo ∈ R1×d.

Following the approach of HGRN [38], we further simplify the computation of the candidate hidden
state by keeping it as a simple linear transform, rather than coupling it with the hidden state. This can
be rewritten as a linear transformation of the input. Finally, we replace all remaining weight matrices
with ternary weight matrices, completely removing MatMul operations. The resulting MLGRU
architecture can be formalized as follows:

f t = σ (xt ⊛Wf + bf ) ∈ R1×d,

ct = τ (xt ⊛Wc + bc) ∈ R1×d,

ht = f t ⊙ ht−1 + (1− f t)⊙ ct ∈ R1×d,

gt = σ(xt ⊛Wg + bg) ∈ R1×d,

o′t = gt ⊙ ht ∈ R1×d,

ot = o′t ⊛Wo + bo ∈ R1×d.

where Wc,Wf ,Wo,Wg ∈ Rd×d are ternary weights, f t is the forget gate output, σ is the Sigmoid
activation function, ct is the input vector, τ is the SiLU activation function, ht is the hidden state, gt
is the output gate, o′t is the intermediate output, and ot is the final output at time step t. The initial
hidden state h0 is set to 0. Similarly to HGRN, we also employ the cummax operation to bound
the forget gate values in deeper layers closer to 1, though omit this above for brevity. The MLGRU
can be viewed as a simplified variant of HGRN that omits complex-valued components and reduces
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the hidden state dimension from 2d to d. This simplification makes MLGRU more computationally
efficient while preserving essential gating mechanisms and ternary weight quantization.

Alternatively to the MLGRU, which employs a data-dependent decay with element-wise product
hidden state, the a similarly modified version of the RWKV-4 model can also satisfy the requirement
of a MatMul-free token mixer, utilizing static decay and normalization. The performance of using
RWKV-4 as a MatMul-free token mixer is discussed in the Experiment section, with a detailed de-
scription of the RWKV-4 model provided in Appendix B. However, RWKV-4 introduces exponential
and division operations, which are less hardware-efficient compared to the MLGRU.

3.3.2 MatMul-free Channel Mixer

For MatMul-free channel mixing, we use GLU, which is widely adopted in many modern LLMs,
including Llama [39, 40, 41], Mistral [42] and RWKV [37], and a BitLinear-adapted version can be
expressed as follows:

gt = xt ⊛W g ∈ R1×l,

ut = xt ⊛Wu ∈ R1×l,

pt = τ(gt)⊙ ut ∈ R1×l,

dt = pt ⊛Wd ∈ R1×d,

where τ denotes the SiLU activation function, ⊛ represents ternary accumulation, and ⊙ represents
the element-wise product.

The GLU consists of three main steps: 1) upscaling the t-step input xt ∈ R1×d to gt,ut ∈ R1×l

using weight matrices Wg,Wu ∈ Rd×l 2) elementwise gating ut with gt followed by a nonlinearity
f(·), where we apply Swish [31]. 3) Down-scaling the gated representation pt back to the original
size through a linear transformation Wd. Following Llama [39], we maintain the overall number of
parameters of GLU at 8d2 by setting the upscaling factor to 8

3d.

The channel mixer here only consists of dense layers, which are replaced with ternary accumulation
operations. By using ternary weights in the BitLinear modules, we can eliminate the need for
expensive MatMuls, making the channel mixer more computationally efficient while maintaining its
effectiveness in mixing information across channels.

3.4 Training Details

Surrogate Gradient To handle non-differentiable functions such as the Sign and Clip functions
during backpropagation, we use the straight-through estimator (STE) [43] as a surrogate function for
the gradient. STE allows gradients to flow through the network unaffected by these non-differentiable
functions, enabling the training of our quantized model. This technique is widely adopted in BNNs
and SNNs.

Large Learning Rate When training a language model with ternary weights, using the same
learning rate as regular models can lead to excessively small updates that have no impact on the
clipping operation. This prevents weights from being effectively updated and results in biased
gradients and update estimates based on the ternary weights. To address this challenge, it is common
practice to employ a larger learning rate when training binary or ternary weight language models, as it
facilitates faster convergence [44, 45, 11]. In our experiments, we maintain consistent learning rates
across both the 370M and 1.3B models, aligning with the approach described in Ref. [46]. Specifically,
for the Transformer++ model, we use a learning rate of 3e− 4, while for the MatMul-free LM, we
employ a learning rate of 4e− 3, 2.5e− 3, 1.5e− 3 in 370M, 1.5B and 2.7B, respectively. These
learning rates are chosen based on the most effective hyperparameter sweeps for faster convergence
during the training process.

Learning Rate Scheduler When training conventional Transformers, it is common practice to
employ a cosine learning rate scheduler and set a minimal learning rate, typically 0.1× the initial
learning rate. We follow this approach when training the full precision Transformer++ model. How-
ever, for the MatMul-free LM, the learning dynamics differ from those of conventional Transformer
language models, necessitating a different learning strategy. We begin by maintaining the cosine
learning rate scheduler and then reduce the learning rate by half midway through the training process.
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Figure 3: Scaling law comparison between MatMul-free LM and Transformer++ models, depicted
through their loss curves. The red lines represent the loss trajectories of the MatMul-free LM, while
the blue lines indicate the losses of the Transformer++ models. The star marks the intersection point
of the scaling law projection for both model types. MatMul-free LM uses ternary parameters and
BF16 activations, whereas Transformer++ uses BF16 parameters and activations.

Interestingly, we observed that during the final training stage, when the network’s learning rate
approaches 0, the loss decreases significantly, exhibiting an S-shaped loss curve. This phenomenon
has also been reported by [11, 44] when training binary/ternary language models.

4 Experiments

Our primary focus is testing the MatMul-free LM on moderate-scale language modeling tasks.
We compare two variants of our MatMul-free LM against a reproduced advanced Transformer
architecture (Transformer++, based on Llama-2) across three model sizes: 370M, 1.3B, and 2.7B
parameters. For a fair comparison, all models are pre-trained on the SlimPajama dataset [47], with
the 370M model trained on 15 billion tokens, and the 1.3B and 2.7B models trained on 100 billion
tokens each. All experiments were conducted using the flash-linear-attention [48] framework, with
the Mistral [42] tokenizer (vocab size: 32k) and optimized triton kernel. The training of our models
was conducted using 8 NVIDIA H100 GPUs. The training duration was approximately 5 hours for
the 370M model, 84 hours for the 1.3B model, and 173 hours for the 2.7B model.

4.1 Scaling Law of MatMul-free LM

Neural scaling laws posit that model error decreases as a power function of training set size and model
size, and have given confidence in performance. Such projections become important as training
becomes increasingly expensive with larger models. A widely adopted best practice in LLM training
is to first test scalability with smaller models, where scaling laws begin to take effect [49, 50, 51].
The GPT-4 technical report revealed that a prediction model just 1/10, 000 the size of the final model
can still accurately forecast the full-sized model performance [52].

We evaluate how the scaling law fits to the 370M, 1.3B and 2.7B parameter models in both Trans-
former++ and MatMul-free LM, shown in Fig. 3. For a conservative comparison, each operation
is treated identically between MatMul-free LM and Transformer++. But note that all weights and
activations in Transformer++ are in BF16, while BitLinear layers in MatMul-free LM use ternary
parameters, with BF16 activations. As such, an average operation in MatMul-free LM will be
computationally cheaper than that of Transformer++.

Interestingly, the scaling projection for the MatMul-free LM exhibits a steeper descent compared
to that of Transformer++. This suggests that the MatMul-free LM is more efficient in leverag-
ing additional compute resources to improve performance. As a result, the scaling curve of the
MatMul-free LM is projected to intersect with the scaling curve of Transformer++ at approximately
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Table 1: Zero-shot accuracy of MatMul-free LM and Transformer++ on benchmark datasets.

Models Size ARCe ARCc HS OQ PQ WGe Avg.
370M parameters with 15B training tokens, Layer=24, d=1024
Transformer++ 370M 45.0 24.0 34.3 29.2 64.0 49.9 41.1
MatMul-free RWKV-4 370M 44.7 22.8 31.6 27.8 63.0 50.3 40.0
Ours 370M 42.6 23.8 32.8 28.4 63.0 49.2 40.3

1.3B parameters with 100B training tokens, Layer=24, d=2048
Transformer++ 1.3B 54.1 27.1 49.3 32.4 70.3 54.9 48.0
MatMul-free RWKV-4 1.3B 52.4 25.6 45.1 31.0 68.2 50.5 45.5
Ours 1.3B 54.0 25.9 44.9 31.4 68.4 52.4 46.2

2.7B parameters with 100B training tokens, Layer=32, d=2560
Transformer++ 2.7B 59.7 27.4 54.2 34.4 72.5 56.2 50.7
Ours 2.7B 58.5 29.7 52.3 35.4 71.1 52.1 49.9

(a) Time vs Batch Size: 
Fused BitLinear vs. 
Vanilla BitLinear.

(b) Memory vs Batch Size: 
Fused BitLinear vs. 
Vanilla BitLinear.

(c) Effect of learning rate 
on training loss For 
MatMul-free LM.

(d) Comparison of GPU Memory and 
Latency in inference between 

MatMul-free LM and Transformer++.

25 26 27 28

Batch Size (2n)
25 26 27 28

Batch Size (2n)

Figure 4: Performance comparison and analysis of different models and configurations. (a) and (b)
show the training performance comparison between Vanilla BitLinear and Fused BitLinear in terms
of time and memory consumption as a function of batch size. (c) illustrates the effect of learning
rate on training loss for the MatMul-free LM. (d) compares the inference memory consumption and
latency between MatMul-free LM and Transformer++ across various model sizes.

1023 FLOPs. This compute scale is roughly equivalent to the training FLOPs required for Llama-3
8B (trained with 15 trillion tokens) and Llama-2 70B (trained with 2 trillion tokens), suggesting that
MatMul-free LM not only outperforms in efficiency, but can also outperform in terms of loss when
scaled up.

4.2 Downstream Tasks

In line with benchmarking in BitNet, we evaluated the zero-shot performance of these models
on a range of language tasks, including ARC-Easy [53], ARC-Challenge [53], Hellaswag [54],
Winogrande [55], PIQA [56], and OpenbookQA [57]. The results are shown in Tab. 1. Details about
the datasets can be found in Appendix C. All evaluations are performed using the LM evaluation
harness [58]. The MatMul-free LM models achieve competitive performance compared to the
Transformer++ baselines across all tasks, demonstrating its effectiveness in zero-shot learning despite
the absence of MatMul operations, and the lower memory required from ternary weights. Notably,
the 2.7B MatMul-free LM model outperforms its Transformer++ counterpart on ARC-Challenge
and OpenbookQA, while maintaining comparable performance on the other tasks. As the model
size increases, the performance gap between MatMul-free LM and Transformer++ narrows, which is
consistent with the scaling law. These results highlight that MatMul-free architectures are capable
achieving strong zero-shot performance on a diverse set of language tasks, ranging from question
answering and commonsense reasoning to physical understanding.
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4.3 Learning Rate Analysis

The learning rate is a crucial hyper-parameter in language model training, and models become more
sensitive to the learning rate in the ternary/binary weight regime. To determine the optimal learning
rate, we conducted a search within the range of 1.5e−3 to 3e−2 using our 370M model with a batch
size of 50k tokens. The results of this search are shown in Fig. 4(c). The results demonstrate that the
final training loss monotonically decreases as the learning rate increases from 1.5e − 3 to 1e − 2.
The model only exhibits instability when the learning rate exceeds 2e− 2. This finding suggests that
previous works employing ternary weights, such as BitNet, which uses a learning rate of 1.5e− 3,
may not be optimal and that higher learning rates could potentially lead to better performance. These
findings align with the observations from the Deepseek LLM [59] which found that the optimal
learning rate for conventional LLMs is actually larger than the values typically reported in most LLM
training setups. Interestingly, we also observed that models trained with larger learning rates at the
start of the training process exhibit a more rapid decrease in training loss during the later stages of
training compared to those trained with smaller learning rates.

4.4 Training Efficiency Comparison

We evaluate our proposed Fused BitLinear and Vanilla BitLinear implementations in terms of training
time and memory usage, shown in Fig.4(a-b). For each experiment, we set the input size and sequence
length to 1024. All experiments are conducted using an NVIDIA A100 80GB GPU. Note that during
training, the sequence length and batch dimensions are flattened, making the effective batch size the
product of these dimensions.

Our experiments show that our fused operator benefits from larger batch sizes in terms of faster
training speeds and reduced memory consumption. When the batch size is 28, the training speed
of the 1.3B parameter model improves from 1.52s to 1.21s per iteration, a 25.6% speedup over the
vanilla implementation. Additionally, memory consumption decreases from 82GB to 32GB, a 61.0%
reduction in memory usage. The performance of the Fused implementation improves significantly
with larger batch sizes, allowing more samples to be processed simultaneously and reducing the total
number of iterations.

4.5 Inference Efficiency Comparison

Fig. 4(d) presents a comparison of GPU inference memory consumption and latency between the
proposed MatMul-free LM and Transformer++ for various model sizes. In the MatMul-free LM, we
employ BitBLAS [60] for acceleration to further improve efficiency. The evaluation is conducted
with a batch size of 1 and a sequence length of 2048. The MatMul-free LM consistently demonstrates
lower memory usage and latency compared to Transformer++ across all model sizes. For a single
layer, the MatMul-free LM requires only 0.12 GB of GPU memory and achieves a latency of 3.79 ms,
while Transformer++ consumes 0.21 GB of memory and has a latency of 13.87 ms. As the model
size increases, the memory and latency advantages of the MatMul-free LM become more pronounced.
It is worth noting that for model sizes larger than 2.7B, the results are simulated using randomly
initialized weights. For the largest model size of 13B parameters, the MatMul-free LM uses only
4.19 GB of GPU memory and has a latency of 695.48 ms, whereas Transformer++ requires 48.50
GB of memory and exhibits a latency of 3183.10 ms. These results highlight the efficiency gains
achieved by the MatMul-free LM, making it a promising approach for large-scale language modeling
tasks, particularly during inference.

5 FPGA Implementation and Results

5.1 Implementation

To test the power usage and effectiveness of the MatMul-free LM on custom hardware that can better
exploit ternary operations, we created an FPGA accelerator in SystemVerilog. The overview is shown
in Fig. 5.

There are 4 functional units in this design: “Row-wise Operation,” “Root Mean Square,” “Load
Store,” and “Ternary Matrix Multiplication,” and they each allow for simple out-of-order execution.

10



Program
Counter

Instruction
ROM

Register
Router

Stall

Ready

Start

Root Mean
Square

DRAM Router

Rowwise
Operations
(+, - , ÷, ×,

exp, sigmoid)

DRAM
Interface

Load Store

Ternary Matrix
Multiplication

Register File

Figure 5: RTL implementation for running MatMul-free token generation

We wrote a custom assembler for our custom instruction set, which was used to convert assembly
files into an instruction ROM. The custom instruction set is given below:

• LDV: LoaD Vector from memory
• SV: Store Vector to memory
• ADD: row-wise ADDition
• SUB: row-wise SUBtraction
• MUL: row-wise MULtiplication
• DIV: row-wise DIVision
• EXP: row-wise EXPonential function
• SIG: row-wise SIGmoid
• NORM: NORMalization with root-mean-square
• TMATMUL: Ternary MATrix MULtiplication

The register router delegates incoming instructions to available registers. The register file consists
of 8 registers, each storing 1 vector in a separate SRAM array. Each register SRAM array has a read
and write port that are delegated to at most one instruction at a time. If an instruction requests access
to a functional unit or a register that is busy, the program counter will stall until the functional unit or
register has been freed. If two instructions do not block each other, they execute simultaneously.

The “Root Mean Square” functional unit uses a specialized hardware algorithm to preserve
precision, and runs in 3 stages. Stage 1 will copy the target vector to an internal-temporary register,
and perform a square on each element using a lookup-table. Stage 2 will divide-and-conquer to
average neighboring vector elements, generating the Root-Mean-Square result. Stage 3 will perform
normalization by dividing each element in the original vector by the Root-Mean-Square result. By
using divide-and-conquer for averaging, instead of a typical rolling sum then large divide, rounding
errors are significantly reduced.

The “Ternary Matrix Multiplication” functional unit takes in a DRAM address for a ternary ma-
trix, then performs a TMATMUL on the specified vector. Our architecture entirely places the ternary
matrices in DRAM. While running a TMATMUL instruction, an SRAM FIFO is simultaneously
filled with sequential DRAM fetch results, and emptied by a power-efficient ternary-add operation.
At the moment, the three required TMATMUL instructions take up nearly all of the total execution
time. In future work, we will introduce parallelism and caching to improve TMATMUL execution
time.
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Table 2: MatMul-free token generation FPGA core resource utilization and performance metrics. The
ternary matrix multiplication operation dominates latency for the current implementation and there is
not an observed bottleneck in the local DDR4 bridge. In future implementations, this functional unit
will be optimized and the DDR interface will likely become the primary bottleneck.

%ALMs %M20Ks Avg Power (W) Latency (ms)
Core Count Core Total Core Total Core Active Core Idle Core DDR4
1 2.9 9 0.01 2.87 13.67 13.68 46.36 0.09

8 23.21 26.9 0.08 3.06 39.78 39.94 46.36 0.18
16 46.43 50.1 0.15 5.13 75.25 73.97 46.36 0.72
26 75.45 100 0.25 22.64 166.30 149.66 46.36 5.76

5.2 Results

The RTL implementation of the MatMul-free token generation core is deployed on a D5005 Stratix
10 programmable acceleration card (PAC) in the Intel FPGA Devcloud. The core completes a
forward-pass of a block in 43ms at d = 512 and achieves a clock rate of 60MHz. The resource
utilization, power and performance of the single-core implementation of a single block (N = 1) are
shown in Tab. 2. ‘% ALM Core’ refers to the percentage of the total adaptive logic modules used by
the core logic, and ‘%ALM Total’ includes the core, the additional interconnect/arbitration logic, and
“shell” logic for the FPGA Interface Manager. ‘M20K’ refers to the utilization of the memory blocks,
and indicates that the number of cores are constrained by ALMs, and not on-chip memory (for this
DDR implementation). We implement a single token generation core, and estimate the total number
of cores that could fit on the platform and the corresponding power, performance and area impact.
This is the simplest case where the core only receives 8 bits at a time from memory.

The single core implementation exhibits extremely low dynamic power that is hardly distinguish-
able from power measured while the core is inactive. Each core requires access to a DDR4 interface
and MMIO bridges for host control. In this implementation, the majority of resources are dedicated
to the provided shell logic and only 0.4% of programmable logic resources are dedicated to logic for
core interconnect and arbitration to DDR4 interfaces/MMIO. As described above, the core latency is
primarily due to the larger execution time of the ternary matrix multiply functional unit.

By instead using the full 512-bit DDR4 interface and parallelizing the TMATMUL functional unit,
which dominates 99% of core processing time, a further speed-up of approximately 64× is projected,
while maintaining the same clock rate without additional optimizations or pipelining, as shown in
Table 3. Given the 370M parameter model where L = 24, d = 512, the total projected runtime is
16.08ms, and a throughput of approximately 62 tokens per second. The 1.3B parameter model, where
L = 24 and d = 2048, has a projected runtime of 42ms, and a throughput of 23.8 tokens per second.
This reaches human reading speed at an efficiency that is on par with the power consumption of the
human brain. This is for the case of a single core with a single batch of data, and can be scaled up
significantly through batch processing by pipelining the single core with a negligible increase in
average power, or alternatively, by increasing the core count with an increase in power (Table 2).

Estimates of multi-core implementation latencies are generated by scaling the overheads of
the single core implementation and factoring in the growth of logic to accommodate contention on
the DDR4 channels. Each core connects to one of four DDR4 channels, and each additional core
connected to a channel will double the required arbitration and buffering logic for that channel. As
both the host and core share DDR4 channels, this overhead will scale proportional to the number
of cores attached to the channel. To mitigate this, future work could bring additional caching
optimizations to the core and functional units. Core latency is the compute time of the core from start
to ready and DDR4 latency is the required time to transfer input vectors from the host to the PAC
local DDR4.

Estimates of multi-core implementation power are calculated by scaling the measured power of a
single-core implementation. Idle power is estimated by scaling the total estimated resource overhead
of all additional logic added to a constant estimate of idle power consumed by the platform shell. The
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Table 3: FPGA Performance Metrics for Different Embedding Dimensions (d)

d Runtime Projected Runtime Power (W) ALM Utilization (%) Clock (MHz)
(ms) w/Bursting (ms) Idle Active Core Total

512 43 0.67 13.36 13.39 2.8 9 60
1024 112 1.75 13.64 13.65 5.7 11 54
2048 456 7.13 13.92 13.93 11 16 52

single-core active power is scaled by the additional arbitration, interconnect and core overhead. We
assume a constant clock rate for all implementations.

We note that the FPGA implementation is done in RTL from top to bottom, and there are many
optimizations that could be added. For example, we are not using any vendor-provided IPs, and we
are not bursting DDR transactions, both of which would significantly accelerate operation. This
approach is to achieve the most generic and cross-platform evaluation possible.

6 Conclusion

We have demonstrated the feasibility and effectiveness of the first scalable MatMul-free language
model. Our work challenges the paradigm that MatMul operations are indispensable for building
high-performing language models and paves the way for the development of more efficient and
hardware-friendly architectures. We achieve performance on par with state-of-the-art Transformers
while eliminating the need for MatMul operations, with an optimized implementation that significantly
enhances both training and inference efficiency, reducing both memory usage and latency. As the
demand for deploying language models on various platforms grows, MatMul-free LMs present a
promising direction for creating models that are both effective and resource-efficient. However,
one limitation of our work is that the MatMul-free LM has not been tested on extremely large-scale
models (e.g., 100B+ parameters) due to computational constraints. This work serves as a call to
action for institutions and organizations that have the resources to build the largest language models
to invest in accelerating lightweight models. By prioritizing the development and deployment of
MatMul-free architectures such as this one, the future of LLMs will only become more accessible,
efficient, and sustainable.
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APPENDIX

A Quantization for MatMul-free Dense Layers

During training, we first quantized the weights to {−1, 0, 1} by using an absmean quantization
function, which scales the weight matrix by its average absolute value and rounds each element to the
nearest ternary integer among {−1, 0,+1}:

W̃ ∈ Rn×m = RoundClip(
W

γ + ϵ
,−1, 1),

RoundClip(x, a, b) = max(a,min(b, round(x))),

γ =
1

nm

∑
ij

|Wij |,

where n and m are the number of rows and columns of W . After weight quantization, activations are
also quantized to 8-bit precision, as is done with BitNet. We use absmax quantization, which scales
activations into the range [−Qb, Qb], given that b is the number of bits and Qb = 2b−1:

x̃ = Quant(x) = Clip(x× Qb

γ
,−Qb + ϵ,Qb − ϵ), (6)

Clip(x, a, b) = max(a,min(b, x)), γ = ||x||∞. (7)

where ϵ is a small number that prevents overflow during clipping.

With these quantization equations, the MatMul can be written as:

y = x̃⊛ W̃

To preserve variance and maintain numerical stability after quantization, we use RMSNorm [61]
before activation quantization, which is also used in BitNet:

y = x̃⊛ W̃ = Quant(RMSNorm(x))⊛ W̃ × βγ

Qb
, (8)

RMSNorm(x) =
x√

E(x2) + ϵ
, β =

1

nm
||W ||1, γ = ||x||∞.

where Qb is the max value for activation, and β is the mean of the weight matrix.

B RWKV-4 as a MatMul-free Token Mixer

RWKV-4 can also function as a token mixer which utilizes recurrence to mix temporal information
and a 1-D hidden states that is updated using element-wise Hadamard products which avoids MatMul
operations. This approach offers several advantages over conventional transformers, including
computational efficiency, effective propagation of information across time steps, simplified model
architecture, and reduced memory usage. Given the good performance of RWKV-4 in capturing
dependencies and relationships between tokens across long-ranges of time steps, we additionally
tested a ternary version of RWKV-4, though it underperformed compared to what we proposed in the
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main manuscript. In the interest of saving the research community compute-hours, we explain the
process and report our ‘negative’ results here. The RWKV-4 token mixer can be expressed as follows:

rt = (µrxt + (1− µr)xt−1)⊛Wr ∈ R1×d,

kt = (µkxt + (1− µk)xt−1)⊛Wk ∈ R1×d,

vt = (µvxt + (1− µv)xt−1)⊛Wv ∈ R1×d,

ht =
at−1 + em+kt ⊙ vt

bt−1 + em+kt
∈ R1×d,

at = e−w ⊙ at−1 + ekt ⊙ vt,

bt = e−w ⊙ bt−1 + ekt ∈ R1×d,

ot = (σ(rt)⊙ ht)⊛Wo ∈ R1×d,

a0 = 0 ∈ R1×d,

b0 = 0 ∈ R1×d,

where Wr,Wk,Wv,Wo ∈ Rd×d are the ternary weights for the block, at, bt ∈ R1×d are the
hidden states at timestep t, ⊛ represents the ternary accumulation operation, and odot represents
the element-wise product. The variables rt, kt, vt are the receptance, key, and value at timestep t,
respectively. The decay factors em, e−w ∈ R1×d are used to decay the hidden state and input, while
µr, µk, µv are time mixing factors that allow 2-gram information flow between tokens, which is also
used in RWKV-4. σ denotes the sigmoid function, used for gating.

RWKV-4 retains the softmax-like structure in calculating hidden state ht, which is adopted from
the Attention Free Transformer [62]. This approach has been shown to significantly improve model
performance compared to other activation functions. However, the use of softmax introduces
two challenges that may hinder the hardware implementation of MatMul-free models. First, the
exponential operation, applied to em+k in RWKV-4, is a transcendental funcntion and often requires
approximations in resource-constrained hardware to compute arbitrarily, or look-up tables which
increases memory usage. Second, the division between two dynamic vectors further increases
computation cost. Additionally, the division operation expands the hidden state, resulting in a 2× d
hidden state (at and bt). Furthermore, during the training process of RWKV, numerical stability
issues can easily arise without proper numerical handling. To avoid these issues, certain measures
must be taken for efficient hardware deployment, such as performing computations in log-space.

C Introduction to Benchmark Datasets

• ARC-Easy and ARC-Challenge [53]: Question answering datasets that require models to
demonstrate reasoning and knowledge acquisition abilities. ARC-Easy contains questions
that are straightforward to answer, while ARC-Challenge includes more difficult questions.

• Hellaswag [54]: A commonsense inference dataset that tests a model’s ability to choose
the most plausible continuation of a given context. The dataset is constructed from a large
corpus of movie scripts and requires models to have a deep understanding of everyday
situations.

• Winogrande [55]: A benchmark for measuring a model’s ability to perform commonsense
reasoning and coreference resolution. The dataset consists of carefully constructed minimal
pairs that require models to use commonsense knowledge to resolve ambiguities.

• PIQA [56]: A benchmark for physical commonsense reasoning that tests a model’s under-
standing of physical properties, processes, and interactions. The dataset contains multiple-
choice questions that require models to reason about physical scenarios.

• OpenbookQA [57]: A question answering dataset that measures a model’s ability to combine
scientific facts with commonsense reasoning. The dataset is constructed from a set of science
questions and a collection of scientific facts, requiring models to use the provided facts to
answer the questions.
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