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Abstract

What constitutes a fair decision? This question is not only difficult to answer for1

humans but becomes more challenging when Artificial Intelligence (AI) models2

are used. In light of problematic algorithmic outcomes, the EU has recently passed3

the AI Act, which mandates specific rules for high-risk systems, incorporating4

both traditional legal non-discrimination regulations and machine learning based5

algorithmic fairness concepts. This paper aims to bridge these two concepts in6

the AI Act by providing: (1) a high-level introduction targeting computer science-7

oriented scholars, and (2) an analysis of the relationship between the AI Act’s legal8

non-discrimination regulations and its algorithmic fairness provisions. Finally, we9

consider future steps in the application of non-discrimination regulations and the10

AI Act regulations. This paper serves as a foundation for future interdisciplinary11

collaboration between legal scholars and machine learning researchers with a12

computer science background studying discrimination in AI systems.13

1 Introduction14

How can we ensure fair algorithms in the context of AI systems? When regulating algorithms and,15

more specifically, Artificial Intelligence (AI) systems, this question becomes fundamental. While the16

question is also crucial in a non-digital world, it becomes increasingly pressing in the digital world.17

The European Union (EU) has become one of the forerunners in regulating the digital age. In order18

to maintain responsible data processing in the machine learning domain, the European Union (EU)19

recently adopted the Artificial Intelligence Act (AIA)1. The aim of this AI regulation is to maintain a20

level playing field for “ethical principles” [Nolte et al., 2024] within and outside the EU (see recital21

27 AIA).22

Fair algorithmic processing also matters from a computational perspective. Over the past decade,23

algorithmic fairness has become a well-established field within machine learning that focuses on24

defining, mitigating, and evaluating the discriminatory behavior of Artificial Intelligence models25

[Pessach and Shmueli, 2023]. The importance becomes evident when looking at several discriminatory26

behaviours of algorithms in the past, ranging from hiring [Dastin, 2022] to social welfare systems27

[Hadwick and Lan, 2021]. In recent years, large generative (multimodal) models, particularly Large28

Language Models (LLMs) with their high accessibility and wide range of applications, have posed29

significant new challenges to the algorithmic fairness domain [Chu et al., 2024, Kotek et al., 2023].30

1Regulation (EU) 2024/1689.
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1.1 Previous literature.31

Discrimination through algorithms is not a recent phenomenon and was analysed prior to the AI Act.32

As early as the 1980s, algorithmic discrimination was observed in admissions settings [Connors et al.,33

1981, Williams et al., 1981], and gender inequalities in educational software were discussed [Huff34

and Cooper, 1987]. In 1996, researchers pointed out the levels at which such technical constraints35

and social institutions’ biases can occur [Friedman and Nissenbaum, 1996]. More recently, the36

interaction between AI and automated decision-making systems with traditional European and37

US non-discrimination law has been studied extensively. [Barocas and Selbst, 2016] presented a38

taxonomy of different sources of discrimination and their impact on humans. The relationship among39

various European non-discrimination laws has also been studied [Wachter et al., 2021, 2020, Hacker,40

2018, Weerts et al., 2023, Xenidis and Senden, 2020, Lewis et al., 2025]. For example, the seminal41

study by Wachter et al. [2021] presented a fairness metric that connects algorithmic fairness to the42

jurisprudence of the European Court of Justice in relation to the General Data Protection Regulation.43

Similarly, the connection between non-discrimination law and the GDPR has been analysed to44

“unlock the algorithmic black box” [Hacker, 2018]. Naturally, since these papers were published45

before the AI Act was passed, they do not contain references to it.46

Recently, several papers have addressed the AI Act. Short studies such as [Deck et al., 2024a,47

Ruohonen, 2024] have analysed the relationship between fairness and the AI Act. Additionally,48

sections within papers of broader scope beyond pure non-discrimination analyses have mentioned49

aspects of the relationship between algorithmic fairness and the AI Act [Wachter, 2024, Hacker et al.,50

2024b, Novelli et al., 2024]. The AI Act and its relation to gender equality and non-discrimination law51

have also been discussed [Lütz, 2024]. Among these, the work by Bosoer et al. [2023] is most similar52

to ours in terms of its focus on the AI Act; however, it investigates non-discrimination regulations in53

the draft of the AI Act without a strong focus on the interaction with computer science. The most54

similar work in terms of the interaction between computer science and legal research is the paper by55

Weerts et al. [2023]. Unlike our work, theirs did not focus on the AI Act.56

1.2 Our contributions.57

This paper aims to foster and extend an interdisciplinary view on explicit and implicit fairness58

regulations in the AI Act. For the analysis of the EU AI Act’s non-discrimination requirements in59

Section 2&3, our contributions are as follows:60

1. We present the history, scope, and intentions of non-discrimination regulations in the AI61

Act.62

2. We analysed the relation between high-risk systems’ regulations and algorithmic fairness,63

finding that specific regulations will benefit from the forthcoming standardisation process.64

3. We discuss future steps for the application of the regulations for algorithmic fairness in the65

context of classical non-discrimination regulations and the standardisation process at the66

intersection of the AI Act.67

2 A primer on EU non-discrimination regulations68

Interdisciplinary research on algorithmic fairness poses challenges for both computer scientists69

and legal scholars specialising in non-discrimination law. Understanding legal reasoning can be70

challenging without prior legal knowledge, just as understanding algorithmic methods is difficult71

without a computational background.72

However, the complexity of interdisciplinary work goes beyond technical expertise. The challenges73

begin with terminology: For instance, in computer science, “fairness” is a term that can refer to74

different desiderata that aim to prevent socially or morally undesirable behavior or outcomes of75

algorithms. Although fairness has been discussed as a principle in economic law contexts [Scheuerer,76

2023], it is not a specific legal term. The closest legal term is arguably “non-discrimination”, which77

focuses on preventing unfair treatment based on characteristics such as race, gender, or other attributes78

on legal grounds. The interaction between these key concepts from law and computer science is79

demanding.80
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Therefore, we briefly introduce EU non-discrimination law for computer scientists in the following81

section2. We first describe fundamental rights as well as traditional EU non-discrimination law. Both82

influence the AI Act.83

2.1 Fundamental rights in EU law.84

The Charter of Fundamental Rights of the European Union (CFR) is the main fundamental rights85

regulation within EU law3. Under Article 6(1) of the Treaty on European Union, the Charter forms86

part of the primary law of the EU.87

The CFR includes non-discrimination law. Article 21 CFR states: “Any discrimination based on any88

ground such as sex, race, color, ethnic or social origin, genetic features, language, religion or belief,89

political or any other opinion, membership of a national minority, property, birth, disability, age or90

sexual orientation shall be prohibited.” Thus, only discrimination based on these listed attributes is91

targeted.92

However, the right to non-discrimination is not absolute. It is important to note that the right to93

non-discrimination is only one right in the CFR, among others, such as the freedom of expression and94

information (Article 11(1) CFR). Interpretation and application of the Charter require balancing rights95

as described in Article 52(1) CFR. First, legislators must balance different CFR rights proportionally96

when creating new laws. Additionally, when laws reference the CFR, implementers must also follow97

this balancing obligation. A logic of proportionality guides the assessment of fundamental rights98

[Almada and Petit, 2023]. Fundamental rights are neither absolute, hierarchical, nor quantifiable,99

and must be applied on a case-by-case basis [Sousa e Silva, 2024]. The provisions of the CFR apply100

to public parties (vertical applicability, Fornasier [2015]). Therefore, there are debates about how101

exactly the CFR applies to relationships between private parties (horizontal applicability) in general102

[Fornasier, 2015, Cherednychenko, 2007, Frantziou, 2015, Prechal, 2020] and in the AI Act context103

specifically [Lewis et al., 2025]. In the context of the GDPR, scholars and the European Court of104

Justice (ECJ) noted that the CFR can have a horizontal effect if the secondary law reflects a general105

principle of EU law [Ufert, 2020]. Since the AI Act also reflects general principles of EU law, we do106

not exclude some horizontal applicability of the CFR. When discussing fundamental rights in the AI107

Act, it is also essential to consider the broader political and institutional landscape [Palmiotto, 2025].108

2.2 Direct and indirect discrimination in EU Law.109

While the CFR is part of EU primary law, it also exerts influence over secondary EU law [Lewis110

et al., 2025]. EU law has a long history of non-discrimination regulations and different laws include111

non-discrimination regulations4. For example, the Directive 2000/43/EC (Race Equality Directive)112

and Directive 2000/78/EC (Employment Equality Directive) include specific non-discrimination113

regulations.114

In order to legally assess discrimination under specific secondary EU law, two types of discrimination115

are differentiated: direct and indirect discrimination [Zuiderveen Borgesius et al., 2024, Wachter116

et al., 2020]. However, importantly, EU-based direct discrimination does not require any intentional117

wrongdoing [Weerts et al., 2023, Xenidis and Senden, 2020, Adams-Prassl et al., 2023].118

Direct discrimination is defined as situations in which “one person is treated less favourably than119

another is, has been or would be treated in a comparable situation” (Article 2(2)(a) Directive120

2000/43/EC). This means that discrimination occurs when individuals are treated less favorably on121

the basis of a protected attribute listed in the Article.122

Indirect discrimination is more difficult to address. In indirect discrimination cases, seemingly neutral123

attributes are used, but they rely on a protected attribute. For indirect discrimination, it is important124

2See section A.1 in the appendix for an introduction of algorithmic fairness to legal scholars.
3The CFR should not be confused with the European Convention on Human Rights (ECHR), which, though

separate from the EU, is an agreement the EU is expected to accede to. The relationship between the ECHR and
EU law is complex (see [Brittain, 2015]).

4See for an overview: https://commission.europa.eu/aid-development-cooperation-fundame
ntal-rights/your-fundamental-rights-eu/know-your-rights/equality/non-discriminatio
n_en.
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to note that it can be justified through legitimate aims and appropriate means [Zuiderveen Borgesius125

et al., 2024].126

Also, a third category of discrimination needs to be taken into account5, which challenges traditional127

non-discrimination law: intersectional discrimination. Intersectional discrimination concerns cases128

“originating in several inextricably linked vectors of disadvantage” [Xenidis, 2023]. This becomes129

especially important since (modern) AI models do not use single variables as input but instead use130

many different aspects as input. This can lead to effects where discrimination may only occur at131

the intersection of gender and age [Weerts et al., 2023]. Whether, and to what extent, the ECJ132

currently recognises intersectional discrimination as a distinct form of discrimination remains an133

open question[Weerts et al., 2023, Xenidis, 2023, Atrey, 2018].134

3 EU AI Act’s non-discrimination regulations for high-risk systems.135

Before we discuss the specific non-discrimination regulations for high-risk systems, we will briefly136

introduce the history, scope, and most important definitions of the AI Act. This short introduction is137

followed by an overview of the AI Act’s non-discrimination regulations for high-risk systems.138

3.1 The EU AI Act: History, Scope, and Definitions139

In this section, we first describe the origins of the EU AI Act and clarify key concepts such as risk,140

systems, and the difference between developers and deployers, which is necessary to understand our141

analysis of the AI Act.142

Emergent technology can benefit from efficient regulation. As one of the first comprehensive AI143

regulations worldwide [Wodi, 2024], the AI Act (AIA) introduces harmonised rules and obligations144

for the use and “placing on the market” of AI systems within the European Union (Article 1(2) AIA).145

It is primarily a product safety regulation [Almada and Petit, 2023], aiming to establish a level playing146

field for AI technologies across the Union [Nolte et al., 2024]. Notably, the original drafts of the147

EU Commission did not include explicit provisions on individual rights [Hacker et al., 2024b]. At148

this stage, individual rights — understood as protecting the rights of individuals affected — were149

largely absent. In fact, Members of the European Parliament initially did not prioritise the regulation150

of algorithmic discrimination [Chiappetta, 2023]. However, over the course of the legislative process,151

different aspects of non-discrimination regulations were integrated into the final text.152

The AI Act relies in part on the New Legislative Framework of the European Union (EU) [Kaminski153

and Selbst, 2025]. The New Legislative Framework is a cornerstone of modern product safety law in154

the EU (see also [Commission, 2022] for further details), which also applies, for example, to medical155

devices and children’s toys6.156

The AI Act regulates AI systems and also includes provisions for General Purpose AI (GPAI) models.157

The relationship or distinction between a model and a system in the context of the AIA remains158

legally unresolved. Article 3(1) defines an “AI system” as “a machine-based system that is designed159

to operate with varying levels of autonomy and that may exhibit adaptiveness after deployment, and160

that, for explicit or implicit objectives, infers, from the input it receives, how to generate outputs161

such as predictions, content, recommendations, or decisions that can influence physical or virtual162

environments“, but the article does not provide a definition of “AI model”. Recital 97 clarifies that163

“although AI models are essential components of AI systems, they do not constitute AI systems164

on their own. AI models require the addition of further components, such as, for example, a user165

interface, to become AI systems.” This formulation does not conclusively settle the terminological166

relationship between models and systems, as discussed in more detail in [Nolte et al., 2024]. Moreover,167

the regulation of “AI systems” contrasts with the (trustworthy) computer science literature, which168

typically studies machine learning models. Since our focus is the legal framework, we follow the169

terminology of the AI Act, even though computer science literature tends to focus on models rather170

than systems.171

5Please note that other non-discrimination rules in sector-specific regulations, such as the EU Consumer
Credit Directive, are beyond the scope of our paper.

6See https://single-market-economy.ec.europa.eu/single-market/goods/new-legislati
ve-framework_en for an overview.
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The core regulatory structure of the AI Act is built on a risk-based approach [Hacker et al., 2024a].172

Risk is defined in Article 3(2) AIA as “the combination of the probability of the occurrence of harm173

and the severity of that harm.” Based on this definition, the AI Act categorises AI systems into174

different risk levels, each associated with a specific set of regulatory requirements7:175

• Unacceptable risk (Art. 5 AIA): These AI systems are prohibited. Examples include social176

scoring by governments.177

• High-risk (Art. 6ff. AIA): These systems are subject to stringent obligations, such as178

requirements for robustness, accuracy, or non-discrimination. Examples include AI used in179

recruitment, credit scoring, or law enforcement.180

• Certain AI systems (Art. 50 AIA) with specific risk: These systems must meet transparency181

obligations, such as informing users they are interacting with an AI system. Examples182

include systems that produce deep-fakes.183

• All other systems: These systems are not subject to specific regulatory obligations under the184

AIA, except broad regulations such as Article 4 AIA (AI Literacy).185

In addition, the AIA includes specific provisions for General Purpose AI (GPAI) models (Articles186

51 ff. AIA). The use case is not predefined, which is characteristic of GPAI models. LLMs are187

an example of a classical GPAI model. The AI Act distinguishes between general-purpose models188

posing “systemic risk" and those that do not.189

The primary addressees of the AI Act are providers (Article 3(3) AIA) and deployers (Article 3(4)190

AIA). Providers are the entities responsible for developing and placing an AI model on the market191

or putting an AI system into service. In contrast, deployers are those who use an AI system under192

their authority. Many of the obligations we discuss in the following sections primarily concern the193

providers of AI systems, while some apply specifically to deployers (e.g., Article 26 AIA).194

3.2 Non-discrimination regulations within the AI Act.195

We began by scanning the AI Act for non-discrimination-related terms. In total, we scanned the AI196

Act for non-discrimination-related terms: discrimination, fundamental right, fairness, and bias. We197

noticed that within the definitions of Article 3 AIA, the terms serious incident (Article 3(49) AIA)198

and systemic risk (Article 3(65) AIA) refer to fundamental rights. Thus, these were included in our199

analysis as well. A full table with all articles of the AI Act, including non-discrimination-related200

terms, can be found in the appendix in Table 1.201

This analysis shows, first, that the majority of non-discrimination regulations in the EU AI Act202

concern the regulation of high-risk systems. GPAI models are only implicitly regulated by the203

systemic risk and serious incident terms. This will have an impact on our further analysis: we focus204

on high-risk systems compared to GPAI models.205

3.3 High-risk AI non-discrimination regulations.206

What is a high-risk AI system? Article 6 AIA defines different aspects of high risks. In combination207

with Annex III, high-risk systems are, for example, intended to be used as safety components208

in the management and operation of critical digital infrastructure (Annex III(2) AIA) or systems209

intended to be used for the recruitment or selection of natural persons (Annex III(4)(a) AIA). The210

reasoning behind the specific regulations in Article 6 AIA is that systems which pose a specific risk211

to fundamental rights or safety need tighter regulation [Fraser and y Villarino, 2024] than other, less212

risky systems. Recital 48 states that the adverse impact caused by the AI system on fundamental213

rights is of particular relevance when classifying an AI system as a high-risk system. It is expected214

that 5%-15%8 of all AI systems fall under the category of high-risk systems [Commission, 2021].215

We identified Articles 9, 10, and 15 AIA as the main non-discrimination provisions of high-risk216

systems. These will be discussed in detail in the following paragraphs9. Furthermore, Article 11217

7This classification has been subject to criticism, see e.g., [Bosoer et al., 2023].
8For a critical assessment of these numbers see [Almada and Petit, 2023]
9Please note that we do not differentiate here between the obligations for providers and those obligations for

the deployers of AI systems, since we focus on the interaction of computer science and law.
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(together with Annex III) and Article 13 AIA will be discussed due to their relationship to the218

aforementioned articles.219

Article 9 AIA: Non-discrimination regulations within risk management systems. Article 9 of the220

AI Act covers risk management systems of high-risk systems. According to Article 9(2)(a-d) AIA,221

risk management systems are designed to identify, evaluate, and mitigate risks of AI systems in a222

continuous, iterative process throughout the entire lifecycle of a high-risk AI system. All risks after223

mitigation, called residual risks, need to be judged acceptable [Soler Garrido et al., 2023].224

Of particular relevance to non-discrimination law is Article 9(2)(a) AIA, which requires the identifi-225

cation and analysis of known and reasonably foreseeable risks that the high-risk AI system can pose226

to health, safety, or fundamental rights. Through the link to fundamental rights, indirectly, Article 9227

AIA already requires the identification and analysis of non-discrimination issues [Zuiderveen Bor-228

gesius et al., 2024]. The initial draft of the AI Act did not include the reference to fundamental229

rights, and it was added by the EU Council in 2022 10, highlighting the legislator’s intent to include230

non-discrimination aspects in the AI Act.231

Article 10(2)(f) AIA: Main input non-discrimination regulation of high-risk system. The core232

of the non-discrimination regulation for high-risk systems is Article 10(2)(f) AIA. Article 10(2)(f)233

AIA requires that training, validation, and testing datasets shall be subject to an “examination in view234

of possible biases that are likely to affect the health and safety of persons, have a negative impact235

on fundamental rights or lead to discrimination prohibited under Union law, especially where data236

outputs influence inputs for future operations”.237

The first observation we make is that the input data of an AI system should undergo a bias analysis.238

Most importantly, the term bias is neither defined in the AI Act nor is there a common understanding239

of its meaning [van Bekkum, 2024]. It seems that the regulators had a more technical definition of240

bias in mind, focusing on the diversity of training data in different dimensions compared to social,241

ethical, or structural biases [Hacker et al., 2024b]. This could imply difficulties in determining the242

regulatory content, also for the later standardisation process.243

Through the wording of Article 10(2)(f) AIA, the regulation directly links to traditional non-244

discrimination law. Many different aspects of discriminatory effects are covered. On the one245

hand, the link achieves a strong protection objective for the input side of the AI systems. However,246

even without this link, Union law, which prohibits discrimination, could be applicable (see also next247

section).248

Article 10(2)(f) AIA only targets the input data for machine learning. Under a strict interpretation, the249

examination may only be mandatory for training, validation, and testing data. In other words, it only250

covers the input data of an AI system. Although the second half of the sentence reads “especially251

where data outputs influence inputs for future operations”, output data itself is not the main focus.252

Furthermore, the wording of Article 10(2)(f) AIA could imply an ex-post view: the developer has to253

know whether a bias will likely lead to discrimination. However, especially for larger models, it is254

technically very challenging, if not impossible, to predict the individual output of AI models [Hacker255

et al., 2024b, Black et al., 2022].256

Article 10(2)(g) AIA: Appropriate bias detection, prevention, and mitigation on input data257

must include factors beyond technical means. Article 10(2)(f) AIA is complemented by Article258

10(2)(g) AIA. Article 10(2)(g) AIA demands that “appropriate measures to detect, prevent and259

mitigate possible biases identified according to point (f)” are considered. Thus, Article 10 AIA not260

only mandates the examination of biases that lead to discrimination but also the mitigation of these261

biases. The bias tests must be documented and disclosed according to Article 11 AIA, along with262

Annexes IV and IXa AIA [Zuiderveen Borgesius et al., 2024]. It has been argued that with this focus263

on the input side, the AI Act seeks to remedy the root cause of biases [Zuiderveen Borgesius et al.,264

2024].265

Article 10(2)(g) AIA appears to be inspired by the technical literature on fairness metrics for266

algorithmic outputs. Nevertheless, Article 10(2)(g) AIA targets the input of algorithms. Therefore,267

classical fairness metrics for algorithmic outputs do not apply directly. Methods for detecting,268

10See Council of the European Union, “Proposal for a Regulation of the European Parliament and the Council
laying down harmonised rules on artificial intelligence (Artificial Intelligence Act) and amending certain Union
legislative acts – General approach” Doc. 14954/22, 25 November 2022.
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preventing, and mitigating input bias remain relatively underexplored in the existing literature, and269

these methods are not clearly defined in the AI Act [Wachter, 2024, Deck et al., 2024b].270

Article 10(2) AIA: Additional obligations without specific fairness regulations. In reviewing271

Article 10(2) AIA, it is noticeable that the other sections of Article 10(2) AIA also indirectly link to272

algorithmic fairness considerations. For example, the representativeness of training data is explicitly273

mentioned in Article 10(2)(d). When interpreting Article 10(2)(f) AIA or Article 10(2)(g) AIA,274

however, the additional requirements in Article 10(2) AIA do not lead to different results. Since these275

articles have no direct requirements regarding non-discrimination, we will not analyse them in further276

detail.277

Article 10(5) AIA: A legal basis for the processing of personal data in non-discrimination278

contexts. Finally, Article 10(5) AIA allows the processing of Article 9 GDPR data (see also Recital279

70 AIA). Article 9 GDPR protects special categories of personal data, such as genetic, biometric, or280

health data (Article 9(1) GDPR). There is tension [Deck et al., 2024a] between the need for debiasing281

AI algorithms and data protection law, which Article 10(5) AIA aims to address. In order to effectively282

mitigate biases in AI systems, the processing of personal data (for example, to compute fairness283

metrics) is important [van Bekkum, 2024]. Notably, this exception only applies in the high-risk284

regime. Thus, this exception is not applicable to non-high-risk systems. Nevertheless, Article 10(5) is285

an example of how the AI Act not only imposes burdens on developers and deployers of AI systems286

but also grants rights to these groups. This aspect is frequently underappreciated in the discourse287

regarding the AI Act.288

Article 11(1) AIA and Annex IV(2)(g) AIA: Technical documentation of bias testing methods.289

Article 11(1) together with Annex IV(2)(g) AIA requires that the technical documentation of a290

high-risk system includes “information about the validation and testing data used and their main291

characteristics; metrics used to measure accuracy, robustness and compliance with other relevant292

requirements set out in Chapter III, Section 2, as well as potentially discriminatory impacts”.293

Article 13 AIA: Transparency and provision of information to deployers. Article 13(1) AIA294

provides that ‘High-risk AI systems shall be designed and developed in such a way as to ensure295

that their operation is sufficiently transparent to enable deployers to interpret a system’s output and296

use it appropriately”. One could contend that the interpretation of a system’s output necessarily297

entails an assessment of potential discrimination. Recital 72 AIA enumerates aspects regarding298

the information that should be provided, with specific reference to the protection of fundamental299

rights. However, the risk identified in the recital is presented in general terms and fails to specify any300

particular methodology or technological tool that must be employed. Moreover, as Recitals serve a301

non-binding role and do not possess direct normative force in the interpretation of Article 13 AIA,302

the lack of specificity in Recital 72 AIA does not alter the conclusion. Accordingly, Article 13(1)303

AIA itself does not impose an obligation to use algorithmic fairness measures or metrics derived from304

the computer science domain.305

Furthermore, even assuming, arguendo, that the use of such algorithmic fairness tools is required306

during the development or deployment process, Article 13(1) AIA merely obliges providers to307

document the results. The imposition of mitigation or prevention measures does not fall within the308

mandatory scope of Article 13(1) AIA.309

Article 15 (4) AIA: Output bias regulation in cases of feedback loops. In contrast to Article310

10(2)(f) AIA, Article 15(4) AIA mandates that “High-risk AI systems that continue to learn after311

being placed on the market or put into service shall be developed in such a way as to eliminate or312

reduce as far as possible the risk of possibly biased outputs influencing input for future operations313

(feedback loops) and as to ensure that any such feedback loops are duly addressed with appropriate314

mitigation measures.” In this case, the output of a system is regulated, in contrast to the input of315

an AI system in Article 10 AIA. The reasoning behind this is that AI systems should not become316

echo chambers for biases [Zuiderveen Borgesius et al., 2024]. According to Recital 67 AIA, this is a317

particular concern when examining historical biases. It is important to note that this output regulation318

only applies if the systems continue learning after being placed on the market or put into service.319

Other articles regarding high-risk systems requirements. While the previously discussed articles320

provide at least some intuition about the addressed concerns, we categorise the remaining articles321

of Table 1. Most of these paragraphs only concern fundamental rights impacts, which show a322

limited impact on non-discrimination requirements. Thus, the discussion here is rather short. Article323
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13(3)(b)(iii) AIA mandates that information on the foreseeable misuse and the impact on fundamental324

rights is provided. Article 14(2) AIA mandates that human oversight is needed to minimise risks325

to fundamental rights. Article 17(1)(i) AIA and Article 26(5) AIA are related to reporting and326

information on serious incidents. Serious incidents are linked to discrimination through Article327

3(49)(c) AIA: “’serious incident’ means an incident or malfunctioning of an AI system that directly328

or indirectly leads to any of the following: [...] the infringement of obligations under Union law329

intended to protect fundamental rights”. Finally, Article 27(1) AIA requires a fundamental rights330

impact assessment when the high-risk system is used in special systems within bodies governed by331

public law. Yet again, significant gaps exist between theoretical and methodological elaboration of332

these impact assessments [Mantelero, 2024]. Article 27(1) AIA only addresses public parties. A333

fundamental rights impact assessment is not necessary for private parties.334

Finally, the impact of fundamental rights on non-discrimination is also monitored by a specific335

authority established through Article 77 (1) and Article 77 (2) AIA. The effect and impact of this336

authority framework should be assessed and evaluated once established.337

Summary: High-risk systems balancing between specificity and generality. The AI Act aims338

to be a specific law for AI [Ződi, 2024]. For the ML and Law community, it might be challenging339

to understand the implications of this specific AI Law. Some Articles mention non-discrimination340

directly, while others focus on fundamental rights. Only Article 10 AIA and Article 15 AIA explicitly341

mention non-discrimination and biases, compared to the statement of fundamental rights protection342

in Article 9 AIA. However, Article 10 AIA only considers the input phase, while Article 15 AIA only343

addresses the output phase for feedback loops. It is unclear why the AI Act does not consistently344

regulate direct, indirect, and intersectional discrimination across both the input and output phases.345

4 The role of standardisation in the AI Act346

According to the New Legislative Framework, all AI systems and models entering the market require347

a conformity assessment demonstrating that AI systems and models comply with the regulations348

of the AI Act [Kaminski and Selbst, 2025]. This process will culminate in the establishment of349

harmonised technical standards [Ebers, 2021].350

The details of the conformity assessments are set out in Article 40 ff. AIA11. Depending on the351

specific product, either a self-assessment or a third-party assessment is possible (Article 43 AIA). The352

AI Act stipulates the requirements for the conformity assessments themselves but does not prescribe353

the specific content of these assessments [Kaminski and Selbst, 2025].354

Through Articles 40 and following, mandates have been issued to the European standardisation355

organisations. In March 2023, the European Commission issued Mandate M/935 to CEN (European356

Committee for standardisation) and CENELEC JTC 21 (European Committee for Electrotechnical357

standardisation) [Kilian et al., 2025]. Thus, the details of non-discrimination procedures —especially358

concerning methods and the entire risk management framework outlined in Article 17— will be359

developed through the standardisation process. A similar approach exists for GPAI models, which360

are governed by the Code of Practice. Experts and stakeholders will collaboratively refine non-361

discrimination measures for high-risk systems.362

However, although standardisation committees have considerable discretion, they must operate within363

the bounds of legal norms. For example, if the AI Act demands discrimination testing for input data364

(and excludes output data), standardisation cannot necessarily go beyond this, though it may at times365

do so. Thus, standardisation in the context of algorithmic fairness can also produce a false sense of366

safety [Laux et al., 2024].367

5 Interplay between traditional EU non-discrimination law and the AI Act368

for high-risk systems.369

With the adoption of the AI Act, questions arise as to how its regime will interact with pre-existing370

non-discrimination law in the EU. Whereas the AI Act primarily regulates the input side for high-risk371

systems, much of the machine learning research community’s work on fairness concerns algorithmic372

11For the process of establishing a harmonised standard see [Kaminski and Selbst, 2025].
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outputs. As a lex specialis [Craig and De Búrca, 2011], the AI Act prevails over general frameworks to373

the extent that it covers an issue; where it does not address certain discriminatory outcomes, however,374

the more general non-discrimination law remains applicable. Since the AI Act does not directly375

regulate algorithmic outputs for standard high-risk systems, traditional EU non-discrimination law376

may still apply in these cases.377

The relationship between the AI Act and existing fundamental rights protections, including those378

concerning non-discrimination, requires further clarification and research [Lewis et al., 2025]. This379

also includes an analysis of when fundamental rights are vertically and horizontally applicable.380

Furthermore, the fundamental rights in the AI Act need to be balanced [Kusche, 2024], and the381

material scope is limited due to the enumeration of protected attributes [Xenidis and Senden, 2020].382

As pointed out, “gaps in the regulatory framework have left fundamental rights inconsistently383

protected in the AI Act.” [Palmiotto, 2025] Nevertheless, since the AI Act does not protect individuals384

regarding the output of algorithms, there is room for the applicability of the CFR. It remains an open385

research question how the protection in the CFR and the AI Act relate [Lewis et al., 2025].386

Secondary EU law, such as Directives 2004/113/EC and 2000/43/EC, provides more concrete387

protections against discrimination, and these instruments have clear horizontal applicability, unlike388

the frequently debated scope of the CFR [Xenidis and Senden, 2020, Lewis et al., 2025]. For example,389

Directives 2004/113/EC (Equal Treatment in Goods and Services Directive) and 2000/43/EC (Race390

and Ethnicity Equality Directive) specifically target non-discrimination regulations. These regulations391

address specific cases in which discrimination can occur. Due to their specificity, they have a limited392

material and personal scope as a result of the enumeration of protected attributes [Xenidis and Senden,393

2020, Cîrciumaru, 2024]. The development of the relationship between existing regulations and the394

AI Act, and the stance that national and EU courts will ultimately adopt, are still unresolved. In395

the past, the ECJ has already issued important rulings on how the non-discrimination provisions in396

Article 21 CFR must be interpreted in relation to secondary EU law [Xenidis and Senden, 2020]. It is397

very likely that in the future, the ECJ will continue to issue rulings to clarify the interplay between398

the EU AI Act, fundamental rights, and other directives and regulations.399

The AI Act holds the potential to complement traditional non-discrimination legislation. Traditional400

non-discrimination law primarily targets the protection of individuals. The EU AI Act is fundamen-401

tally aligned with product safety regulation rather than individual rights protection [Almada and Petit,402

2023]. Despite the identified challenges associated with this product-safety approach of the AI Act, it403

nonetheless provides a degree of protection. However, such an emphasis on products can overlook404

broader regulatory dimensions. In the context of EU data protection, it has been posited that a dual405

approach involving both individual protection and collaborative governance is necessary [Kaminski,406

2018]. A dual approach might also be beneficial for non-discrimination regulations in the context of407

AI.408

6 Summary & Outlook409

As [Mayson, 2018] aptly pointed out: “Bias in, bias out.” The AI Act encounters significant challenges410

in regulating such biases. The non-discrimination requirements analysed in the previous section411

primarily focus on bias in (training) data, and, from our perspective, tend to overlook other sources412

of bias, such as design choices within the algorithms themselves. Many of the rules emphasise413

(internal) compliance [Zuiderveen Borgesius et al., 2024] and rely on checklists, rather than offering414

output-based safeguards for users affected by AI systems. This focus stems from the AI Act’s415

foundations in the New Legislative Framework for product safety law, which, unlike the GDPR,416

does not incorporate a clear individual rights dimension. Whether self-assessment suffices to protect417

individuals’ fundamental rights and fulfil non-discrimination obligations remains an open question418

[Bosoer et al., 2023]. This is an area that will require further research, particularly once harmonised419

standards have been published.420

Nevertheless, classical EU non-discrimination law will continue to play an important role in the421

context of AI. Further research is required to determine how the AI Act’s product safety-based422

regulations can be reconciled with classical, individual-focused non-discrimination law. In the423

introduction to our work, we raised the question of how fair outcomes from AI algorithms can be424

ensured. While the AI Act provides some direction, significant challenges persist at the intersection of425

algorithmic fairness and non-discrimination law. Our paper seeks to bridge the gap between legal and426

computational disciplines, which, in our view, will benefit from closer interdisciplinary collaboration.427
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A Appendix628

A.1 Algorithmic fairness: A gentle introduction629

Algorithmic fairness has emerged as an established computer science and AI-related field in recent630

years. Algorithmic fairness focuses on uncovering and rectifying disadvantageous treatment of631

individuals or groups in machine learning models [Mitchell et al., 2021]. This treatment must be632

considered within appropriate social, theoretical, and legal contexts [Pessach and Shmueli, 2023] and633

includes evaluation and auditing methods to test for unfairness.634

Origins of unfairness in algorithms. Unfair algorithmic behavior can have different sources. In635

order to discuss the origins, another — not well-defined — a term from computer science is often636

used: bias. There exist many different bias definitions. Since the EU AI Act does not define it637

itself, we use a definition from the EU Commission from 2021. According to this, a bias can be638

defined as “[...] bias describes systematic and repeatable errors in a computer system that create639

unfair outcomes, such as favouring one arbitrary group of users over others” [Commission, 2021].640

Biases are primarily discussed within the data used for AI models and can be sorted into different641

categories. Most researchers emphasise the different aspects of data inequalities when discussing642

algorithmic fairness and sort data biases into different categories, such as the over-representation of643

specific groups in datasets [Zou and Schiebinger, 2018]. [Hacker, 2018] categorises the biases in data644

into two groups: biased training data versus unequal ground truth. [Barocas and Selbst, 2016] uses645

five categories to map biases, while [Mehrabi et al., 2021] uses 21 different categories for biases. It646

is important to note that the data is only one — albeit important — source of biases. For example,647

design decisions in the algorithms or structural power asymmetries also lead to algorithmic unfairness648

[Mehrabi et al., 2021, Gebru et al., 2021, Sousa e Silva, 2024].649

Approaches to algorithmic fairness: Quantification. Based on the different understandings of650

unfairness and for the purpose of uncovering and rectifying unjustified treatment between groups in651

algorithms, so-called fairness metrics have been proposed [Corbett-Davies et al., 2023, Castelnovo652

et al., 2022, Verma and Rubin, 2018]. The core idea of fairness metrics is to quantify algorithmic653

outputs and make them comparable through numerical measurements. Most metrics try to assess654

whether an output of an ML system is unfair to individuals [Dwork et al., 2012] or groups of people655

[Barocas et al., 2023, Binns, 2020]. They provide a quantitative measure intended to indicate whether656

an algorithm demonstrates unjustified unequal treatment. Fairness metrics also include moral norms657

[Deck et al., 2024a, Hellman, 2020].658
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The emergence of the field of algorithmic fairness has challenged existing approaches to ML by659

highlighting the need to contextualize them, decide on, and provide a rationale for the optimization660

criteria chosen. First, it has been shown that an apparently objective number needs to be contextualized661

to the application under consideration [Wachter et al., 2021]. Furthermore, some metrics are, from662

a mathematical viewpoint, incompatible with each other12, thus these fairness metrics cannot be663

fulfilled at the same time [Chouldechova, 2017, Kleinberg et al., 2016]. This can lead to an effect of664

“d-hacking” or “fairness hacking” where users can choose their favorite metric to create the (technical665

and mathematical) impression that the algorithm is fair [Black et al., 2024, Meding and Hagendorff,666

2024]. Fairness metrics for mitigation can play a role at different stages of the development, testing,667

and deployment of an algorithm. The pre-processing stage, the in-training stage, and the post-668

processing phases are differentiated [Barocas et al., 2023, Binns, 2018]. In the pre-processing phase,669

the input data itself is altered to ensure fair processing [Caton and Haas, 2024, Kamiran and Calders,670

2012]. For the in-training phase, the optimization process during the training of an ML model is671

adjusted to include fairness as an optimization goal. Finally, in the post-processing phase, the output672

of a pre-trained model is adapted. The first and the last approaches make it possible to perform673

fairness analyses even if one only has black box access to the model [Caton and Haas, 2024].674

The era of LLMs raises new questions. LLMs have the advantage — or disadvantage, depending675

on the viewpoint — that their exact use case is most of the time not predefined, and they are trained676

on large amounts of various data. This diversity makes them later applicable to different contexts,677

from providing cookie recipes to coding exercises. However, this diversity also includes variations in678

unfairness. Algorithmic fairness in relation to LLMs is thus somewhat different from algorithmic679

fairness in classical AI [Doan et al., 2024, Chu et al., 2024]. Some researchers have applied classical680

fairness metrics in classification settings to LLMs [Chhikara et al., 2024]. Additionally, it has been681

shown that LLM-specific issues arise due to the use of massive data and processing [Kotek et al., 2023,682

Ferrara, 2023, Navigli et al., 2023, Huang et al., 2024] at various steps of algorithmic development.683

Thus, it was argued that LLMs cannot yield fair outcomes at all [Anthis et al., 2024].684

A.2 Table algorithmic fairness related articles685

12They are also incompatible from a moral point of view [Heidari et al., 2019].
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Table 1: All articles in the EU AI Act mentioning fairness related terms.

NeurIPS Paper Checklist686

1. Claims687
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Question: Do the main claims made in the abstract and introduction accurately reflect the688

paper’s contributions and scope?689

Answer: [Yes]690

Justification: We provide an introduction to the AI Act and analyse non-discrimnation691

regulations for high-risk systems.692

Guidelines:693

• The answer NA means that the abstract and introduction do not include the claims694

made in the paper.695

• The abstract and/or introduction should clearly state the claims made, including the696

contributions made in the paper and important assumptions and limitations. A No or697

NA answer to this question will not be perceived well by the reviewers.698

• The claims made should match theoretical and experimental results, and reflect how699

much the results can be expected to generalize to other settings.700

• It is fine to include aspirational goals as motivation as long as it is clear that these goals701

are not attained by the paper.702

2. Limitations703

Question: Does the paper discuss the limitations of the work performed by the authors?704

Answer: [Yes]705

Justification: We only analyse non-discrimnation regulations for high-risk systems.706

Guidelines:707

• The answer NA means that the paper has no limitation while the answer No means that708

the paper has limitations, but those are not discussed in the paper.709

• The authors are encouraged to create a separate "Limitations" section in their paper.710

• The paper should point out any strong assumptions and how robust the results are to711

violations of these assumptions (e.g., independence assumptions, noiseless settings,712

model well-specification, asymptotic approximations only holding locally). The authors713

should reflect on how these assumptions might be violated in practice and what the714

implications would be.715

• The authors should reflect on the scope of the claims made, e.g., if the approach was716

only tested on a few datasets or with a few runs. In general, empirical results often717

depend on implicit assumptions, which should be articulated.718

• The authors should reflect on the factors that influence the performance of the approach.719

For example, a facial recognition algorithm may perform poorly when image resolution720

is low or images are taken in low lighting. Or a speech-to-text system might not be721

used reliably to provide closed captions for online lectures because it fails to handle722

technical jargon.723

• The authors should discuss the computational efficiency of the proposed algorithms724

and how they scale with dataset size.725

• If applicable, the authors should discuss possible limitations of their approach to726

address problems of privacy and fairness.727

• While the authors might fear that complete honesty about limitations might be used by728

reviewers as grounds for rejection, a worse outcome might be that reviewers discover729

limitations that aren’t acknowledged in the paper. The authors should use their best730

judgment and recognize that individual actions in favor of transparency play an impor-731

tant role in developing norms that preserve the integrity of the community. Reviewers732

will be specifically instructed to not penalize honesty concerning limitations.733

3. Theory assumptions and proofs734

Question: For each theoretical result, does the paper provide the full set of assumptions and735

a complete (and correct) proof?736

Answer: [NA]737

Justification:738

Guidelines:739

17



• The answer NA means that the paper does not include theoretical results.740

• All the theorems, formulas, and proofs in the paper should be numbered and cross-741

referenced.742

• All assumptions should be clearly stated or referenced in the statement of any theorems.743

• The proofs can either appear in the main paper or the supplemental material, but if744

they appear in the supplemental material, the authors are encouraged to provide a short745

proof sketch to provide intuition.746

• Inversely, any informal proof provided in the core of the paper should be complemented747

by formal proofs provided in appendix or supplemental material.748

• Theorems and Lemmas that the proof relies upon should be properly referenced.749

4. Experimental result reproducibility750

Question: Does the paper fully disclose all the information needed to reproduce the main ex-751

perimental results of the paper to the extent that it affects the main claims and/or conclusions752

of the paper (regardless of whether the code and data are provided or not)?753

Answer: [NA]754

Justification:755

Guidelines:756

• The answer NA means that the paper does not include experiments.757

• If the paper includes experiments, a No answer to this question will not be perceived758

well by the reviewers: Making the paper reproducible is important, regardless of759

whether the code and data are provided or not.760

• If the contribution is a dataset and/or model, the authors should describe the steps taken761

to make their results reproducible or verifiable.762

• Depending on the contribution, reproducibility can be accomplished in various ways.763

For example, if the contribution is a novel architecture, describing the architecture fully764

might suffice, or if the contribution is a specific model and empirical evaluation, it may765

be necessary to either make it possible for others to replicate the model with the same766

dataset, or provide access to the model. In general. releasing code and data is often767

one good way to accomplish this, but reproducibility can also be provided via detailed768

instructions for how to replicate the results, access to a hosted model (e.g., in the case769

of a large language model), releasing of a model checkpoint, or other means that are770

appropriate to the research performed.771

• While NeurIPS does not require releasing code, the conference does require all submis-772

sions to provide some reasonable avenue for reproducibility, which may depend on the773

nature of the contribution. For example774

(a) If the contribution is primarily a new algorithm, the paper should make it clear how775

to reproduce that algorithm.776

(b) If the contribution is primarily a new model architecture, the paper should describe777

the architecture clearly and fully.778

(c) If the contribution is a new model (e.g., a large language model), then there should779

either be a way to access this model for reproducing the results or a way to reproduce780

the model (e.g., with an open-source dataset or instructions for how to construct781

the dataset).782

(d) We recognize that reproducibility may be tricky in some cases, in which case783

authors are welcome to describe the particular way they provide for reproducibility.784

In the case of closed-source models, it may be that access to the model is limited in785

some way (e.g., to registered users), but it should be possible for other researchers786

to have some path to reproducing or verifying the results.787

5. Open access to data and code788

Question: Does the paper provide open access to the data and code, with sufficient instruc-789

tions to faithfully reproduce the main experimental results, as described in supplemental790

material?791

Answer: [NA]792

Justification:793
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Guidelines:794

• The answer NA means that paper does not include experiments requiring code.795

• Please see the NeurIPS code and data submission guidelines (https://nips.cc/pu796

blic/guides/CodeSubmissionPolicy) for more details.797

• While we encourage the release of code and data, we understand that this might not be798

possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not799

including code, unless this is central to the contribution (e.g., for a new open-source800

benchmark).801

• The instructions should contain the exact command and environment needed to run to802

reproduce the results. See the NeurIPS code and data submission guidelines (https:803

//nips.cc/public/guides/CodeSubmissionPolicy) for more details.804

• The authors should provide instructions on data access and preparation, including how805

to access the raw data, preprocessed data, intermediate data, and generated data, etc.806

• The authors should provide scripts to reproduce all experimental results for the new807

proposed method and baselines. If only a subset of experiments are reproducible, they808

should state which ones are omitted from the script and why.809

• At submission time, to preserve anonymity, the authors should release anonymized810

versions (if applicable).811

• Providing as much information as possible in supplemental material (appended to the812

paper) is recommended, but including URLs to data and code is permitted.813

6. Experimental setting/details814

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-815

parameters, how they were chosen, type of optimizer, etc.) necessary to understand the816

results?817

Answer: [NA]818

Justification:819

Guidelines:820

• The answer NA means that the paper does not include experiments.821

• The experimental setting should be presented in the core of the paper to a level of detail822

that is necessary to appreciate the results and make sense of them.823

• The full details can be provided either with the code, in appendix, or as supplemental824

material.825

7. Experiment statistical significance826

Question: Does the paper report error bars suitably and correctly defined or other appropriate827

information about the statistical significance of the experiments?828

Answer: [NA]829

Justification:830

Guidelines:831

• The answer NA means that the paper does not include experiments.832

• The authors should answer "Yes" if the results are accompanied by error bars, confi-833

dence intervals, or statistical significance tests, at least for the experiments that support834

the main claims of the paper.835

• The factors of variability that the error bars are capturing should be clearly stated (for836

example, train/test split, initialization, random drawing of some parameter, or overall837

run with given experimental conditions).838

• The method for calculating the error bars should be explained (closed form formula,839

call to a library function, bootstrap, etc.)840

• The assumptions made should be given (e.g., Normally distributed errors).841

• It should be clear whether the error bar is the standard deviation or the standard error842

of the mean.843

• It is OK to report 1-sigma error bars, but one should state it. The authors should844

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis845

of Normality of errors is not verified.846
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• For asymmetric distributions, the authors should be careful not to show in tables or847

figures symmetric error bars that would yield results that are out of range (e.g. negative848

error rates).849

• If error bars are reported in tables or plots, The authors should explain in the text how850

they were calculated and reference the corresponding figures or tables in the text.851

8. Experiments compute resources852

Question: For each experiment, does the paper provide sufficient information on the com-853

puter resources (type of compute workers, memory, time of execution) needed to reproduce854

the experiments?855

Answer:856

Justification: [NA]857

Guidelines:858

• The answer NA means that the paper does not include experiments.859

• The paper should indicate the type of compute workers CPU or GPU, internal cluster,860

or cloud provider, including relevant memory and storage.861

• The paper should provide the amount of compute required for each of the individual862

experimental runs as well as estimate the total compute.863

• The paper should disclose whether the full research project required more compute864

than the experiments reported in the paper (e.g., preliminary or failed experiments that865

didn’t make it into the paper).866

9. Code of ethics867

Question: Does the research conducted in the paper conform, in every respect, with the868

NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?869

Answer: answerYes870

Justification:871

Guidelines:872

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.873

• If the authors answer No, they should explain the special circumstances that require a874

deviation from the Code of Ethics.875

• The authors should make sure to preserve anonymity (e.g., if there is a special consid-876

eration due to laws or regulations in their jurisdiction).877

10. Broader impacts878

Question: Does the paper discuss both potential positive societal impacts and negative879

societal impacts of the work performed?880

Answer: [Yes] ,881

Justification: We focus on non-discrimination regulations in the EU AI Act.882

Guidelines:883

• The answer NA means that there is no societal impact of the work performed.884

• If the authors answer NA or No, they should explain why their work has no societal885

impact or why the paper does not address societal impact.886

• Examples of negative societal impacts include potential malicious or unintended uses887

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations888

(e.g., deployment of technologies that could make decisions that unfairly impact specific889

groups), privacy considerations, and security considerations.890

• The conference expects that many papers will be foundational research and not tied891

to particular applications, let alone deployments. However, if there is a direct path to892

any negative applications, the authors should point it out. For example, it is legitimate893

to point out that an improvement in the quality of generative models could be used to894

generate deepfakes for disinformation. On the other hand, it is not needed to point out895

that a generic algorithm for optimizing neural networks could enable people to train896

models that generate Deepfakes faster.897
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• The authors should consider possible harms that could arise when the technology is898

being used as intended and functioning correctly, harms that could arise when the899

technology is being used as intended but gives incorrect results, and harms following900

from (intentional or unintentional) misuse of the technology.901

• If there are negative societal impacts, the authors could also discuss possible mitigation902

strategies (e.g., gated release of models, providing defenses in addition to attacks,903

mechanisms for monitoring misuse, mechanisms to monitor how a system learns from904

feedback over time, improving the efficiency and accessibility of ML).905

11. Safeguards906

Question: Does the paper describe safeguards that have been put in place for responsible907

release of data or models that have a high risk for misuse (e.g., pretrained language models,908

image generators, or scraped datasets)?909

Answer: [NA]910

Justification:911

Guidelines:912

• The answer NA means that the paper poses no such risks.913

• Released models that have a high risk for misuse or dual-use should be released with914

necessary safeguards to allow for controlled use of the model, for example by requiring915

that users adhere to usage guidelines or restrictions to access the model or implementing916

safety filters.917

• Datasets that have been scraped from the Internet could pose safety risks. The authors918

should describe how they avoided releasing unsafe images.919

• We recognize that providing effective safeguards is challenging, and many papers do920

not require this, but we encourage authors to take this into account and make a best921

faith effort.922

12. Licenses for existing assets923

Question: Are the creators or original owners of assets (e.g., code, data, models), used in924

the paper, properly credited and are the license and terms of use explicitly mentioned and925

properly respected?926

Answer: [NA]927

Justification:928

Guidelines:929

• The answer NA means that the paper does not use existing assets.930

• The authors should cite the original paper that produced the code package or dataset.931

• The authors should state which version of the asset is used and, if possible, include a932

URL.933

• The name of the license (e.g., CC-BY 4.0) should be included for each asset.934

• For scraped data from a particular source (e.g., website), the copyright and terms of935

service of that source should be provided.936

• If assets are released, the license, copyright information, and terms of use in the package937

should be provided. For popular datasets, paperswithcode.com/datasets has938

curated licenses for some datasets. Their licensing guide can help determine the license939

of a dataset.940

• For existing datasets that are re-packaged, both the original license and the license of941

the derived asset (if it has changed) should be provided.942

• If this information is not available online, the authors are encouraged to reach out to943

the asset’s creators.944

13. New assets945

Question: Are new assets introduced in the paper well documented and is the documentation946

provided alongside the assets?947

Answer: [NA]948

Justification:949
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Guidelines:950

• The answer NA means that the paper does not release new assets.951

• Researchers should communicate the details of the dataset/code/model as part of their952

submissions via structured templates. This includes details about training, license,953

limitations, etc.954

• The paper should discuss whether and how consent was obtained from people whose955

asset is used.956

• At submission time, remember to anonymize your assets (if applicable). You can either957

create an anonymized URL or include an anonymized zip file.958

14. Crowdsourcing and research with human subjects959

Question: For crowdsourcing experiments and research with human subjects, does the paper960

include the full text of instructions given to participants and screenshots, if applicable, as961

well as details about compensation (if any)?962

Answer: [NA] .963

Justification:964

Guidelines:965

• The answer NA means that the paper does not involve crowdsourcing nor research with966

human subjects.967

• Including this information in the supplemental material is fine, but if the main contribu-968

tion of the paper involves human subjects, then as much detail as possible should be969

included in the main paper.970

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,971

or other labor should be paid at least the minimum wage in the country of the data972

collector.973

15. Institutional review board (IRB) approvals or equivalent for research with human974

subjects975

Question: Does the paper describe potential risks incurred by study participants, whether976

such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)977

approvals (or an equivalent approval/review based on the requirements of your country or978

institution) were obtained?979

Answer: [NA]980

Justification:981

Guidelines:982

• The answer NA means that the paper does not involve crowdsourcing nor research with983

human subjects.984

• Depending on the country in which research is conducted, IRB approval (or equivalent)985

may be required for any human subjects research. If you obtained IRB approval, you986

should clearly state this in the paper.987

• We recognize that the procedures for this may vary significantly between institutions988

and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the989

guidelines for their institution.990

• For initial submissions, do not include any information that would break anonymity (if991

applicable), such as the institution conducting the review.992

16. Declaration of LLM usage993

Question: Does the paper describe the usage of LLMs if it is an important, original, or994

non-standard component of the core methods in this research? Note that if the LLM is used995

only for writing, editing, or formatting purposes and does not impact the core methodology,996

scientific rigorousness, or originality of the research, declaration is not required.997

Answer: [NA]998

Justification:999

Guidelines:1000
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• The answer NA means that the core method development in this research does not1001

involve LLMs as any important, original, or non-standard components.1002

• Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)1003

for what should or should not be described.1004
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