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Abstract

What constitutes a fair decision? This question is not only difficult to answer for
humans but becomes more challenging when Artificial Intelligence (AI) models
are used. In light of problematic algorithmic outcomes, the EU has recently
passed the AI Act, which mandates specific rules for (among others) high-risk
systems. For high-risk systems, the AI Act might point towards traditional legal
non-discrimination regulations and machine learning based algorithmic fairness
concepts. This paper aims to bridge these two concepts as reflected in the AI
Act by providing: (1) a high-level introduction of the AI Act targeting computer
science-oriented scholars, and (2) an analysis of the relationship between the AI
Act’s legal non-discrimination and algorithmic fairness provisions. Finally, we
consider future steps for the application of non-discrimination law and the AI
Act’s provisions. This paper serves as a foundation for future interdisciplinary
collaboration between legal scholars and machine learning researchers with a
computer science background by reducing the gap between these two fields.

1 Introduction

How can we ensure fair Artificial Intelligence (AI) systems? When regulating the digital world,
particularly AI systems, this question becomes fundamental. While the question is also crucial in a
non-digital world, it becomes increasingly pressing in the digital world. The European Union (EU)
has become one of the forerunners in regulating the digital age. To improve the EU market and to
promote the uptake of human-centric and trustworthy AI, the European Union (EU) recently adopted
the Artificial Intelligence Act (AIA)1, see Article 1 AIA. While the AIA is partly a product safety
regulation [Kaminski and Selbst, 2025, Almada and Petit, 2023] — specifically, see Chapter III AIA
— it also incorporates aspects of “ethical principles” [Nolte et al., 2024] within and outside the EU
(see recital 27 AIA).

Fair algorithmic processing also matters from a computational perspective. Over the past decade,
algorithmic fairness has become a well-established field within machine learning that focuses on
defining, mitigating, and evaluating the discriminatory behaviour of Artificial Intelligence models
[Pessach and Shmueli, 2023]. The importance becomes evident when looking at several discriminatory
behaviours by algorithms in the past, ranging from hiring [Dastin, 2022] to social welfare systems
[Hadwick and Lan, 2021]. In recent years, large generative (multimodal) models, particularly Large

1Regulation (EU) 2024/1689.

Workshop on Regulatable ML at the 39th Conference on Neural Information Processing Systems (NeurIPS
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Language Models (LLMs) with their high accessibility and wide range of applications, have posed
significant new challenges to the algorithmic fairness domain [Chu et al., 2024, Kotek et al., 2023].

1.1 Previous literature

Discrimination through algorithms is not a recent phenomenon and was analysed prior to the AI Act.
As early as the 1980s, algorithmic discrimination was observed in admissions settings [Connors et al.,
1981, Williams et al., 1981], and gender inequalities in educational software were discussed [Huff
and Cooper, 1987]. In 1996, researchers pointed out the levels at which such technical constraints
and social institutions’ biases can occur [Friedman and Nissenbaum, 1996]. More recently, the
interaction between AI and automated decision-making systems with traditional European and
US non-discrimination law has been studied extensively. [Barocas and Selbst, 2016] presented a
taxonomy of different sources of discrimination and their impact on humans. The relationship among
various European non-discrimination laws has also been studied [Wachter et al., 2021, 2020, Hacker,
2018, Weerts et al., 2023, Xenidis and Senden, 2020, Lewis et al., 2025]. For example, the seminal
study by Wachter et al. [2021] presented a fairness metric that connects algorithmic fairness to the
jurisprudence of the European Court of Justice in relation to the General Data Protection Regulation.
Similarly, the connection between non-discrimination law and the GDPR has been analysed to
“unlock the algorithmic black box” [Hacker, 2018]. Naturally, since these papers were published
before the AI Act was passed, they do not contain references to it.

Recently, several papers have addressed the AI Act. Short studies such as [Deck et al., 2024a,
Ruohonen, 2024] have analysed the relationship between fairness and the AI Act. Additionally,
sections within papers of broader scope beyond pure non-discrimination analyses have mentioned
aspects of the relationship between algorithmic fairness and the AI Act [Wachter, 2024, Hacker et al.,
2024b, Novelli et al., 2024]. Corrêa et al. [2025] investigated fairness principles in the AI Act in the
context of human oversight mechanisms. The paper of Raman et al. [2025] discussed the fairness
provisions of the AI Act for General Purpose AI (GPAI) models. The AI Act and its relation to
gender equality and non-discrimination law have also been discussed [Lütz, 2024]. Among these,
the work by Bosoer et al. [2023] is most similar to ours in terms of its focus on the AI Act; however,
it investigates non-discrimination provisions in the draft of the AI Act without a strong focus on
the interaction with computer science. The most similar work in terms of the interaction between
computer science and legal research is the paper by Weerts et al. [2023]. Unlike our work, theirs did
not focus on the AI Act.

1.2 Our contributions

This paper aims to foster and extend an interdisciplinary view on explicit and implicit fairness
provisions in the AI Act. For the analysis of the EU AI Act’s non-discrimination requirements in
Sections 2 and 3, our contributions are as follows:

1. We present the history, scope, and intentions of non-discrimination provisions in the AI Act.
2. We analysed the relation between high-risk systems’ provisions and algorithmic fairness,

finding that specific provisions will benefit from the forthcoming standardisation process.
3. We discuss future steps for the application of the AI Act’s provisions for algorithmic fairness

in the context of classical non-discrimination regulations and the standardisation process.

2 A primer on EU non-discrimination legislation and algorithmic fairness

Interdisciplinary research on algorithmic fairness poses challenges for both computer scientists
and legal scholars specialising in non-discrimination law. Understanding legal reasoning can be
challenging without prior legal knowledge, just as understanding algorithmic methods is difficult
without a computational background.

However, the complexity of interdisciplinary work goes beyond technical expertise. The challenges
begin with terminology: For instance, in computer science, “fairness” is a term that can refer to
different desiderata that aim to prevent socially or morally undesirable behaviour or outcomes of
algorithms. Although fairness has been discussed as a principle in economic law contexts [Scheuerer,
2023], it is not a specific legal term. The closest legal term is arguably “non-discrimination”, which
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focuses on preventing unfair treatment based on characteristics such as race, gender, or other attributes
on legal grounds. The interaction between these key concepts from law and computer science is
demanding.

Therefore, we briefly introduce EU non-discrimination law for computer scientists in the following
subsection, and we present an introduction of algorithmic fairness to legal scholars.

2.1 EU non-discrimination law: A gentle introduction

Since the AI Act is influenced by both EU fundamental rights law and traditional EU non-
discrimination law, we describe them first.

Fundamental rights in EU law. The Charter of Fundamental Rights of the European Union (CFR)
is today one of the primary fundamental rights laws within the EU2. Under Article 6(1) of the Treaty
on European Union, the Charter forms part of the primary law of the EU.

The CFR includes non-discrimination law. Article 21 CFR states: “Any discrimination based on any
ground such as sex, race, colour, ethnic or social origin, genetic features, language, religion or belief,
political or any other opinion, membership of a national minority, property, birth, disability, age or
sexual orientation shall be prohibited.” Thus, only discrimination based on these listed attributes is
targeted.

However, the right to non-discrimination is not absolute. It is important to note that the right to
non-discrimination is only one right in the CFR, among others, such as the freedom of expression
and information (Article 11(1) CFR). Interpretation and application of the Charter require balancing
rights as described in Article 52(1) CFR. First, legislators must balance different CFR rights propor-
tionately when creating new laws. Additionally, when laws reference the CFR, implementers must
also follow this proportionality requirement. A logic of proportionality guides the assessment of
fundamental rights [Almada and Petit, 2023]. Fundamental rights are neither absolute, hierarchical,
nor quantifiable, and must be applied on a case-by-case basis [Sousa e Silva, 2024]. The provisions of
the CFR apply to public parties (vertical applicability, Fornasier [2015]). Therefore, there are debates
about how exactly the CFR applies to relationships between private parties (horizontal applicability)
in general [Fornasier, 2015, Cherednychenko, 2007, Frantziou, 2015, Prechal, 2020] and in the AI
Act context specifically [Lewis et al., 2025]. In the context of the GDPR, scholars and the European
Court of Justice (ECJ) noted3 that the CFR can have a horizontal effect “when EU secondary law
gives expression to a general principle of EU law, such as the principles of privacy and protection of
personal data and non-discrimination.” [Ufert, 2020]. Therefore, some horizontal applicability of the
CFR is assumed when applying the AI Act. When discussing fundamental rights in the AI Act, it is
also essential to consider the broader political and institutional landscape [Palmiotto, 2025].

Direct and indirect discrimination in EU Law. While the CFR is part of EU primary law, it
also influences more recent secondary EU law [Lewis et al., 2025]. EU law has a long history of
non-discrimination regulations4. For example, the Directive 2000/43/EC (Race Equality Directive)
and Directive 2000/78/EC (Employment Equality Directive) include specific non-discrimination
norms.

In order to legally assess discrimination under specific secondary EU law, two types of discrimination
are distinguished: direct and indirect discrimination [Zuiderveen Borgesius et al., 2024, Wachter
et al., 2020]. However, importantly, in EU law, direct discrimination does not require any intent to
discriminate [Weerts et al., 2023, Xenidis and Senden, 2020, Adams-Prassl et al., 2023].

Direct discrimination is defined as situations in which “one person is treated less favourably than
another is, has been or would be treated in a comparable situation” (Article 2(2)(a) Directive

2The CFR should not be confused with the European Convention on Human Rights (ECHR), which, though
separate from the EU, is an agreement to which the EU is expected to accede. The relationship between the
ECHR and EU law is complex (see Brittain [2015]).

3See case C-555/07, Kücükdeveci, para 27.
4See for an overview: https://commission.europa.eu/aid-development-cooperation-fundame

ntal-rights/your-fundamental-rights-eu/know-your-rights/equality/non-discriminatio
n_en.
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2000/43/EC)5. This means that discrimination occurs when individuals are treated less favourably
based on a protected attribute listed in the Article.

Indirect discrimination is more difficult to address. In indirect discrimination cases, seemingly neutral
attributes are used but they rely on a protected attribute. For indirect discrimination, it is important to
note that it can be justified through legitimate aims and appropriate means [Zuiderveen Borgesius
et al., 2024].

Also, a third category of discrimination needs to be taken into account6, which challenges traditional
non-discrimination law: intersectional discrimination. Intersectional discrimination concerns cases
“originating in several inextricably linked vectors of disadvantage” [Xenidis, 2023]. This becomes
especially important since (modern) AI models do not use single variables as input but instead use
many different aspects as input. This can lead to effects where discrimination may occur only at
the intersection of gender and age [Weerts et al., 2023]. Whether, and to what extent, the ECJ
currently recognises intersectional discrimination as a distinct form of discrimination remains an
open question[Weerts et al., 2023, Xenidis, 2023, Atrey, 2018].

2.2 Algorithmic fairness: A gentle introduction

Algorithmic fairness has emerged as an established computer science and AI-related field in recent
years. Algorithmic fairness focuses on uncovering and rectifying disadvantageous treatment of
individuals or groups in machine learning models [Mitchell et al., 2021]. This treatment must be
considered within appropriate social, theoretical, and legal contexts [Pessach and Shmueli, 2023] and
includes evaluation and auditing methods to test for unfairness.

Origins of unfairness in algorithms. Unfair algorithmic behaviour can have different sources. In
order to discuss the origins, another — not well-defined — term from computer science is often used:
bias. There exist many different bias definitions. Since the EU AI Act does not define the word bias
itself, we use a definition from the European Commission from 2021. According to this, a bias can
be defined as “[...] bias describes systematic and repeatable errors in a computer system that create
unfair outcomes, such as favouring one arbitrary group of users over others” [Commission, 2021].
Biases are primarily discussed within the data used for AI models and can be sorted into different
categories. Most researchers emphasise the different aspects of data inequalities when discussing
algorithmic fairness and sort data biases into different categories, such as the over-representation
of specific groups in datasets [Zou and Schiebinger, 2018]. [Hacker, 2018] categorises the biases
in data into two groups: biased training data versus unequal ground truth. [Barocas and Selbst,
2016] uses five categories to map biases, while [Mehrabi et al., 2021] uses 21 different categories for
biases. It is important to note that the data are only one — albeit important — source of biases. For
example, design decisions in the algorithms themselves or structural power asymmetries also lead to
algorithmic unfairness [Mehrabi et al., 2021, Gebru et al., 2021, Sousa e Silva, 2024].

Approaches to algorithmic fairness: Quantification. Based on the different understandings of
unfairness and for the purpose of uncovering and rectifying unjustified treatment between groups in
algorithms, so-called fairness metrics have been proposed [Corbett-Davies et al., 2023, Castelnovo
et al., 2022, Verma and Rubin, 2018]. The core idea of fairness metrics is to quantify algorithmic
outputs and make them comparable through numerical measurements. Most metrics try to assess
whether an output of an ML system is unfair to individuals [Dwork et al., 2012] or groups of people
[Barocas et al., 2023, Binns, 2020]. They provide a quantitative measure intended to indicate whether
an algorithm demonstrates unjustified unequal treatment. Fairness metrics also include moral norms
[Deck et al., 2024a, Hellman, 2020].

The emergence of the field of algorithmic fairness has challenged existing approaches to ML by
highlighting the need to contextualize them, decide on, and provide a rationale for the optimisation
criteria chosen. First, it has been shown that an apparently objective number needs to be contextualized
to the application under consideration [Wachter et al., 2021]. Furthermore, some metrics are, from
a mathematical viewpoint, incompatible with each other7, thus these fairness metrics cannot be
satisfied at the same time [Chouldechova, 2017, Kleinberg et al., 2016]. This can lead to an effect of

5In the cited directive, this targets discrimination on grounds of racial or ethnic origin
6Please note that other non-discrimination rules in sector-specific regulations, such as the EU Consumer

Credit Directive, are beyond the scope of our paper.
7They are also incompatible from a moral point of view [Heidari et al., 2019].
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“d-hacking” or “fairness hacking” where users can choose their favourite metric to create the (technical
and mathematical) impression that the algorithm is fair [Black et al., 2024, Meding and Hagendorff,
2024]. Fairness metrics for mitigation can play a role at different stages of the development, testing,
and deployment of an algorithm. The pre-processing stage, the in-training stage, and the post-
processing phases are distinguished [Barocas et al., 2023, Binns, 2018]. In the pre-processing phase,
the input data itself is altered to ensure fair processing [Caton and Haas, 2024, Kamiran and Calders,
2012]. For the in-training phase, the optimisation process during the training of an ML model is
adjusted to include fairness as an optimisation goal. Finally, in the post-processing phase, the output
of a pre-trained model is adapted. The first and last approach make it possible to perform fairness
analyses even if one only has black box access to the model [Caton and Haas, 2024].

The era of LLMs raises new questions. LLMs have the advantage — or disadvantage, depending
on the viewpoint — that their exact use case is most of the time not predefined, and they are trained
on large amounts of various data. This diversity makes them later applicable to different contexts,
from providing cookie recipes to coding exercises. However, this diversity also includes variations in
unfairness. Algorithmic fairness in relation to LLMs is thus somewhat different from algorithmic
fairness in classical AI [Doan et al., 2024, Chu et al., 2024]. Some researchers have applied classical
fairness metrics in classification settings to LLMs [Chhikara et al., 2024]. Additionally, it has been
shown that LLM-specific issues arise due to the use of massive data and processing [Kotek et al., 2023,
Ferrara, 2023, Navigli et al., 2023, Huang et al., 2024] at various steps of algorithmic development.
Thus, it was argued that LLMs cannot yield fair outcomes at all [Anthis et al., 2024].

3 EU AI Act’s non-discrimination provisions for high-risk systems.

Before we discuss the specific non-discrimination obligations for high-risk systems, we will briefly
introduce the history, scope, and most important definitions of the AI Act. This short introduction is
followed by an analysis of the AI Act’s non-discrimination provisions for high-risk systems.

3.1 The EU AI Act: History, Scope, and Definitions

In this section, we first describe the origins of the EU AI Act and clarify key concepts such as risk,
systems, and the difference between developers and deployers, which is necessary to understand our
analysis of the AI Act.

Emergent technology can benefit from specific regulation. As one of the first comprehensive AI
regulations worldwide [Wodi, 2024], the AI Act (AIA) introduces harmonised rules and provisions
for the use and “placing on the market” of AI systems within the European Union (Article 1(2) AIA).
The AI Act is a mix of a product safety regulation and fundamental rights protection [Almada and
Petit, 2023], aiming to establish a level playing field for AI technologies across the Union [Nolte et al.,
2024]. Notably, the original drafts of the European Commission did not include explicit provisions on
individual rights [Hacker et al., 2024b]. At that stage, individual rights — understood as protecting
the rights of individuals affected — were largely absent. In fact, Members of the European Parliament
initially did not prioritise the regulation of algorithmic discrimination [Chiappetta, 2023]. However,
over the course of the legislative process, different aspects related to fairness were integrated into the
final text.

The AI Act relies in part on the New Legislative Framework of the European Union (EU) [Kaminski
and Selbst, 2025]. The New Legislative Framework is a cornerstone of modern product safety law in
the EU (see also [Commission, 2022] for further details), which also applies, for example, to medical
devices and children’s toys8.

The AI Act regulates AI systems and also includes provisions for General Purpose AI models. The
relationship or distinction between a model and a system in the context of the AIA remains legally
unresolved. Article 3(1) defines an “AI system” as “a machine-based system that is designed to
operate with varying levels of autonomy and that may exhibit adaptiveness after deployment, and
that, for explicit or implicit objectives, infers, from the input it receives, how to generate outputs
such as predictions, content, recommendations, or decisions that can influence physical or virtual
environments”, but the article does not provide a definition of “AI model”. Recital 97 clarifies that

8See https://single-market-economy.ec.europa.eu/single-market/goods/new-legislati
ve-framework_en for an overview.
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“although AI models are essential components of AI systems, they do not constitute AI systems
on their own. AI models require the addition of further components, such as for example a user
interface, to become AI systems.” This formulation does not conclusively settle the terminological
relationship between models and systems, as discussed in more detail in [Nolte et al., 2024]. Moreover,
the regulation of “AI systems” contrasts with the (trustworthy) computer science literature, which
typically studies machine learning models. Since our focus is the legal framework, we follow the
terminology of the AI Act, even though computer science literature tends to focus on models rather
than systems.

The core regulatory structure of the AI Act is built on a risk-based approach [Hacker et al., 2024a].
Risk is defined in Article 3(2) AIA as “the combination of the probability of the occurrence of harm
and the severity of that harm.” Based on this definition, the AI Act categorises AI systems into
different risk levels, each associated with a specific set of regulatory requirements9:

• Unacceptable risk (Art. 5 AIA): These AI systems are prohibited. Examples include social
scoring by governments.

• High-risk (Art. 6ff. AIA): These systems are subject to specific provisions, such as
requirements for robustness, accuracy, or non-discrimination. Examples include AI used in
recruitment, credit scoring, or law enforcement.

• Certain AI systems (Art. 50 AIA) with specific risks: These systems must meet transparency
provisions, such as informing users they are interacting with an AI system. Examples
include systems that produce deep-fakes.

• All other systems: These systems are not subject to specific provisions under the AIA,
except broad norms such as Article 4 AIA (AI literacy).

In addition, the AIA includes specific provisions for GPAI models (Articles 51 ff. AIA). The use case
is not predefined, which is characteristic of GPAI models. LLMs are an example of a typical GPAI
model. The AI Act distinguishes between general-purpose models posing “systemic risk” and those
that do not.

The primary addressees of the AI Act are providers (Article 3(3) AIA), while secondary addressees
are deployers (Article 3(4) AIA). Providers are the entities responsible for developing and placing
an AI model on the market or putting an AI system into service. In contrast, deployers are those
who use an AI system under their authority. Many of the provisions we discuss in the following
sections primarily concern the providers of AI systems, while some apply specifically to deployers
(e.g., Article 26 AIA).

3.2 Non-discrimination provisions within the AI Act.

We began by scanning the AI Act for non-discrimination-related terms. In total, we scanned the AI
Act for non-discrimination-related terms: discrimination, fundamental right, fairness, and bias. We
noticed that within the definitions of Article 3 AIA, the terms serious incident (Article 3(49) AIA)
and systemic risk (Article 3(65) AIA) refer to fundamental rights. Thus, these were included in our
analysis as well. A full table with all articles of the AI Act, including non-discrimination-related
terms, can be found in the appendix, Table 1.

This analysis shows, first, that the majority of non-discrimination provisions in the EU AI Act concern
the regulation of high-risk systems. GPAI models are only implicitly regulated by the systemic risk
and serious incident terms. This will have an impact on our further analysis: we focus on high-risk
systems compared to GPAI models.

3.3 High-risk AI non-discrimination provisions

What is a high-risk AI system? Article 6 AIA defines different aspects of high risk. For example,
according to Article 6(2) and in combination with Annex III, high-risk systems are, for example,
intended to be used as safety components in the management and operation of critical digital
infrastructure (Annex III(2) AIA) or systems intended to be used for the recruitment or selection of
natural persons (Annex III(4)(a) AIA). The reasoning behind the specific rules in Article 6 AIA is

9This classification has been subject to criticism, see e.g., [Bosoer et al., 2023].
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that systems which pose a specific risk to fundamental rights or safety need tighter regulation [Fraser
and y Villarino, 2024] than other, less risky systems. Recital 48 states that the adverse impact caused
by the AI system on fundamental rights is of particular relevance when classifying an AI system as a
high-risk system. It is estimated that 5%-15%10 of all AI systems fall under the category of high-risk
systems [Commission, 2021].

We identified Articles 9, 10, and 15 AIA as the main non-discrimination provisions of high-risk
systems. These will be discussed in detail in the following paragraphs11. Furthermore, Article
11 (together with Annex IV) and Article 13 AIA will be discussed due to their relationship to the
aforementioned articles.

Article 9 AIA: Non-discrimination provisions within risk management systems Article 9 of the
AI Act covers risk management systems of high-risk systems. According to Article 9(2)(a-d) AIA,
risk management systems are designed to identify, evaluate, and mitigate risks of AI systems in a
continuous, iterative process throughout the entire lifecycle of a high-risk AI system. All risks after
mitigation, called residual risks, need to be judged acceptable [Soler Garrido et al., 2023].

Of particular relevance to non-discrimination law is Article 9(2)(a) AIA, which requires the identifica-
tion and analysis of known and reasonably foreseeable risks12 that the high-risk AI system can pose
to health, safety, or fundamental rights. Through the link to fundamental rights, indirectly, Article 9
AIA already requires the identification and analysis of non-discrimination issues [Zuiderveen Bor-
gesius et al., 2024]. The initial draft of the AI Act did not include the reference to fundamental
rights, and it was added by the EU Council in 202213, highlighting the legislator’s intent to include
non-discrimination aspects in the AI Act.

Article 10(2)(f) AIA: Main input non-discrimination provision of high-risk systems. The core
of the non-discrimination provision for high-risk systems is Article 10(2)(f) AIA. Article 10(2)(f)
AIA requires that training, validation, and testing datasets shall be subject to an “examination in view
of possible biases that are likely to affect the health and safety of persons, have a negative impact
on fundamental rights or lead to discrimination prohibited under Union law, especially where data
outputs influence inputs for future operations”.

The first observation we make is that the input data of an AI system should undergo a bias analysis.
Most importantly, the term bias is neither defined in the AI Act nor is there a common understanding
of its meaning [van Bekkum, 2024]. It seems that the regulators had a more technical definition of
bias in mind, focusing on the diversity of training data in different dimensions compared to social,
ethical, or structural biases [Hacker et al., 2024b]. This could imply difficulties in determining the
regulatory content, also for the later standardisation process.

The wording of Article 10(2)(f) AIA names biases that impact fundamental rights or lead to dis-
crimination prohibited under Union law. Thus, on the one hand, there is at least some link to EU
non-discrimination law. There is a possibility that various aspects of discriminatory effects are
covered. One can argue that the link achieves a strong protection objective for the input side of the
AI systems. However, even without this link, Union law, which prohibits discrimination, could be
applicable (see also next section).

Article 10(2)(f) AIA only targets the input data for machine learning. Under a strict interpretation, the
examination may only be mandatory for training, validation, and testing data. In other words, it only
covers the input data of an AI system. Although the second half of the sentence reads “especially
where data outputs influence inputs for future operations”, output data itself is not the main focus.

Furthermore, the wording of Article 10(2)(f) AIA could imply an expost view: the provider has to
know whether a bias will likely lead to discrimination. However, especially for larger models, it is
technically very challenging, if not impossible, to predict the individual output of AI models [Hacker
et al., 2024b, Black et al., 2022].

10For a critical assessment of these numbers see [Almada and Petit, 2023]
11Please note that we do not distinguish here between the provisions for providers and those provisions for the

deployers of AI systems, since we focus on the interaction of computer science and law.
12See for the definition of a foreseeable risk also the EU Blue Guide of the New Legislative Framework

Commission [2022].
13See Council of the European Union, “Proposal for a Regulation of the European Parliament and the Council

laying down harmonised rules on artificial intelligence (Artificial Intelligence Act) and amending certain Union
legislative acts – General approach” Doc. 14954/22, 25 November 2022.
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Article 10(2)(g) AIA: Appropriate bias detection, prevention, and mitigation on input data
must include factors beyond technical means. Article 10(2)(f) AIA is complemented by Article
10(2)(g) AIA. Article 10(2)(g) AIA demands that “appropriate measures to detect, prevent and
mitigate possible biases identified according to point (f)” must be implemented. Thus, Article 10
AIA not only mandates the examination of biases that lead to discrimination but also the mitigation
of these biases. The bias tests must be documented and disclosed according to Article 11 AIA, along
with Annexes IV and IXa AIA [Zuiderveen Borgesius et al., 2024]. It has been argued that with this
focus on the input side, the AI Act seeks to remedy the root cause of biases [Zuiderveen Borgesius
et al., 2024].

Article 10(2)(g) AIA appears to be inspired by the technical literature on fairness metrics for
algorithmic outputs. Nevertheless, Article 10(2)(g) AIA targets the input of algorithms. Therefore,
classical fairness metrics for algorithmic outputs do not apply directly. Methods for detecting,
preventing, and mitigating input bias remain relatively underexplored in the existing literature, and
these methods are not clearly defined in the AI Act [Wachter, 2024, Deck et al., 2024b].

Article 10(2) AIA: Additional provisions without specific algorithmic fairness implications.
In reviewing Article 10(2) AIA, it is noticeable that the other sections of Article 10(2) AIA also
indirectly link to algorithmic fairness considerations. For example, the representativeness of training
data is explicitly mentioned in Article 10(2)(d). When interpreting Article 10(2)(f) AIA or Article
10(2)(g) AIA, however, the additional requirements in Article 10(2) AIA might not lead to different
results. Since these articles have no direct requirements regarding non-discrimination, we will not
analyse them in further detail.

Article 10(5) AIA: A legal basis for the processing of personal data in non-discrimination
contexts. Finally, Article 10(5) AIA allows the processing of Article 9 GDPR data (see also Recital
70 AIA). Article 9 GDPR protects special categories of personal data, such as genetic, biometric,
or health data (Article 9(1) GDPR). There is a tension [Deck et al., 2024a] between the need for
debiasing AI algorithms and data protection law, which Article 10(5) AIA aims to address. In
order to effectively mitigate biases in AI systems, the processing of personal data (for example, to
compute fairness metrics) is important [van Bekkum, 2024]. Notably, this exception only applies in
the high-risk regime. Thus, this exception is not applicable to non-high-risk systems. Nevertheless,
Article 10(5) is an example of how the AI Act not only imposes burdens on providers of AI systems
but also grants rights to these groups. This aspect is frequently underappreciated in the discourse
regarding the AI Act.

Article 11(1) AIA and Annex IV(2)(g) AIA: Technical documentation of bias testing methods.
Article 11(1) together with Annex IV(2)(g) AIA requires that the technical documentation of a
high-risk system includes “information about the validation and testing data used and their main
characteristics; metrics used to measure accuracy, robustness and compliance with other relevant
requirements set out in Chapter III, Section 2, as well as potentially discriminatory impacts”.

Article 13 AIA: Transparency and provision of information to deployers. Article 13(1) AIA
provides that ‘High-risk AI systems shall be designed and developed in such a way as to ensure
that their operation is sufficiently transparent to enable deployers to interpret a system’s output and
use it appropriately”. One could contend that the interpretation of a system’s output necessarily
entails an assessment of potential discrimination. Recital 72 AIA enumerates aspects regarding
the information that should be provided, with specific reference to the protection of fundamental
rights. However, the risk identified in the recital is presented in general terms and fails to specify any
particular methodology or technological tool that must be employed. Moreover, as Recitals serve a
non-binding role and do not possess direct normative force in the interpretation of Article 13 AIA, the
lack of specificity in Recital 72 AIA does not alter the conclusion. Accordingly, Article 13(1) AIA
itself does not likely impose any obligation to use algorithmic fairness measures or metrics derived
from the computer science domain.

Furthermore, even assuming, arguendo, that the use of such algorithmic fairness tools is required
during the development or deployment process, Article 13(1) AIA merely obliges providers to
document the results. The imposition of mitigation or prevention measures does not fall within the
mandatory scope of Article 13(1) AIA.

Article 15 (4) AIA: Output bias-related provisions in cases of feedback loops. In contrast to
Article 10(2)(f) AIA, Article 15(4) AIA mandates that “High-risk AI systems that continue to learn
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after being placed on the market or put into service shall be developed in such a way as to eliminate
or reduce as far as possible the risk of possibly biased outputs influencing input for future operations
(feedback loops), and as to ensure that any such feedback loops are duly addressed with appropriate
mitigation measures.” In this case, the output of a system is regulated, in contrast to the input of
an AI system in Article 10 AIA. The reasoning behind this is that AI systems should not become
echo chambers for biases [Zuiderveen Borgesius et al., 2024]. According to Recital 67 AIA, this is a
particular concern when examining historical biases. It is important to note that this output provision
only applies if the systems continue to learn after being placed on the market or put into service.

Other articles regarding high-risk systems requirements. While the previously discussed articles
provide at least some intuition about the addressed concerns, we categorise the remaining articles
of Table 1. Most of these paragraphs only contain links to fundamental rights, which show a
limited impact on non-discrimination requirements. Thus, the discussion here is rather short. Article
13(3)(b)(iii) AIA mandates that information on the foreseeable misuse and the impact on fundamental
rights be provided. Article 14(2) AIA mandates that human oversight is needed to minimise risks
to fundamental rights. Article 17(1)(i) AIA and Article 26(5) AIA are related to reporting and
information on serious incidents. Serious incidents are linked to discrimination through Article
3(49)(c) AIA: “serious incident” means an incident or malfunctioning of an AI system that directly
or indirectly leads to any of the following: [...] the infringement of obligations under Union law
intended to protect fundamental rights”. Finally, Article 27(1) AIA requires a fundamental rights
impact assessment when the high-risk system is used in specific systems within bodies governed by
public law. Yet again, significant gaps exist between theoretical and methodological elaboration of
these impact assessments [Mantelero, 2024]. Article 27(1) AIA only addresses public parties. A
fundamental rights impact assessment is not necessary for private parties.

Finally, the impact of fundamental rights on non-discrimination is also monitored by a specific
authority established through Article 77 (1) and Article 77 (2) AIA. The effect and impact of this
authority framework should be assessed and evaluated once it is established.

Summary: High-risk systems balancing between specificity and generality. The AI Act aims
to be a specific law for AI [Ződi, 2024]. For the ML and Law community, it might be challenging
to understand the implications of this specific AI law. Some articles mention non-discrimination
directly, while others focus on fundamental rights. Only Article 10 AIA and Article 15 AIA explicitly
mention non-discrimination and biases, compared to the statement of fundamental rights protection
in Article 9 AIA. However, Article 10 AIA only considers the input phase, while Article 15 AIA only
addresses the output phase for feedback loops. It is unclear why the AI Act does not consistently
regulate direct, indirect, and intersectional discrimination across both the input and output phases.

Furthermore, it is essential to note that most provisions predominantly focus on the providers of AI
systems from the perspective of a product safety regulation. However, providers may not always be
aware of the specific use cases in which a high-risk system will be deployed [Corrêa et al., 2025].
Consequently, fairness testing conducted solely by the provider, regardless of the system development
phase, may be insufficiently comprehensive or contextually inappropriate.

4 The role of standardisation in the AI Act

According to the New Legislative Framework, all AI systems and models entering the market require
a conformity assessment demonstrating that AI systems and models comply with the provisions of the
AI Act [Kaminski and Selbst, 2025]. This process will culminate in the establishment of harmonised
technical standards [Ebers, 2021].

The details of the conformity assessments are set out in Articles 40 ff. AIA14. Depending on the
specific product, either a self-assessment or a third-party assessment is possible (Article 43 AIA). The
AI Act stipulates the requirements for the conformity assessments themselves but does not prescribe
the specific content of these assessments [Kaminski and Selbst, 2025].

Under Articles 40 and following, mandates have been issued to the European standardisation or-
ganisations. In March 2023, the European Commission issued Mandate M/935 to CEN (European
Committee for Standardisation) and CENELEC JTC 21 (European Committee for Electrotechnical
Standardisation) [Kilian et al., 2025]. Thus, the details of non-discrimination procedures — especially

14For the process of establishing a harmonised standard see [Kaminski and Selbst, 2025].
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concerning methods and the entire risk management framework outlined in Article 17 — will be
developed through the standardisation process. A similar approach exists for GPAI models. For GPAI
models, providers could follow the developed Code of Practice to show compliance with the AI Act
(Article 55(2) AIA). Throughout the standardisation, experts and stakeholders will collaboratively
refine non-discrimination measures for high-risk systems.

However, although standardisation committees have considerable discretion, they must operate within
the bounds of legal norms. For example, if the AI Act demands discrimination testing for input data
(and excludes output data), standardisation cannot necessarily go beyond this, though it may at times
do so. Thus, standardisation in the context of algorithmic fairness can also produce a false sense of
safety [Laux et al., 2024].

5 Interplay between traditional EU non-discrimination law and the AI Act
for high-risk systems

With the adoption of the AI Act, questions arise as to how its regime will interact with pre-existing
non-discrimination law in the EU. Whereas the AI Act primarily regulates the input side for high-risk
systems, much of the machine learning research community’s work on fairness concerns algorithmic
outputs. The AI Act could be regarded as a lex specialis [Craig and De Búrca, 2011] so it prevails
over general frameworks to the extent that it covers an issue; where it does not address certain
discriminatory outcomes, however, the more general non-discrimination law remains applicable.
Since the AI Act does not directly regulate algorithmic outputs for standard high-risk systems,
traditional EU non-discrimination law may still apply in these cases.

The relationship between the AI Act and existing fundamental rights protections, including those
concerning non-discrimination, requires further clarification and research [Lewis et al., 2025]. This
also includes an analysis of when fundamental rights are vertically and horizontally applicable.
Furthermore, the fundamental rights in the AI Act need to be balanced [Kusche, 2024], and the
material scope is limited due to the enumeration of protected attributes [Xenidis and Senden, 2020].
As pointed out, “gaps in the regulatory framework have left fundamental rights inconsistently
protected in the AI Act.” [Palmiotto, 2025] Nevertheless, since the AI Act does not provide protection
for individuals regarding the output of algorithms, there is room for the applicability of the CFR. It
remains an open research question how the protection in the CFR and the AI Act relate [Lewis et al.,
2025].

Secondary EU law, such as Directives 2004/113/EC and 2000/43/EC, provides more concrete
protections against discrimination, and these instruments have clear horizontal applicability, unlike
the frequently debated scope of the CFR [Xenidis and Senden, 2020, Lewis et al., 2025]. For example,
Directives 2004/113/EC (Equal Treatment in Goods and Services Directive) and 2000/43/EC (Race
and Ethnicity Equality Directive) specifically target non-discrimination regulations. These regulations
address specific cases in which discrimination can occur. Due to their specificity, they have a limited
material and personal scope as a result of the enumeration of protected attributes [Xenidis and Senden,
2020, Cîrciumaru, 2024]. The development of the relationship between existing regulations and
the AI Act, and the stance that national and EU courts will ultimately adopt, is still unresolved. In
the past, the ECJ has already issued important rulings on how the non-discrimination provisions in
Article 21 CFR must be interpreted in relation to secondary EU law [Xenidis and Senden, 2020]. It is
very likely that in the future, the ECJ will continue to issue rulings to clarify the interplay between
the EU AI Act, fundamental rights, and other directives and regulations.

The AI Act holds the potential to complement traditional non-discrimination legislation. Traditional
non-discrimination law primarily targets the protection of individuals. The EU AI Act and its rules
on high-risk systems are fundamentally aligned with product safety regulation rather than human
rights protection. Despite the identified challenges associated with this product-safety approach of
the AI Act, it nonetheless provides a degree of protection. However, such an emphasis on products
can overlook broader regulatory dimensions. In the context of EU data protection, it has been posited
that a dual approach involving both individual protection and collaborative governance is necessary
[Kaminski, 2018]. A dual approach might also be beneficial for non-discrimination law in the context
of AI.
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6 Summary & Outlook

As Mayson [2018] aptly pointed out: “Bias in, bias out.” The AI Act encounters significant challenges
in regulating such biases. The non-discrimination requirements analysed in the previous section
primarily focus on bias in (training) data and, from our perspective, tend to overlook other sources
of bias, such as design choices within the algorithms themselves. Many of the rules emphasise
(internal) compliance [Zuiderveen Borgesius et al., 2024] and rely on checklists, rather than offering
output-based safeguards for users affected by AI systems. This focus stems from the AI Act’s
foundations in the New Legislative Framework for product safety law, which, unlike the GDPR,
does not incorporate a clear individual rights dimension. Whether self-assessment suffices to protect
individuals’ fundamental rights and fulfil non-discrimination obligations remains an open question
[Bosoer et al., 2023]. This is an area that will require further research, particularly once harmonised
standards have been published.

Nevertheless, classical EU non-discrimination law will continue to play an important role in the
context of AI. Further research is required to determine how the AI Act’s high-risk systems product
safety-based provisions can be reconciled with classical, individual-focused non-discrimination law.
In the introduction to our work, we raised the question of how fair outcomes from AI algorithms can be
ensured. While the AI Act provides some direction, significant challenges persist at the intersection of
algorithmic fairness and non-discrimination law. Our paper seeks to bridge the gap between legal and
computational disciplines, which, in our view, will benefit from closer interdisciplinary collaboration.
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Table 1: All articles in the EU AI Act mentioning fairness-related terms.

NeurIPS Paper Checklist

1. Claims
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Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?
Answer: [Yes]
Justification: We provide an introduction to the AI Act and analyse non-discrimnation
regulations for high-risk systems.
Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: We only analyse non-discrimnation regulations for high-risk systems.
Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
Answer: [NA]
Justification:
Guidelines:
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• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?
Answer: [NA]
Justification:
Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
Answer: [NA]
Justification:
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Guidelines:
• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/pu
blic/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental setting/details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?
Answer: [NA]
Justification:
Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.
7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?
Answer: [NA]
Justification:
Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.
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• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments compute resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer:

Justification: [NA]

Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code of ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: answerYes

Justification:

Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).

10. Broader impacts
Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes] ,

Justification: We focus on non-discrimination regulations in the EU AI Act.

Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.
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• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?
Answer: [NA]
Justification:
Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?
Answer: [NA]
Justification:
Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the package

should be provided. For popular datasets, paperswithcode.com/datasets has
curated licenses for some datasets. Their licensing guide can help determine the license
of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?
Answer: [NA]
Justification:
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Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and research with human subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA] .

Justification:

Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional review board (IRB) approvals or equivalent for research with human
subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]

Justification:

Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

16. Declaration of LLM usage
Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [NA]

Justification:

Guidelines:
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• The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

• Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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