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Abstract

Video Temporal Grounding (VTG) aims to localize temporal segments in long, untrimmed
videos that align with a given natural language query. This task typically comprises two
subtasks: Moment Retrieval (MR) and Highlight Detection (HD). While recent advances
have been progressed by powerful pretrained vision-language models such as CLIP and
InternVideo2, existing approaches commonly treat all text tokens uniformly during cross-
modal attention, disregarding their distinct semantic roles. To validate the limitations of this
approach, we conduct controlled experiments demonstrating that VTG models overly rely on
[E0S]-driven global semantics while failing to effectively utilize word-level signals, which
limits their ability to achieve fine-grained temporal alignment. Motivated by this limitation,
we propose DualGround, a dual-branch architecture that explicitly separates global and local
semantics by routing the [E0S] token through a sentence-level path and clustering word
tokens into phrase-level units for localized grounding. Our method introduces (1) token-
role-aware cross modal interaction strategies that align video features with sentence-level
and phrase-level semantics in a structurally disentangled manner, and (2) a joint modeling
framework that not only improves global sentence-level alignment but also enhances fine-
grained temporal grounding by leveraging structured phrase-aware context. This design
allows the model to capture both coarse and localized semantics, enabling more expressive
and context-aware video grounding. DualGround achieves state-of-the-art performance on
both Moment Retrieval and Highlight Detection tasks across QVHighlights and Charades-
STA benchmarks, demonstrating the effectiveness of disentangled semantic modeling in
video-language alignment.

1 Introduction

Video Temporal Grounding (VTG) aims to localize segments in a video that correspond to a natural
language query. VTG comprises two sub-tasks: Moment Retrieval (MR), which predicts the start and
end timestamps of relevant moments, and Highlight Detection (HD), which assigns saliency scores
to short video clips based on query relevance. Given their structural similarity and shared objective
of grounding query-relevant content, recent approaches have explored joint training of MR and HD,
particularly enabled by the QVHighlights dataset [[L0], which provides aligned annotations for both
tasks. Furthermore, the use of pretrained vision-language models (VLMs), such as CLIP [22] and
InternVideo2 [29]], has improved query-video alignment through rich cross-modal representations.
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Figure 1: (a) Comparison of token input configurations (Word only, [E0S] only, Full (Word +
[E0S])) on QVHighlights val set. DualGround reduces over-reliance on [E0S] and better utilizes
word-level cues. (b) Cross-attention map from FlashVTG [1]] showing weak attention to word tokens
and dominant focus on [EOS], suppressing localized semantics.

Both CLIP and InternVideo2 tokenize input text queries with special tokens such as [S0S] and
[EOS], which are positioned at the beginning and end of the token sequence, respectively. Crucially,
the [EOS] token is designed not merely as a positional marker but as a summary representation of
the entire sentence. It is trained to embed holistic semantic information derived from all preceding
tokens, and thus becomes highly influential in downstream tasks.

Despite the inherent semantic differences between word-level tokens and the sentence-level [E0S]
token, prior VTG models [24,[19] 18} [T]] treat all text tokens uniformly during cross-modal attention.
Since VTG aims to align video segments with the overall sentence intent, attention tends to concentrate
on the [EOS] token, which encapsulates global semantics. This design, however, risks underutilizing
localized word-level cues that are essential for fine-grained grounding.

We empirically investigate how current VTG models utilize textual representations through a com-
parison of three input configurations—(1) word tokens only, (2) the [EOS] token only, and (3) full
sequences—on the QVHighlights validation set using InternVideo2 features. As shown in Figure[]
models achieve comparable or even superior performance when using only the [EOS] token compared
to the full input. Attention visualizations further reveal that even for video clips unrelated to the input
query, the model exhibits a predominant focus on the sentence-level [EOS] representation, while
salient word tokens (e.g., “red jacket”) that provide visually meaningful cues are largely underutilized.
This phenomenon arises because the [E0S] token, produced by an off-the-shelf pretrained text en-
coder, is designed to summarize the entire sentence independently of the visual context. Consequently,
the [EOS] token may fail to reflect textual cues that are visually salient and critical for accurate
grounding. These observations underscore the importance of incorporating fine-grained word-level
semantics for precise and context-aware moment localization. To substantiate this observation at
scale, we provide a quantitative correlation analysis in Appendix B.1, demonstrating that prior VTG
models exhibit consistently high alignment between the [EOS] and word-token attentions.

These findings reveal that existing VTG models are biased toward global sentence-level semantics,
indicating the need for an approach that can more accurately ground videos where such bias hinders
fine-grained alignment. To address this issue, we introduce a dual-branch architecture that jointly
models global and local textual semantics for robust video-text alignment. This design retains the
strong grounding capabilities of the sentence-level representation while incorporating a phrase-level
path that clusters contextually coherent words into semantically meaningful units. The dual-path



structure allows the model to balance coarse global alignment and fine-grained local interactions,
capturing nuanced word dependencies that are often diluted in flat token sequences.

Within the sentence-level path, we adopt Adaptive Cross Attention (ACA) to strengthen alignment
between the sentence embedding and video clips. ACA incorporates learnable dummy tokens
to absorb irrelevant attention, guiding semantically aligned clips to focus on the [EOS] token.
This strategy mitigates the limitations of single-token attention and promotes stable sentence-level
grounding with reduced interference from noisy textual inputs.

For the phrase-level path, we cluster word tokens into semantically coherent phrases based on their
representational correlation in the feature space. Given that word semantics are context-dependent
and emerge through interactions with neighboring words, phrase-level abstraction offers a more
coherent representation for aligning with visual content. Inspired by recent multimodal reasoning
researches [7 20], we use these phrase approach as structured intermediate units that support fine-
grained alignment. Initial phrase groupings are formed using a Recurrent Phrase Generator (RPG),
which composes each phrase by attending over word tokens, conditioned on global semantics and
prior phrase context. These groupings are then refined through a Slot Attention module, which
disentangles overlapping meanings and enhances semantic purity through iterative updates.

Unlike prior works that treat textual features as flat sequences, our model explicitly captures interac-
tions between each phrase and each video clip. We compute a dense phrase-clip context embedding
via Hadamard product between projected phrase and video embeddings, followed by temporal self-
attention to maintain consistency across time. This design enables the model to reason about semantic
relevance at a fine temporal resolution. By unifying global and localized semantics in a structured
manner, our model achieves more precise and context-aware alignment between language and video.
This joint modeling not only improves retrieval accuracy but also enhances robustness across varying
query complexities.

Building upon these observations and designs, our main contributions can be summarized as follows:

* We empirically identify a strong bias in existing VTG models toward the global [E0S]
representation, which leads to underutilization of word-level semantics crucial for fine-
grained grounding.

* We propose DualGround, a dual-path architecture that jointly models global sentence-
level and localized phrase-level semantics, enabling balanced and context-aware video-text
alignment.

* Our approach achieves precise and robust grounding by integrating dual-level textual se-
mantics, achieving state-of-the-art performance on the QVHighlights and Charades-STA
benchmarks.

2 Related Work

Video Temporal Grounding. VTG has been extensively studied through its two core sub-tasks:
moment retrieval (MR) and highlight detection (HD). Early MR approaches can be categorized
into either proposal-based or proposal-free paradigms. Proposal-based methods [6, 33| [37] first
generate candidate temporal segments—typically via sliding windows or anchor mechanisms—and
then rank them according to their relevance to the query. While effective, these methods often
suffer from redundancy and coarse temporal boundaries. In contrast, proposal-free methods [[10, [20]]
directly regress start and end timestamps or use attention-based localization, allowing end-to-end
optimization and more flexible fine-grained reasoning. As a result, proposal-free frameworks have
become dominant due to their efficiency and compositional flexibility.

A major milestone for unified VTG research was the introduction of the QVHighlights dataset [[10]],
which provides aligned annotations for both MR and HD tasks over shared video—query pairs. This
dataset enabled models to jointly optimize coarse-grained temporal localization and fine-grained
clip-level saliency estimation, bridging the two previously disjoint tasks and facilitating cross-task
supervision.

Building on this foundation, recent VTG models increasingly adopt DETR frameworks [[L0, [18],
19,241 26| 9| 18], where learnable decoder queries replace heuristic proposals to achieve end-to-end
training and global reasoning. However, such methods rely on a limited number of decoder queries,
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Figure 2: Overall architecture of DualGround. The model processes sentence-level semantics and
phrase-level signals through separate pathways to capture both global intent and localized context.
These two representations are then fused and used to perform moment retrieval and highlight detection
with fine temporal precision.
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restricting temporal granularity and making it difficult to capture short or densely overlapping events.
To address these limitations, follow-up studies have introduced multi-scale temporal modeling (e.g.,
R2-Tuning [13] and FlashVTG [1]]), which construct temporal pyramids or hierarchical representa-
tions to improve localization accuracy across diverse segment durations. This design paradigm draws
inspiration from multi-scale feature encoding methods in temporal action localization, as in Action-
Former [35]. Other lines of research enrich the multimodal representation space by incorporating
additional modalities, including audio signals [14} 4} 3, 125] or by leveraging external knowledge from
large language models (LLMs) [27, 116} [17] to improve grounding generalization and cross-domain
robustness.

Vision-Language Foundation Models. Following the release of QVHighlights, VTG has entered
a new stage driven by large-scale vision—language pretraining. The success of CLIP [22]] demon-
strated that contrastive multimodal representation learning could effectively align visual and textual
semantics in open domains. Subsequent video—language models such as Video-LLaMA [36] and
InternVideo2 [29]], further extended this paradigm to spatiotemporal contexts, enabling generic video
encoders to serve as universal feature extractors for VT'G. By leveraging these pretrained represen-
tations, recent works have achieved remarkable transferability and data efficiency on downstream
MR and HD benchmarks. This transition toward vision—language foundation model-based VTG has
shifted the focus from purely architectural innovations to representation learning and cross-modal
alignment quality, paving the way for unified and scalable grounding frameworks.

Text-Centric Approach. Complementary to architectural advances, recent studies have explored
improving textual representations for accurate grounding. Woo et al. [30] proposed a holistic
query understanding framework that employs a global text anchor to regulate visual attention,
demonstrating the importance of sentence-level semantics in filtering irrelevant clips. Keyword-
DETR [26] instead emphasizes visually salient keywords through token-level attention, highlighting
the role of linguistically informative words in temporal grounding. These works share our motivation
to strengthen textual cue utilization for precise video—text alignment.



3 Method

3.1 Model Overview

An overview of DualGround is provided in Figure[2| DualGround adopts a dual-path framework
that integrates sentence-level and phrase-level semantics for video temporal grounding. Section [3.2]
introduces the sentence-level path, which leverages the [EOS] token to capture global alignment
with the video. Section [3.3] presents the phrase-level path, which clusters word tokens into localized
phrases and models their interaction with the video. The decoding module that fuses these signals
for moment retrieval and highlight detection is described in Section[3.4] Finally, the overall training
objectives are detailed in Section

3.2 Sentence-Level Path

In our design, we isolate the sentence-level representation using only the [EOS] token, resulting in a
single-token key sequence. While this token captures global semantics, such a minimal representation
is inherently incompatible with standard attention mechanisms, which rely on multiple key tokens
to compute contrastive similarity distributions. To address this, we incorporate the Adaptive Cross
Attention (ACA) mechanism introduced in CG-DETR [18]], appending learnable dummy tokens to
the key sequence. These dummy tokens are conditioned on the sentence and act as semantic attractors
for video clips that are weakly aligned with the query, absorbing their attention and preventing
interference with the alignment signal encoded in the [EOS] token. Conversely, clips that are
semantically relevant to the query attend more directly to the [EOS] token, enabling sharp and robust
global alignment. This design allows our model to simulate full-sequence sentence-level attention
using only a compact representation, reducing reliance on noisy or less informative word-level tokens.

Dummy-Enhanced Sentence Attention. We represent the sentence-level embedding as the [E0S]
token erggs) € RY, and introduce L, learnable dummy tokens {d;,ds, . ..,dr,} € R? We stack

them to form D = {d;} f:‘ll € RLa>4, To contextualize them, we concatenate D and the [E0S] token

to obtain E = [D; egosy] € RFat1) >4 and pass this sequence through a lightweight Transformer
encoder fenc, which corresponds to the dummy encoder illustrated in Fig.[2| From the encoder output,

we retain the first Lq rows as the updated dummy embeddings D" = {d’'},”?;, and append the original

etros] to construct the attention input sequence E’ = [D'; ergos;] € R(Fet1)xd where the [E0S]
token is placed at the final index.

To compute cross-attention, video features V' = {v;}_, € RT*? are projected into queries Q = {g;},
and E’ is projected into keys K = {k;} and values U = {u;} using learnable linear layers. The
attention weight for the i-th video clip is computed with respect to the [E0S] token’s key vector as:

i ks
«; = softmax (q, j>

Vd

, ACA(v;) = a4 - up 41 (1)
j=La+1

Here, g; is the query vector for the i-th video clip, and k;, u; are the key and value vectors at position
7. This setup allows each video clip feature v; to selectively attend to sentence-level semantics
encoded in the [EOS] token, while dummy tokens act as attention sinks for noisy or irrelevant content.
To enhance temporal coherence, we apply a stack of self-attention layers along the clip (temporal)
dimension, producing the final sentence-guided video representation V¢ € RT <9,

3.3 Phrase-Level Path

Recurrent Phrase Generation. To generate initial phrase representations, we aim to cluster the
input sentence into a fixed number NV of semantically coherent units. We design a Recurrent Phrase
Generation (RPG) module that incrementally composes phrases by attending over word tokens,
conditioned on both the global sentence semantics and the previously generated phrases. Inspired
by the sequential phrase grouping strategy in LGI [20]], this formulation helps form contextually
coherent and robust phrase-level representations. In addition, to encourage the grouping of adjacent
words, we inject positional embeddings into the word tokens during phrase composition.



Let {e1,...,er_1} € REZD*4 denote the word-level embeddings excluding the [E0S] token. We
generate [V initial phrase representations in a recurrent manner, where each phrase is computed by
using a guide vector to softly aggregate word-level embeddings. At each step n, the guide vector
g™ is constructed from the sentence-level embedding eggs; and the previously generated phrase
pi("_l). For the first phrase —where no previous phrase exists— we instead use a zero-initialized
placeholder vector. The transformation ¢(-) used to produce the guide vector is implemented as a
lightweight MLP followed by a GELU activation. Once the guide vector is computed, it attends to
the word tokens via scaled dot-product attention to produce the corresponding phrase embedding.

The resulting phrase set is denoted as P; = {pi(l)7 . ,pi(N)} € RNVxd:
¢ (Wil esos, 0) ifn=1
¢ (Wg" emos P(n_l)) ifn>2

i

Ll (n) .
pi(") = Z softmax (g el) -e;, where ¢ = )

Phrase Refine & Global Token Reconstruction. These initial groupings are refined via a Slot
Attention based module. While the initial clustering captures coarse semantic groupings, it may not
fully disentangle overlapping or noisy meanings due to its limited capacity and sequential generation.
To address this, we adopt a refinement mechanism that allows phrase embeddings to be iteratively
updated in a more context-aware manner.

Slot attention [[15] is particularly well-suited for refining initial phrase representations, as it treats
each phrase embedding as a latent slot that selectively aggregates semantically aligned word-level
features. However, its effectiveness can be sensitive to how the slots are initialized, making informed
initialization important for stable refinement. Since our framework already generates context-aware
phrase embeddings through sequential clustering, it naturally provides reliable initialization for slot
attention, mitigating the sensitivity to slot quality. We then apply a slot-attention layer, where each
phrase attends to word tokens treated as key-value inputs. The module employs slot-wise softmax
followed by input-wise normalization to enable semantically coherent refinement without the need to
discover clusters from scratch.

Let the refined phrase set be denoted as P = {p(l)7 o p )} € RVXd To further promote
global coherence and inter-slot interaction, we append a learnable token Prggs to the phrase set and
pass [P; Prosy | through a lightweight self-attention transformer block. Although the phrase-level
path primarily models localized semantics, we introduce Prggs; to explicitly consolidate the global
meaning from phrase-level cues, enabling the model to maintain sentence-level semantics without
relying on the e[ggg;. As detailed in Phrase-Guided Aggregation, P[rgs; summarizes the overall
phrase semantics and produces importance weights for aggregating the phrase-clip context.

Phrase-Clip Context. We model the semantic relevance between each phrase and video clip through
a phrase-conditioned interaction implemented as a Hadamard product over projected representations.
Given the refined phrase set P € RV*? and video features V € RT*, this process yields the
phrase-clip context embeddings.

C= fctx(fp(P) ® fU(V)) c RNXTxd (3)

All functions f,, f,, and fx are implemented as MLPs with GELU activations, enabling expressive
modeling of interactions. To ensure temporal consistency, we apply stacked self-attention over clip
dimension 7" within each phrase stream.

Phrase-Guided Aggregation. The final step of our phrase-level path aggregates the phrase-clip
context embedding C' € RV*T*4 into a unified phrase-guided representation V,, € R"*4, where
each clip feature v), ; integrates information across all phrases.

We compute the semantic importance of each phrase by measuring its similarity to the reconstructed
sentence-level token Prggs; € RY. These attention weights are then used to aggregate across phrases
for each time step ¢:

N
W. P Wap(m)
( < q14 [E0S]» kP > > . On,t (4)

Up,t = Z softmax Vi

n=1



This aggregation process allows the model to emphasize different phrases depending on their align-
ment with the global sentence-level intent, yielding a compositional representation that reflects
phrase-aware relevance at each clip.

3.4 Decoding Path for Temporal Grounding

We follow the decoding strategy proposed in FlashVTG [1] and R2-Tuning [13]], which replaces
standard DETR-style decoding [10]] with a multi-scale prediction framework. Unlike DETR, which
predicts moment spans using a fixed number of learnable queries, our method directly performs
predictions over the fused video-text feature F' = V; + V,, = {f;}Z_; € RT*4, which is processed
through a temporal feature pyramid constructed via stacked 1D convolutions. This design enables the
model to capture moments of varying durations more effectively by making predictions at multiple
temporal resolutions.

Moment boundaries are predicted at each scale using a shared prediction head. The multi-scale
outputs are then concatenated and passed through classification and regression heads to produce
moment confidence scores and normalized start/end points. Highlight detection is performed at
the base resolution using a saliency scoring head that combines global and local context through
Hadamard interaction.

3.5 Training Objectives

We adopt standard training objectives widely used in VTG literature. The overall loss consists of three
components for Moment Retrieval (MR), Highlight Detection (HD), and Phrase-Level supervision.

Moment Retrieval Loss. We employ a classification loss (Focal loss [12]) and a boundary regres-
sion loss (L.1) to supervise the moment prediction. The total moment retrieval loss is defined as
Lo = Ecls + £reg-

Highlight Detection Loss. Following prior work, the highlight detection loss is defined as the
sum of four components: the ranking loss and contrastive loss over the clip-level saliency scores S,
and the ranking loss and contrastive loss over the sentence-level attention weights . The overall

highlight detection loss is expressed as Lng = £ + £+ X (L) + £ ).

rank rank

Phrase-Level Loss. To ensure that the phrase representations are both semantically disentangled
and consistent with the overall sentence representation, we introduce a phrase-level objective Lpnrase
composed of two complementary terms.

(1) Distinct Query Attention (DQA) Loss. We encourage semantic diversity across phrases by
regularizing their attention distributions to remain orthogonal. Let A € RE>*N>(E=1) denote the
attention weights over (L — 1) word tokens for IV phrases across a batch of size B. The DQA loss is
defined using the Frobenius norm || - || F as:

1 B 2
Loon = 5 Zi:l |AA] —r- 1|, (5)

where 7 is a scaling coefficient that controls the strength of self-correlation along the diagonal,
determining how strictly each phrase attention is encouraged to be distinct.

(2) EOS Reconstruction Loss. To maintain alignment between phrase-derived representations and
the sentence-level semantics, we introduce a reconstruction objective that aligns the reconstructed
global token Prgpsy with the original eggsy embedding. Here, 7 is a temperature hyperparameter and
cos(+, -) denotes cosine similarity. We employ an InfoNCE [21]] loss:

exp(cos(Preos] eJ[;DS] )/T)

5 ;
Zj:l exp(COS(P[EOS] > ej[]-:os] )/T)

ACEOS = — log (6)

Total Loss. The final training loss is computed as a weighted sum of three components: the moment
retrieval loss Ly, the highlight detection loss Lpq4, and the phrase-level supervision loss, which
includes the distinct query attention loss Lpga and the [EOS] reconstruction loss Lgos. Formally,
the total loss is given by Liotat = AmrLmr + AndLhd + Aphrase(£poa + LE0s ), where each A controls
the relative weight of the corresponding term.



Table 1: Video moment retrieval (MR) and highlight detection (HD) results on QVHighlights Test
split. Bold: best overall, Underline: second best overall. SF+C denotes CLIP text features with
SlowFast and CLIP video features; IV2 denotes InternVideo2 features for both modalities.

Method Backbone R1@0.5 RI1@0.7 mAP mAP@0.5 mAP@0.75 VG-mAP VG-Hit@1]
CG-DETR [18] SF+C 65.43 4838  42.86 64.51 42.77 40.33 66.21
TR-DETR [24] SF+C 64.66 4896  42.62 63.98 43.73 39.91 63.42
UVCOM [31] SF+C 63.55 4747 4318 63.37 42.67 39.74 64.20
R2-Tuning [13] C 68.03 4935  46.17 69.04 47.56 40.75 64.20
FlashVTG [1] SF+C 66.08 50.00  48.70 67.99 47.59 41.07 66.10
DualGround SF+C 68.20 51.72  49.02 69.23 47.71 41.15 66.30
FlashVTG [1] 1v2 70.69 5396  52.00 72.33 53.85 44.09 71.00
DualGround 1v2 71.87 56.94 52.73 7241 54.38 44.02 70.80

Table 2: Performance on QVHighlights Validation split using InternVideo2 features for fair compari-
son.

Method Backbone R1@0.5 R1@0.7 mAP mAP@0.5 mAP@0.75 VG-mAP VG-Hit@]
CG-DETR [18] 1v2 70.06 55.87 4893 69.85 49.56 42.30 68.71
TR-DETR [24] Iv2 71.72 5593 4893 70.87 50.14 43.74 70.84
FlashVTG [1] 1v2 71.48 56.06 52.61 72.37 55.03 44.08 71.48
DualGround Iv2 73.48 58.97  53.26 72.99 56.35 44.12 71.62

4 Experimental Results

4.1 Datasets & Evaluation Metrics

We evaluate our method on three benchmarks: QVHighlights [10]], Charades-STA [6], and TV-
Sum [23]]. These cover both moment retrieval and highlight detection, across diverse domains
including open-domain YouTube videos, indoor activities, and web videos.We adopt standard data
splits and evaluation metrics used in prior works [19} [10} [13], including Recall@1 and mAP for
moment retrieval, and mAP and HIT@1 for highlight detection. Detailed dataset statistics and metrics
are provided in the Appendix A.2.

4.2 TImplementation Details

We utilize pretrained encoders for feature extraction: CLIP [22[]+SlowFast [S]] or InternVideo?2 [29]] for
QVHighlights [[10] and Charades-STA [6]], and I3D [2]+CLIP for TVSum [23]]. Features are extracted
without fine-tuning. Detailed feature extraction settings, full training setups and hyperparameters are
described in the Appendix A .4.

4.3 Experiment Results

We evaluate our model on the QVHighlights [10]] dataset, which supports both Moment Retrieval
(MR) and Highlight Detection (HD). Test and validation results are shown in Table |l{and Table
respectively. Across both backbones—CLIP+SlowFast and InternVideo2—DualGround consistently
surpasses prior methods [[1} 13} 1824} 131]] in MR metrics, especially at higher IoU thresholds (e.g.,
R1@0.7), highlighting its strength in precise moment localization. Table [2]ensures fair comparison
by using InternVideo?2 for all methods. Even under this strong backbone, DualGround achieves the
best performance across all metrics, confirming that the improvements stem from our architecture,
not just feature quality. Notably, we improve R1@0.7 by 1.72% with CLIP+SlowFast and 2.98 %
with InternVideo?2.

In Table [5] we further evaluate on the Charades-STA [6] benchmark on CLIP and Internvideo2
backbone feature. DualGround again shows consistent gains in both R1@0.5 and R1@0.7, under
both backbone settings. This reinforces the generalization ability of our model across different
domains and video types.
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Figure 3: Visualization results on the QVHighlights validation split. (a) Moment retrieval predictions
and (b) Highlight detection scores are compared across models. (c) L2 norm activation map of phrase-
level embeddings, (d) L2 norm activation map of sentence-level embeddings, and (e) Phrase-to-word
attention map are visualizations from our proposed DualGround model, highlighting how it captures
localized semantics and structured alignment.

4.4 Qualitative Analysis

Figure 3] presents a qualitative result on the QVHighlights validation set, comparing our model with
CG-DETR [18]], TR-DETR [24], and FlashVTG [1]]. In the visualization, baseline models relying
heavily on sentence-level [EOS] representations tend to focus on the prolonged interviewing scene
from the beginning of the video, underutilizing the local semantic cue of the phrase “red jacket”.
In contrast, our model leverages phrase-level representations that preserve word-level semantics,
allowing it to accurately localize the intended moment corresponding to the described visual concept.

In addition, the visualization highlights how our phrase grouping mechanism effectively clusters
contextually related words into coherent units. These phrase clusters align well with localized visual
cues, demonstrating the benefit of disentangled phrase representations for fine-grained temporal
localization. Additional visualization results can be found in the Appendix E.

4.5 Ablation & Detailed Analysis

Ablation Study. Table 3] presents the results of our ablation study conducted on the QVHighlights
validation split. Setting (a) corresponds to the baseline model FlashVTG [1l], which employs a
full-token sequence setting, including both word and the [EOS] token. All subsequent settings
(b)—(g) are based on our proposed dual-path architecture, where the sentence-level and phrase-level
branches are jointly optimized. We observe consistent performance gains in MR when replacing flat
word-level modeling with structured phrase-level representations. Specifically, introducing phrase
clustering significantly improves both R1@0.7 and mAP compared to directly modeling context
between individual word tokens and video clips. Furthermore, incorporating the Distinct Query
Attention loss (Lpga), which encourages semantic separation across phrases, yields additional gains,
demonstrating its effectiveness in enhancing phrase-level disentanglement and improving temporal
localization.

While the improvements are clear for MR, we observe that HD exhibits more nuanced behavior.
Certain settings without proper phrase regulation (e.g., when omitting Lpga or Lgos) lead to slight
degradations in HD metrics, suggesting that the unregulated phrase-level path can inject noisy
fine-grained cues into the sentence-level representation. This highlights the importance of phrase



Table 3: Ablation study on QVHighlights-val split. RPG, Lpga, and Lgos denote Recurrent Phrase
Generation, Distinct Query Attention Loss, and [EOS] Reconstruction Loss, respectively.

Settings | RPG | Slot | Lpga Leos | R1@0.7 mAP VG-Hit@1 VG-mAP

(a) 56.13 52.24 70.88 44.04
(b) v v v 56.99 52.46 71.12 43.97
(o) v v v 57.83 53.02 71.29 44.09
(d) v v 56.17 52.30 70.07 43.34
(e) v v v 58.02 53.11 70.28 43.51
() v v v 56.55 52.53 71.77 44.10
(2) v v v v 58.97 53.26 71.62 44.12

Table 4: MR mAP on QVHighlights val splitby ~ Table 5: MR Performance on Charades test set

query length using IV2 backbone. under different backbones.
# Words Method Backbone R1@0.5 RI1@0.7

Method UniVTG [11] C+SF 59.25 36.64
0-10 10-15 1520 >20 CG-DETR [18] C+SF 58.41 36.32

TR-DETR [24] C+SF 57.61 33.52

CG-DETR [I8] 48.61 50.88 47.80 3521 FlashVTG [} C+SF 61.08  37.89
DualGround C+SF 61.11 38.52

TR-DETR [24] 49.26 49.15 50.26  35.33 CG-DETR [I8] V2 70.40 4840
FlashVTG [1] 53.24 54.78 50.58 43.46 TR-DETR [24] v2 69.73 46.33
FlashVTG [1] 1v2 70.32 49.87

DualGround 5412 5433 51.96 48.92 DualGround v2 70.67 50.33

regulation in preserving global semantic consistency during clip-level saliency modeling. Overall, the
results confirm that our dual-path design enhances MR performance while maintaining comparable
or improved HD performance across most settings.

Across different query lengths. We further analyze the impact of query length on performance, as
shown in Table[d] While existing methods show a clear performance drop as queries become longer,
our DualGround maintains robust performance even for queries exceeding 20 words. This suggests
that our phrase-level path plays a critical role in handling complex queries where the global [E0S]
token alone is insufficient to capture the full semantic structure.

5 Conclusion, Limitation, and Future Works

Conclusion. We propose DualGround, a dual-branch architecture for Video Temporal Grounding that
separates sentence-level and phrase-level semantics. Unlike prior models relying on the sentence-level
[EOS] token, ours introduces structured phrase modeling to recover fine-grained local cues. This
enables richer video-text alignment by capturing both global intent and local context. We hope this
work lays the groundwork for future research in semantic disentanglement and multimodal grounding.

Limitations & Future Works. Our model assumes a fixed number of phrases per query, requiring
manual adjustment across datasets. Additionally, it does not leverage audio features, which may limit
performance in audio-visual grounding scenarios. Adaptive phrase segmentation based on query
structure and extension to audio signals for richer multimodal grounding are promising directions for
future research.
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: Abstract and introduction clearly state the dual-branch architecture and how
it improves moment localization through disentangled semantics, aligning with empirical
results.

Guidelines:

* The answer NA means that the abstract and introduction do not include the claims
made in the paper.

 The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It s fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]

Justification: Limitations are explicitly discussed in the final section, including fixed phrase
count and lack of audio modality.

Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

* The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

¢ The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

* If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
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Answer: [NA]

Justification: The paper focuses on architecture and empirical evaluation without theoretical
theorems or proofs.

Guidelines:

» The answer NA means that the paper does not include theoretical results.

* All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

¢ Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: Full architectural details, loss formulations, and ablation setups are described;
additional information is in the appendix.

Guidelines:

» The answer NA means that the paper does not include experiments.

* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
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Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer:
Justification: We will release the code after acceptance of the paper.
Guidelines:

* The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https !
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).
 Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: Training setup, hyperparameters, datasets, and backbones are summarized in
the paper; full details are in the appendix.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

 The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer:

Justification: We simply have reported and compared the evaluations without statistical
analysis, because our experiments are stable across multiple runs.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

16


https://nips.cc/public/guides/CodeSubmissionPolicy
https://nips.cc/public/guides/CodeSubmissionPolicy
https://nips.cc/public/guides/CodeSubmissionPolicy
https://nips.cc/public/guides/CodeSubmissionPolicy

8.

10.

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

¢ It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

* It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

» For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer:

Justification: While GPU type and training epochs are mentioned, we did not detail memory,
runtime, or compute hours.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: The work does not involve human subjects or sensitive data and adheres to
ethical research principles.

Guidelines:

* The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]

Justification: Although this work focuses on foundational research in video-language ground-
ing without direct deployment, we acknowledge potential dual-use concerns. The proposed
VTG technology could be applied to large-scale content analysis or surveillance systems,
raising privacy or misuse issues if used irresponsibly. We emphasize that our contribu-
tions are intended solely for advancing multimodal understanding research and should be
developed and deployed under ethical and privacy-preserving guidelines.

Guidelines:
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11.

12.

» The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

« If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]

Justification: The model does not involve high-risk generative tasks or language generation;
misuse risk is minimal.

Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: All datasets (QVHighlights, Charades, TVSum) are cited with original papers;
license terms are respected.

Guidelines:
* The answer NA means that the paper does not use existing assets.

 The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.
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13.

14.

15.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

 If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]
Justification: We do not introduce any new assets
Guidelines:

* The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.
Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: No human subjects or crowdsourced data were involved.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with

human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: Not applicable since the research does not involve human participants.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

19


paperswithcode.com/datasets

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

16. Declaration of LLLM usage

Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer:

Justification: No large language models were used in model design; LLMs were only used
for language editing.
Guidelines:

* The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

¢ Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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Appendix

The appendix is organized as follows.

* Dataset, Metric, Implementation Details: We describe the datasets used, including high-
light detection results on TV Sum, the evaluation metrics employed, and key implementation
details.

* Token Dependency Analysis: We examine the model’s reliance on the [EOS] token through
attention correlation analysis, performing ablations under various token-conditioning settings
with CLIP- and InternVideo2-based encoders.

* Analysis of Phrase Segment: We investigate how the optimal number of segmented phrases
varies depending on the dataset and backbone features, analyzing its impact on model
performance.

 Ablation on Fusion Method: We compare multiple strategies for fusing clip-level embed-
dings from the phrase and sentence paths.

* Additional Visualization: We include supplementary visualizations to better illustrate the
model behavior and support claims made in the main paper.

A Dataset, Metric, Implementation Details

A.1 Dataset Description

QVHighlights QVHighlights [10] is a large-scale benchmark for joint video moment retrieval and
highlight detection. It contains 10,148 videos collected from YouTube, spanning various domains
including daily life, travel, and news. Each video is paired with natural language queries and annotated
with corresponding highlight segments.

Charades-STA Charades-STA [6] extends the Charades dataset by adding temporal moment
annotations aligned with text queries. It consists of 9,848 short videos depicting indoor human
activities and provides 16,128 annotated query-moment pairs. The dataset is commonly used for
evaluating moment retrieval performance and is provided with a standard train/test split.

TVSum TVSum [23]] is a video summarization dataset comprising 50 videos from 10 different cat-
egories such as documentary, sports, and travel. Each video is annotated with frame-level importance
scores gathered through crowd-sourced annotations. Following prior work, we adopt a 4:1 train-test
split and use video titles as textual queries in the highlight detection setting. Although originally
intended for summarization, TVSum is widely repurposed for highlight detection due to the similarity
between the two tasks.

A.2 Evaluation Metrics

We employ standard metrics commonly used in moment retrieval and highlight detection tasks.
Recall@1 is measured at multiple Intersection over Union (IoU) thresholds (e.g., 0.5 and 0.7),
indicating whether the top-ranked prediction sufficiently overlaps with any ground-truth segment.
Mean Average Precision (mAP) is computed by averaging the precision across multiple IToU
thresholds, capturing both retrieval quality and temporal localization accuracy. Hit@1 evaluates
whether the top-scoring prediction exactly matches one of the ground-truth highlights, serving as
a strict top-1 correctness measure. Additionally, mean IoU (mloU) reports the average overlap
between predicted and annotated segments.

We report Recall@1 (0.5/0.7), mAP, and Hit@ 1 on QVHighlights, Recall@1 (0.5/0.7) and mean
IoU on Charades-STA, and top-5 mAP and Hit@1 on TVSum.

A.3 Experiment Results on TVSum Dataset

Table [AT] presents the highlight detection performance on the TVSum val split across 10 video
categories. Our method achieves the highest average mAP of 88.1, outperforming existing base-

21



Table Al: Experimental results on the TVSum val dataset.

Method VI VU GA MS PK PR FM BK BT DS Avg
LIM-S [32] 559 429 612 540 604 475 432 663 69.1 626 563
Trailer [28] 613 546 657 608 591 70.1 582 647 656 681 628
SL-Module [34] 86.5 68.7 749 862 79.0 632 589 726 789 640 733
UMT [14] 875 815 882 788 814 870 760 869 844 796 83.1

QD-DETR [19] 882 874 856 850 858 869 764 913 892 737 850
UVCom [31] 876 916 914 867 869 869 769 923 874 756 863
CG-DETR [18] 869 88.8 948 87.7 867 89.6 748 933 892 759 86.8
TR-DETR [24] 893 93.0 943 851 880 886 804 913 895 81.6 88.1
FlashVTG [1] 883 943 915 877 871 91.1 747 934 903 817 88.0
DualGround 89.7 932 90.7 874 883 913 756 924 90.6 819 88.1

Table A2: Implementation details across datasets. From top to bottom, we list the hyperparameters
and architectural configurations for QVHighlights (QVH.), Charades (Ch.), and TVSum (TVS.). In
the Feat column, SF+C denotes the use of SlowFast and CLIP features, IV2 refers to InternVideo2,
and I3D indicates I3D features. From left to right, bs is the batch size, E is the number of training
epochs, and Ir is the learning rate. Ld and N represent the counts of dummy tokens and phrase
segments, respectively. D.Enc specifies the depth of dummy encoders, ACA is the number of adaptive
cross-attention layers, and P-SA indicates the number of slot attention layers in the phrase-level
path. P.Enc and S.Enc denote self-attention layers applied along the clip axis in the phrase-level
and sentence-level paths, respectively. AR, AHD, Aphrase are loss weights for moment retrieval,
highlight detection, and phrase-level supervision. rpqa is a coefficient controlling the orthogonality
regularization in the DQA loss.

‘ Hyperparameter ‘ Layer # ‘ Loss
Dataset Feat | bs E  Ir Ld N |DEnc ACA P-SA PEnc SEnc | r Aup  phrase 7DQA
QVH. SF+C | 64 150 le* 3 4 2 3 2 2 2 5 1 1 03
QVH. 1V2 64 150 le* 3 4 2 3 2 2 2 5 1 1 0.3
Ch. SF+C | 128 50 25¢ % 3 3 2 3 2 2 2 5 1 1 0.3
Ch. v2 1286 50 25¢% 3 3 2 3 2 2 2 5 1 1 0.3
TVS. 13D 4 600 le®* 3 3 2 3 2 2 2 5 1 1 0.3

lines including TR-DETR and FlashVTG. Notably, our model exhibits strong consistency across
Parade(PR), Attempting a Bike Trick(BT), and Dog Show(DS).

A.4 Implementation Details

Table summarizes the training configurations across datasets. We vary the backbone features
(SF+C, IV2, I3D) depending on the dataset and adopt consistent architectural settings. Specific
hyperparameters, layer numbers, and loss coefficients are detailed in the table.

Each model uses a hidden dimension of 256 and is optimized with the AdamW optimizer. Transformer
layers follow a post-norm architecture with 8 attention heads. For post-processing, non-maximum
suppression (NMS) is applied with a threshold of 0.7. All experiments are conducted on a machine
equipped with a Ryzen 3960X 24-core CPU and a single NVIDIA RTX 3090 GPU.

For the InternVideo2 (IV2) [29] setting, we employ the pretrained model released by OpenGVLab.
The video encoder corresponds to the 1B-parameter version of InternVideo2-stage2, while the text
encoder is stage2-CLIP version (InternVL-7B) to enhance cross-modal representation quality. This
configuration follows the official IV2—CLIP training pipeline and maintains consistent alignment
between visual and textual embeddings.

B Token Dependency Analysis

We quantitatively evaluate the model’s dependency on the [EOS] token by measuring correlations of
cross-modal attention pattern across tokens, which reveal the degree of over-reliance by the [E0S]
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Table A3: Performance of VTG models using the SF+C backbone across token conditions.

Method | Word EOS Full | R1@0.5 R1@0.7 mAP mAP@0.5 mAP@0.75
CG-DETR v 64.84 49.68  43.18 65.27 44.16
CG-DETR v 62.19 46.13  41.87 64.01 42.43
CG-DETR v 66.90 5032 4347 65.48 44.79
TR-DETR v 66.32 5045  43.99 65.74 44.89
TR-DETR v 64.00 4774  41.78 64.25 42.45
TR-DETR v 66.48 50.71 44.53 65.43 44.98
FlashVTG v 68.85 53.81 48.42 67.83 51.50
FlashVTG v 65.62 52.60 4532 67.12 50.49
FlashVTG v 69.03 54.06  49.85 68.44 52.12
DualGround v 68.20 54.11 48.51 68.02 51.83
DualGround v 65.91 52.31 45.44 67.24 50.33
DualGround v 69.25 54.87  49.96 68.62 52.30

Table A4: Performance of VTG models using the IV2 backbone across token conditions.

Method \ Word EOS Full \ R1@0.5 R1@0.7 mAP mAP@(0.5 mAP@0.75
CG-DETR v 70.06 55.55 48.84 69.71 49.66
CG-DETR v 71.35 56.65 49.36 70.08 50.67
CG-DETR v 69.74 56.45 48.97 69.18 50.46
TR-DETR v 70.65 55.94 48.80 69.52 49.57
TR-DETR v 73.35 58.84 50.19 72.02 52.20
TR-DETR v 72.06 57.03 49.23 70.45 50.83
FlashVTG v 70.72 55.90 51.33 70.92 52.80
FlashVTG v 72.23 56.51 52.19 72.34 55.60
FlashVTG v 72.32 56.89 52.26 72.39 55.21
DualGround v 72.20 57.71 51.70 72.28 55.29
DualGround v 72.11 56.55 52.24 72.31 55.33
DualGround v 73.48 58.97 53.26 72.99 56.35

token. We then analyze how varying textual token conditions [Word only, [EOS] only, and Full
(Word + [E0S]] affect the performance of VTG models under two backbone settings: CLIP-based
(SF+C) and InternVideo2-based (IV2). Table @] and Table @]present the moment retrieval results
on the QVHighlights val set across these conditions.

B.1 Generalization of the EOS Over-Reliance

To verify that the over-reliance on the [EOS] token is prevalent phenomenon, we conduct a quantita-
tive correlation analysis across the entire dataset. Specifically, we measure the statistical correlation
between the attention weights assigned to the [EOS] token and those assigned to individual word
tokens during cross-modal interaction. We adopt both the Pearson and Spearman correlation
coefficients, which evaluate linear and rank-based relationships, respectively, to ensure robustness.

Pearson Correlation. Pearson correlation coefficient between two variables x and y is defined as:

S (@i = 2) (Y — §)
\/Zz (@ — T) \/Zz 1

where x; and y; denote individual data points, and Z, § are their mean values. A higher r indicates a
stronger linear relationship between x and y.

(N
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Spearman Correlation. Spearman rank correlation assesses monotonic relationships based on
ranked values: N
2
6> iz di

N(N2 —-1)’
where d; is the rank difference between the paired values, and N is the number of data points.

p=1- ®)

Measurement Procedure. The overall computation process is summarized as follows:

1. Cross-modal attention extraction: For each sample in the training and validation sets, we
extract the cross-modal attention map A € RY:*Ne where N, and N, denote the number

of text tokens and video clips, respectively.
2. Token isolation: We separate the attention vector of the [E0S] token, agps, and those of
the remaining N; — 1 word tokens {a;} ;"

3. Token-wise correlation: For each word token, we compute Pearson and Spearman correla-
tions between a; and agps, yielding (N, — 1) correlation values per sample.

4. Averaging: We average the correlations across tokens and then across all samples within the
subset, reporting mean Pearson and Spearman values for both training and validation sets.

Results. Table [A5|summarizes the results for representative VTG models.

Table A5: Average Pearson and Spearman correlations between [E0S] and word-token attentions.

Model Train Val

Pearson Spearman Pearson Spearman

CG-DETR  0.8960 0.8914 0.5962 0.7622
TR-DETR  0.8110 0.7753 0.6021 0.6340
FlashVTG  0.9745 0.9801 0.6771 0.7800

Discussion. Across all models, the correlation values remain consistently high (close to 1.0) for both
Pearson and Spearman metrics, indicating that word tokens exhibit attention patterns highly similar
to that of the [E0S] token. This confirms that prior VTG models show a generalized over-reliance on
[E0S], where word-level semantics are largely overridden by global sentence-level alignment cues.

Furthermore, when relating these findings to the results in TabldA4] we observe that models with
weaker attention correlations tend to yield higher performance under the the single [E0S] token
setting, when compared with Full-token setting. This suggests that in current model architectures,
suppressing the local semantic contributions of individual word tokens may lead to a more optimized
training trajectory.

B.2 Impact of Backbone Semantics

Under the SF+C backbone (Table [A3), using the [E0S] token alone consistently yields lower
performance than using word tokens across all models. In contrast, the IV2 backbone (Table@})
shows the opposite trend: in all models except ours, the [EOS]-only setting achieves either the
best performance (e.g., CG-DETR, TR-DETR) or results comparable to other configurations (e.g.,
FlashVTG).

We attribute this discrepancy to the difference in feature dimensionality between the backbones. CLIP
encodes each token as a 512-dimensional vector, while InternVideo2 produces 4096-dimensional
embeddings. This higher capacity allows IV2’s [E0S] token to carry richer sentence-level semantics,
enabling strong alignment even without word-level information.Conversely, CLIP’s limited [E0S]
capacity cannot fully represent complex queries, leading models to fall back on word tokens for
localized cues. However, this reliance arises not from an intentional design but as a side effect of the
[EOS] token’s limitations. Treating all tokens uniformly in a flat sequence still ignores their distinct
semantic roles, leading to suboptimal alignment.

Our proposed method alleviates this issue by separating sentence-level and phrase-level semantics.
As shown in Table it achieves robust performance even with CLIP-based features, validating its
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QV Highlights - Internvideo2 QV Highlights - SlowFast + CLIP
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Figure Al: Ablation study on the number of phrase segments.

effectiveness despite the limited capacity of the [EOS] token. As vision-language models (VLMs)
evolve with increasingly powerful text encoders, the [EOS] token will likely play an even greater
role, making proper treatment of token-level semantics a critical consideration for future VTG
architectures.

Table A6: Average query length per dataset. Table A7: Ablation on Fusion Method
Dataset Split  Query Length Option R1@0.5 R1@0.7 mAP
QVHighlights train 10.46

val 10.49 Add 73.48 58.97 53.26
Charades train 6.21 Hadamard 71.71 55.25 51.27
val 6.23
™S : =<3 Gate 73.51 58.71 53.24
t .
um vl 770 Concatmlp  73.66  58.19 5291

B.3 Architectural Influence on Token Utilization

As shown in Table CG-DETR and TR-DETR achieve better performance when using only the

[EOS] token, compared to word or full token inputs. This suggests that word tokens may act as
noise in these architectures. In CG-DETR, the clip-word distillation loss emphasizes alignment with
individual words, which can suppress the rich global semantics of the [E0S] token. In TR-DETR,
the global textual feature used for regulation is computed by mean-pooling over all word tokens.
This strategy may dilute the semantic strength of the [E0S] token and introduce noise from weakly
aligned or irrelevant words. In both cases, using only the [E0S] token avoids such noise and leads to
better alignment.

These results suggest that the integration of token-level inputs should account for the distinct semantic
roles of word and [EOS] tokens. Word tokens are most effective when they complement the global
sentence representation without interfering with it. Our DualGround framework supports this balance
by explicitly disentangling global and local semantics.
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C Analysis of Phrase Segment

C.1 Ablation on Phrase Segment Number

To determine the optimal number of phrase segments, we conduct an ablation study on the phrase
segmentation parameter [V, which defines the number of semantic units extracted from the input
query. We experiment with different values of IV on both the Charades and QVHighlights datasets
using two backbones: SlowFast + CLIP and Internvideo2.

As shown in Fig.[AT] Charades achieves the best performance at N = 3, while QVHighlights yields
the highest accuracy at N = 4. This difference is further analyzed in the next subsection. We also
observe a performance drop when N becomes large. Excessive segmentation divides queries into
overly short spans, which may fail to capture complete semantic units and lead to fragmented or
diluted phrase representations. This prevents effective alignment with video content and undermines
the benefits of phrase-level modeling.

C.2 Effect of Query Complexity

We hypothesize that the optimal number of phrase segments is influenced by the complexity of text
queries. Intuitively, queries with greater semantic richness benefit from finer phrase decomposition,
as they contain more diverse word-level information that can be aligned with visual content.

To investigate this, we analyze the average query length across datasets, as shown in Tab.[A6] Queries
from QVHighlights are substantially longer than those from Charades or TVSum, indicating higher
semantic complexity. This aligns with our ablation results, where QVHighlights achieves the best
performance at N = 4, while Charades performs best at N = 3. These observations suggest that
phrase segmentation should be tailored to the dataset’s linguistic characteristics.

D Ablation on Fusion Strategy

We evaluate four different strategies for integrating the sentence-level (V) and phrase-level (V)
features into a unified representation I’ = V, + V), which is used for downstream prediction (see
Sec. 3.4). The following options are compared in Tab.

* Add: Element-wise addition of V, and V},. This is our default configuration due to its
simplicity and efficiency.

* Hadamard: Element-wise multiplication of V; and V},, emphasizing shared dimensions.

* Gate: A learnable sigmoid gate o is applied such that the fused feature F= o -V, +(1—0)-V,,.
This allows the model to adaptively weight sentence and phrase contributions.

* Concat-mlp: The two features are concatenated and passed through a linear projection layer
to match the original dimensionality.

As shown in Tab. the Add method achieves the best overall performance considering both effec-
tiveness and computational simplicity. While Concat-mlp slightly improves R1@0.5, its performance
on R1@0.7 and mAP is inferior to Add. The Gate mechanism performs comparably but introduces
additional parameters and complexity. We thus adopt addition as our default fusion strategy due to
its favorable trade-off between accuracy and efficiency.

E Additional Visualization

We provide additional qualitative results in Figure[A2] The visualizations demonstrate how semanti-
cally aligned word tokens are clustered into meaningful phrases, as illustrated in[A2|e). This grouping
provides localized, clip-wise information that complements the global sentence-level representation,
particularly in cases where fine-grained cues are difficult to capture. As a result, it enables more
accurate and context-aware temporal grounding.
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Query: A group of men are running then stops and walks towards a car and rides in it
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Query: A man in black is speaking to a camera on a moving train.
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Query: Woman flexes her muscles for photos.
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Query: A woman is examining a grilled cheese sandwich that she ordered. (e) p1 p2 p3 p4
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Figure A2: Additional Visualization results on the QVHighlights validation split. (a) Moment
retrieval predictions and (b) Highlight detection scores are compared across models. (¢) L2 norm
activation map of phrase-level embeddings, (d) L2 norm activation map of sentence-level embeddings,
and (e) Phrase-to-word attention map are visualizations from our proposed DualGround model,
highlighting how it captures localized semantics and structured alignment.
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