
EVI: Multilingual Spoken Dialogue Tasks and Dataset for
Knowledge-Based Enrolment, Verification, and Identification

Anonymous ACL submission

Abstract

Knowledge-based authentication is crucial for001
task-oriented spoken dialogue systems that002
offer personalised and privacy-focused ser-003
vices. Such systems should be able to enrol (E),004
verify (V), and identify (I) new and recurring005
users based on their personal information, e.g.006
postcode, name, and date-of-birth. In this work,007
we formalise the three authentication tasks and008
their evaluation protocols, and we present EVI,009
a challenging spoken multilingual dataset with010
5,506 dialogues in English, Polish, and French.011
Our proposed models set the first competitive012
benchmarks, explore the challenges of multi-013
lingual natural language processing of spoken014
dialogue, and set directions for future research.015

1 Introduction016

Computer systems need to be able to identify and017

verify their users before granting access to person-018

alised services and confidential information (Braz019

and Robert, 2006; O’Gorman, 2003). In particular,020

identification (I) is the process of specifying the021

identity of a person, i.e. answer the question: “who022

are you?”. On the other hand, verification (V) (aka023

authentication) is the process of confirming the024

assertion about a claimed identity, i.e. answer “are025

you who you claim you are?” (Jain et al., 2004). In026

both processes, the system compares information027

given by the user with information held by the028

system; thus they presume enrolment (E), that is,029

the process of registering the identity information030

of a new user into the system (Jain et al., 2004).031

Task-oriented dialogue systems that offer032

personalised and privacy-focused services (e.g. set033

up utilities, track a parcel, or access a bank account)034

should be able to enrol, identify, and verify new and035

recurring users, without interrupting their natural036

conversational interface. Different types of authenti-037

cation factors may be used (Smith, 2001; O’Gorman,038

2003): i) knowledge-based ("what you know"), rely039

on a secret password or personal information, e.g.040

Figure 1: Knowledge-based EVI for task-oriented
spoken dialogue systems: enrolment (E) creates a new
user profile to store in a KB; identification (I) retrieves
a pre-enrolled profile for a user; and verification (V)
asserts whether the user matches a claimed profile.

full name, date of birth, mother’s maiden name, 041

etc.; ii) possession-based ("what you have"), rely 042

on possession of a physical token, e.g. a smart card, 043

a metal key, etc.; and iii) inherence-based ("who 044

you are"), typically rely on biometric properties, 045

e.g., a voiceprint, fingerprint, eye scan, or signature 046

(Variani et al., 2014). Most businesses use 047

knowledge-based authentication in their call centres 048

to identify customers over the phone (Hrabí, 2020; 049

Amein, 2020; Petersen, 2019; Morgen, 2012). As 050

conversational AI is increasingly being used to au- 051

tomate call centres, we seek to enable task-oriented 052

spoken dialogue systems with EVI functionalities. 053

The core contributions of this paper are: 054

1. We motivate and formalise enrolment, veri- 055

fication, and identification as novel tasks for 056

task-oriented spoken dialogue systems and pro- 057

pose suitable evaluation protocols (Section 2). 058

2. We collect and publish a novel conversational 059

dataset with 5,506 dialogues that can be used 060

to develop and evaluate EVI-oriented spoken 061
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dialogue systems in 3 languages (British062

English, Polish, and French; Section 3). The063

multilingual aspect of the dataset allows us064

to also study language-specific variations065

in data and performance, reaching beyond066

monolingual, English-only setups.067

3. We define (Section 4) and evaluate (Section 5)068

benchmarks for the new tasks on the new069

dataset. Finally, we explore the unique070

challenges of these tasks and set directions for071

future research.072

The dataset is available online at: [URL].073

2 The EVI Dialogue Tasks074

Preliminaries. For all tasks, we assume that the075

dialogue system can interact with a Knowledge076

Base (KB) of stored profiles, PKB = {p1, p2, ...}.077

Each profile, p, is a structured record of a real-world078

entity (e.g. a user, product, etc.) that comprises one079

or more items, i.e. key-value pairs (e.g. postcode,080

name, date of birth, etc.). The user and system take081

alternate turns, t, that make up a multi-turn dialogue,082

Tdialogue={t1,system,t1,user,t2,system,t2,user,...}.083

Enrolment Task. The goal of enrolment is to create084

and store a profile that represents the identity of a085

new user and that can be used to identify or verify the086

same user in the future. For dialogue-based enrol-087

ment, the system must be able to extract all required088

item key-value pairs from the dialogue to construct089

a new profile to store in the KB (cf. Fig. 1):090

pnew=enrol(Tdialogue) (1)091

Verification Task. The goal of verification is to092

decide whether a user who claims an identity is gen-093

uine or an impostor. For dialogue-based, knowledge-094

based verification, the system must be able to095

compare information stored in the KB about the096

claimed identity with information provided by the097

user in the dialogue to produce a verification score098

that quantifies the degree of the match (cf.Fig.1):099

sprofile=verify(pclaimed,Tdialogue)∈ [0,1], (2)100

where s=1 signifies a genuine verification attempt,101

and s=0 denotes an impostor verification attempt.102

The system designer can apply a threshold, θ, to103

obtain a crisp verification outcome and control the104

system’s trade-off between security and usability105

(see later Subsections 4.3 and 4.5).106

Identification Task. The goal of identification is107

to determine the identity of an unknown user from108

a KB of pre-enrolled user profiles. For dialogue- 109

based, knowledge-base identification, the system 110

must be able to query the KB with the information 111

provided by the user in the dialogue to retrieve a 112

ranked list of the best matching profiles (cf. Fig. 1): 113

p1,p2,...= identify(PKB,Tdialogue) (3) 114

The list might be empty if no qualifying profiles (i.e. 115

above a score threshold) could be retrieved. 116

3 A Multilingual Spoken Dialogue Dataset 117

We set out to build a novel, first of its kind, human- 118

to-machine conversational dataset that can be 119

used to develop and evaluate task-oriented spoken 120

dialogue systems for all EVI tasks. The dataset is 121

multilingual and covers 3 locales: British English 122

(en-GB), French (fr-FR), and Polish (pl-PL).1 123

3.1 Generating the Profiles Knowledge Base 124

For each locale, we populate a KB to be shared 125

across EVI tasks. We randomly generated locale- 126

dependent profiles using the faker tool.2 Each 127

profile in the KB consists of its generated item 128

key-value pairs for postcode, full name, and date 129

of birth (cf. Fig. 1). These three different slots 130

are popular in industrial authentication procedures. 131

Table 1 shows the size of the generated KB. 132

3.2 Collecting the Dialogue Data 133

We developed a spoken dialogue system to collect 134

the postcode, full name, and date of birth of a user 135

over the phone. The system operates under a deter- 136

ministic policy with static retries for each collection 137

step. We use the same sequence of dialogue acts 138

for all EVI tasks, and vary the scripted prompts (see 139

Subsection 3.3) to elicit more diverse responses: 140

Q1: What is your postcode? 141
Q2: Please tell me your postcode. 142
Q3: I heard [A B 1]. Please tell me your postcode. 143
Q4: What is your full name? 144
Q5: Please tell me your first and last name. 145
Q6: Please spell your full name. 146
Q7: What is your date of birth? 147
Q8: Please tell me your date of birth. 148
Q9: I heard [the 1st of January]. Please tell me 149

your date of birth. 150

1The choice of these languages was motivated by the
popularity, the phonetic richness and a large enough base of
high-quality crowdworkers.

2https://faker.readthedocs.io/; it is a python package that
can generate fake but reasonable data (names, addresses, phone
numbers, etc.) for bootstrapping databases.

2

[URL]
https://faker.readthedocs.io/


For other locales, see Appendix A. For each151

locale, we enlisted cohorts of speakers on the152

Prolific Academic (www.prolific.co) crowdsourcing153

platform. We displayed a random profile from the154

KB for each speaker to impersonate, e.g.:155

Postcode :AB1 2CD Kod Pocztowy :12-345156

Full Name :John Smith Imię i Nazwisko :Anna Krupa157

Date of Birth :4/7/1989 Data urodzenia :1/1/2000158

Then, we directed speakers to call a phone number159

to interact with our spoken dialogue system. To160

ensure quality, the crowdsourced speakers had to161

complete all turns of the static policy to receive their162

payment code.3 Additionally, we filtered out all163

dialogues for which text-to-speech detected silence164

for all turns of a single item or for more than half of165

the turns of the dialogue.166

For each turn, the EVI conversational dataset167

contains: the unique identifier of the impersonated168

profile from the KB; a unique speaker identifier; the169

raw audio data; the n-best list of transcriptions; and170

any variation in the prompts (see Subsection 3.3).171

Table 1 shows the size of our dialogue dataset for172

all locales, which contains 5,506 dialogues in total.173

3.3 Speaker Behaviour Analysis174

Spoken Dates. To display dates of birth to crowd-175

sourced speakers, we first had to lexicalise them.176

We used either of two formats at equal proportions:177

(a) month=name : 1 January|stycznia|janvier 2000178

(b) month=number : 1/1/2000179

These formats acted as primes that influenced the180

speaker’s lexical choice. Priming is the psycholog-181

ical effect wherein exposure to a stimulus (prime)182

unconsciously influences the response to a later183

stimulus (target). Priming also affects linguistic184

decision making, e.g. exposure to a lexical item185

or syntactic structure reinforces reuse of the same186

pattern in the future (Reitter et al., 2006, 2010). The187

Sankey diagram4 in Figure 2 (top) shows that 92%188

of English speakers primed with the month=name189

format echoed this pattern in Q7, and only 10%190

of those switched to say the month’s number in191

follow-up turns (similar results for pl-PL and fr-192

FR; see Appendix B for their Sankey diagrams).193

3The workers were not aware that the system was scripted,
yielding the natural behaviour of irritated customers.

4Sankey diagrams visualise the flow or route of commu-
nication (or other quantity) within a system to help locate the
most important contributions to a flow. The width of the links
between nodes is proportional to the flow rate between them.

Locale
counts (unique) en-GB pl-PL fr-FR

K
B

#profiles 10,000 10,000 10,000
#postcodes 2,000 2,000 2,000

#names(first) 364 153 216
#names(last) 500 3,455 400
#names(full) 9,412 9,923 9,433

#DoBs 8,884 8,862 8,862

D
ia

lo
gu

es #dialogues 1,407 1,991 2,108
#turns 12,663 17,919 18,972

#speakers 1,081 803 521
#profiles 886 961 1,464

Table 1: Size of the EVI Knowledge Bases and
Conversational Dataset.

On the other hand, only 54% of English speakers 194

(cf. 26% for pl-PL, 36% for fr-FR; Appendix B) 195

primed with the month=number format echoed that 196

pattern in Q7, and 77% of those switched to say 197

the month’s name later. Overall, the month=name 198

format (more lexical) had a stronger priming effect 199

than the month=number format (more symbolic), 200

and speakers say the month’s name (more verbose) 201

increasingly after reprompts (Q8 and Q9). 202

Spoken Spelling. To read back partial spellings of 203

postcodes in the Q3 reprompts to the speakers, we 204

used either of two strategies at equal proportion: 205

(a) spell=naive : A B one two C D 206

(b) spell=nato : 5 Alfa Bravo one two Charlie Delta 207

These strategies acted as primes that entrained the 208

speaker concerning their spelling strategy. Entrain- 209

ment is the phenomenon wherein conversational 210

interlocutors adopt each other’s linguistic patterns. 211

Entrainment can be observed at multiple levels, e.g. 212

lexical (Brennan and Clark, 1996), syntactic (Re- 213

itter and Moore, 2007), stylistic (Niederhoffer and 214

Pennebaker, 2002), phonetic (Pardo, 2006), and 215

prosodic (Coulston et al., 2002). The Interactive 216

Alignment Model (Pickering and Garrod, 2004) 217

proposes that conversational interlocutors automat- 218

ically prime each other at multiple levels, causing 219

their speech to converge.6 220

Figure 2 (bottom) shows that only 1% of en-GB 221

speakers spontaneously used NATO spelling be- 222

fore/without encountering the spell=nato strategy 223

in Q3 Conversely, using the spell=nato strategy 224

entrained 52% of speakers to adopt that strategy 225

5The NATO phonetic alphabet substitutes a word for
each letter to be easily understood in voice communications;
https://www.nato.int/cps/en/natohq/declassified_136216.htm

6Alternatively, Communication Accommodation The-
ory (Giles et al., 1991) proposes that more strategic decisions
drive convergence (or divergence).
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Figure 2: Sankey diagrams that visualise priming and
entrainment of speaker behaviour for dates (top) and
spelling (bottom) for the British English locale. Transi-
tions in the direction of priming in red; against, in blue.

in their response to Q3 Entrainment weakens over226

time: only 28% of entrained speakers remained227

entrained by Q6. Postcodes do not contain letters228

in the pl-PL and fr-FR locales, so both spelling229

strategies are equivalent. Only 0.5% of pl-PL230

and 0.1% of fr-FR speakers spontaneously used231

complex spelling strategies (listed in Appendix C).232

In conclusion, by varying our prompts we233

increased the variability of speaker behaviours234

in the dataset. We also corroborate that priming235

and entrainment are effective tools to subtly guide236

speaker behaviour towards desired patterns.237

4 EVI-oriented Spoken Dialogue Systems238

This section presents the components of task-239

oriented spoken dialogue systems for EVI tasks and240

provides benchmark implementations for the up-241

coming experiments (see Sections 5.1, 5.2, and 5.3)242

4.1 Components of EVI Dialogue Systems243

Automatic Speech Recognition (ASR). When244

collecting the EVI dataset, we used Google’s245

locale-specific speech-to-text7 in streaming mode246

to derive n-best transcriptions and to implement247

quality control (see Subsection 3.2). Consequently,248

this is the ASR used in all experiments.249

Natural Language Understanding (NLU). For250

each item, we use an appropriate resource to extract251

values from the whole ASR n-best list into an NLU252

results n-best list. In our experiments, we first253

preprocess to normalise numbers (‘one’→‘1’) and254

7https://cloud.google.com/speech-to-text

letter spellings (‘Bravo|[B for B.*]’→‘B’), and then 255

extract values for postcodes using locale-dependent 256

regular expressions (‘A(A)9(A) 9AA’ for en-GB; 257

‘99999’ for pl-PL and fr-FR); for names, the 258

lists of names from the US Census8 and other 259

sources (Remy, 2021); and for dates, the dateparser 260

package;9. Using these resources, we define two 261

NLU models for value extraction: the cautious 262

model requires whole-string match, whereas 263

the seeking model searches for (potentially 264

overlapping) substring matches. 265

Top-Level Policy. All EVI tasks share a common 266

sequence of dialogue acts (DAs): the agent asks 267

(request DA) the user to input the value (inform DA) 268

of each profile item successively, with a limited 269

number of re-prompts per item. In the experiments, 270

the order of items is: postcode, full name, and 271

date-of-birth, with up to 3 attempts per item (fixed at 272

the time of dataset collection; see Subsection 3.2). 273

Task-Level Dialogue Management. Each of 274

the three tasks requires task-specific dialogue 275

state tracking (DST) and dialogue policy. The 276

DST model tracks and updates the system’s 277

state and belief about the values of items and 278

the candidate profiles, whereas dialogue policy 279

selects the following system action (e.g. re-prompt 280

user, proceed to next item, terminate task) and 281

interacts with the profiles KB. We define the 282

task-specific DST models and policies in more 283

detail in Subsections 4.2, 4.3, and 4.4. 284

Integration with the Profiles KB. For enrolment, 285

the system needs write access to the KB to store 286

the extracted profile; for identification, the system 287

needs read access to the KB to retrieve candidate 288

profiles via a dynamic sequence of queries; and 289

for verification, the claimed profile in the KB 290

is previously made available from an upstream 291

identification process (cf. Fig. 1). In the experi- 292

ments, we do not explicitly model KB integration 293

for enrolment (write-only access) and verification 294

(downstream of identification); for identification, 295

we model a read-only KB integration that supports 296

querying by postcode (exact match) and anoracle 297

that always includes the postcode of the correct 298

profile in the query, regardless of the NLU results. 299

Natural Language Generation (NLG). When col- 300

lecting the dataset, we used scripted prompts (Sub- 301

8https://www.census.gov/topics/population/genealogy/
data/1990_census/1990_census_namefiles.html

9https://dateparser.readthedocs.io/ it is a python package
that can parse localised dates in any string format
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section 3.2) translated for each locale (Appendix A).302

Text-to-Speech (TTS). We used Google’s10 locale-303

specific TTS when collecting the EVI dataset.304

4.2 Enrolment Models and Policies305

Enrolment DST and Model. We track the value of306

each item, which is initially undefined. After each307

user input for an item, we may use the NLU n-best308

results to update its value. When the enrolment309

policy terminates, the enrolment model straightfor-310

wardly builds the new profile from the tracked items.311

In the experiments, we update an item’s value with312

its latest top-1 result of the NLU (if not empty).313

Enrolment Policy. The task-level policy deter-314

mines when to proceed to the next item, and315

decides when to terminate enrolment. The policy316

(re)prompts the user about an item until either the317

DST returns a well-defined value or the top-level318

policy reaches the limit for attempts (3; see Sub-319

section 4.1). After exhausting all items, the policy320

terminates and writes the new profile into the KB.321

4.3 Verification Models and Policies322

Verification DST and Model. We track a verifica-323

tion score for each item sitem as follows (cf. Eq. 2):324

sitem =score(item(pclaimed),item(Tdialogue))∈ [0,1], (4)325

The scores are initially undefined, and we track their326

maximum evaluation after each user input. For the327

experiments, we define the following scoring mod-328

els: the randommodel samples from the [0,1] uni-329

form distribution; the exactmodel returns 1 if the330

value from the claimed profile exactly matches any331

NLU n-best result, else, 0 (undefined for no NLU re-332

sults); and the fuzzymodel returns the best fuzzy333

match score between the value from the claimed334

profile and all NLU n-best results (undefined for no335

NLU results). We implement this as the normalised336

Levenshtein edit distance using the Wagner–Fischer337

algorithm (Wagner and Fischer, 1974). Finally, we338

evaluate a logical expression under fuzzy logic to339

combine all item-level scores (Eq. 4) into a profile-340

level score as follows (see Eq. 2):341

sprofile =spostcode AND sdob AND

(sname_full OR(sname_first AND sname_last))
(5)342

Fuzzy logic (Zadeh, 1996) is a many-valued logic343

wherein truth values are real numbers in [0,1] that344

represent degrees of truthfulness and reasons using345

fuzzy logic operators (analogous to Boolean logic’s346

10https://cloud.google.com/text-to-speech

AND, OR, and NOT). In the experiments, we choose 347

the standard fuzzy logic operators (Zadeh, 1996): 348

Boolean←→Fuzzy
AND(x,y)←→min(x,y)

OR(x,y)←→max(x,y)

NOT(x)←→1−x

(6) 349

Verification Policy. The task-level policy deter- 350

mines when to proceed to the next item, and decides 351

when to terminate the verification process. The 352

policy (re)prompts the user about an item until either 353

the DST returns a well-defined score (Eq. 4) or the 354

top-level policy reaches the limit for attempts (again, 355

3). The policy terminates either after exhausting all 356

items or when it meets an early termination criterion: 357

a low upper bound on the profile score (i.e. Eq. 5 358

with undefined≡1 is below the verification thresh- 359

old, θ) guarantees a negative verification outcome. 360

Upon termination, the policy returns the profile- 361

level verification score (Eq. 5 with undefined≡0). 362

4.4 Identification Models and Policies 363

Identification DST and Model. We track the 364

NLU n-best results from all turns and the candidate 365

profiles retrieved from the KB. Our identification 366

process is an anytime algorithm (Zilberstein, 1996) 367

that ranks the thus-far retrieved profiles by a score 368

(Eq. 5), excluding profiles below an identification 369

threshold, θ. Following the literature on fuzzy 370

retrieval (Zadrożny and Nowacka, 2009), instead 371

of the standard fuzzy operators (Eq. 6), we use 372

p-norm fuzzy operators (Salton et al., 1983):11 373

ANDp(s1,...,sn)=1−

(
1

n

n∑
i=1

|1−si|p
)1/p

ORp(s1,...,sn)=

(
1

n

n∑
i=1

|si|p
)1/p

(7) 374

In the experiments, we approximate Eq. 7 by the 375

infinity-one linear combination (Smith, 1990): 376

ORα=αOR∞+(1−α)OR1

=αmax+(1−α)mean

ANDα=αAND∞+(1−α)AND1

=αmin+(1−α)mean

(8) 377

Note that AND1 = AND∞ = min and OR1 = 378

OR∞ = max are the standard fuzzy operators 379

(Eq. 6). Finally, an identification oracle always 380

retrieves the correct profile if it is among the tracked 381

candidates (i.e. retrieved from the KB). 382

11The expression is based on the Lp-norm,
||x||p :=

(∑n
i=1|xi|

p
)1/p, and is related to the gener-

alised (aka power or Hölder) means (Bullen, 2013).
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models Profile Postcode Name DoB
nlu P% R% F1% L P% R% F1% L P% R% F1% L P% R% F1% L

en-GB cautious 38.83 30.27 34.02 4.15 69.08 55.20 61.37 1.83 65.88 64.88 65.38 1.12 80.37 78.97 79.66 1.21
seeking 27.44 23.34 25.22 3.86 59.90 51.16 55.18 1.70 63.74 63.51 63.63 1.10 63.86 63.58 63.72 1.07

pl-PL cautious 66.41 60.37 63.25 3.98 95.51 91.91 93.68 1.51 71.86 69.26 70.54 1.20 92.92 90.31 91.59 1.26
seeking 53.07 51.63 52.34 3.69 87.85 86.44 87.14 1.38 69.76 69.16 69.46 1.20 82.83 82.37 82.60 1.11

fr-FR cautious 34.22 30.37 32.19 3.85 77.62 72.09 74.75 1.50 44.21 44.00 44.10 1.06 90.81 86.81 88.76 1.29
seeking 26.46 24.68 25.54 3.63 75.03 70.43 72.66 1.46 44.27 44.19 44.23 1.06 72.12 71.57 71.84 1.10

Table 2: Results for enrolment task: Precision (P), Recall (R), F1 score, and average number of turns (L) for exact
match of the whole profile and each of its items (postcode, full name, and date of birth (DoB)).

Identification Policy. The task-level policy383

queries the KB to retrieve candidate profiles (see384

Subsection 4.1), determines when to proceed to385

the next item, and decides when to terminate the386

identification process. The policy queries the KB387

with the NLU n-best results, and sends the retrieved388

profiles to the DST. Similarly to verification, the389

policy (re)prompts the user about an item until either390

the DST returns a well-defined score (Eq. 4) or the391

top-level policy reaches the limit for attempts (again,392

3). The policy terminates after having exhausted all393

items, or when the anytime result of identification394

is an empty list and the KB cannot be queried by395

any upcoming item. Upon termination, the policy396

returns the ranked list of identified profiles.397

4.5 Evaluating the EVI Tasks398

Evaluating Enrolment. Suitable evaluation met-399

rics come from the area of information extraction:400

precision (P), recall (R), and F1 score, at the profile401

level or per item.12402

Evaluating Verification. The relevant literature403

describes two basic metrics (El-Abed et al., 2012):404

False Rejection Rate (FRR) is the proportion of405

genuine users that the system incorrectly rejects406

as impostors; conversely, False Acceptance Rate407

(FAR) is the proportion of impostors that the408

system incorrectly accepts as genuine. Lower FRR409

indicates more usable systems, and lower FAR,410

more secure, e.g. FRR = 1% at FAR = 1/10 000411

means that 1% of genuine users will fail verification412

at the security level that falsely accepts 1 impostor413

per 10,000 impostor attempts. Equal Error Rate414

(EER) is the error rate when FAR = FRR; it is a415

popular evaluation metric when a security level is416

not a priori specified. Finally, the Detection Error417

Trade-off (DET) graph plots FRR (y-axis) against418

FAR (x-axis) for varying values of the verification419

threshold (θ) to visualise usability across a range420

of security levels (Martin et al., 1997).421

12Enrolment outputs (new profiles) are stored in the KB
and feed into I&V downstream tasks (Fig. 1); evaluating
interactions among tasks is outside the scope of this paper.

Turns Postcode Name DoB
(Subsection 3.2) P% R% F1% P% R% F1% P% R% F1%

en
-G

B single(Qi), i=1,4,7 68.17 32.80 44.29 67.35 61.71 64.40 81.48 69.00 74.73
single(Qi), i=2,5,8 73.27 39.02 50.92 65.47 56.72 60.78 79.64 66.98 72.76
single(Qi), i=3,6,9 75.95 37.64 50.34 20.03 10.26 13.57 86.31 71.97 78.49
multi (Q1−9) 69.08 55.20 61.37 65.88 64.88 65.38 80.37 78.97 79.66

pl
-P

L

single(Qi), i=1,4,7 95.95 58.26 72.50 74.11 62.98 68.10 93.69 76.04 83.95
single(Qi), i=2,5,8 97.37 79.96 87.81 73.62 62.08 67.36 93.33 77.30 84.56
single(Qi), i=3,6,9 97.53 85.33 91.03 21.95 6.68 10.24 93.80 81.27 87.08
multi (Q1−9) 95.51 91.91 93.68 71.86 69.26 70.54 92.92 90.31 91.59

fr
-F

R

single(Qi), i=1,4,7 80.76 51.59 62.96 45.06 42.86 43.93 91.21 73.42 81.36
single(Qi), i=2,5,8 82.48 65.02 72.72 41.44 39.72 40.56 92.91 74.61 82.76
single(Qi), i=3,6,9 83.09 65.07 72.98 2.64 1.85 2.18 92.02 76.08 83.29
multi (Q1−9) 77.62 72.09 74.75 44.21 44.00 44.10 90.81 86.81 88.76

Table 3: Results for single- vs multi-turn value extrac-
tion withcautiousNLU: Precision (P), Recall (R), F1
score per item (postcode, full name, and date of birth).

Evaluating Identification. We rely on the iden- 422

tification rate at rank r (IR@r) (El-Abed et al., 423

2012): the proportion of identification transactions 424

by pre-enrolled users in which the correct profile 425

is among the top-r retrieved by the system. It is 426

equivalent to the familiar recall at rank metric from 427

information retrieval (Manning et al., 2008). 428

5 Experiments and Results 429

This section evaluates benchmarks and empirically 430

explores the unique challenges of each EVI task. 431

Experimental Setup. For all experiments, we 432

deterministically simulate ground truths and user 433

inputs from our EVI KB and dataset, respectively 434

(see Subections 3.1 and 3.2). The implementations 435

of ASR, top-level policy, NLG, and TTS were set 436

at the time of data collection and are common for 437

all EVI tasks (see Subsection 4.1). Subsection 4.5 438

describes the evaluation metrics for each task. 439

5.1 Enrolment Experiments 440

We evaluate the enrolment policy with cautious 441

or seekingNLU (see Subsection 4.1). 442

Results. Table 2 shows the impact of NLU on enrol- 443

ment task accuracy (i.e. precision, recall, F1), for the 444

whole profile and per item, and the average dialogue 445

length. For whole profiles and almost all items, 446

cautiousNLU, which is more conservative and 447

extracts fewer values, yields better accuracy than 448

seeking NLU, which is more liberal and over- 449

extracts values. Notably, extraction of French names 450
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models en-GB pl-PL fr-FR
nlu V-model EER% FRR% L EER% FRR% L EER% FRR% L

cautious random 32.95 54.70 4.15 (2.85) 17.28 30.99 3.98 (2.67) 22.50 49.83 3.85 (2.38)
cautious exact 28.22 56.42 4.15(2.78) 17.60 35.20 3.98 (2.59) 27.48 54.95 3.85 (2.30)
cautious fuzzy 22.47 24.27 4.15 (3.09) 6.88 11.24 3.98 (2.76) 11.01 29.06 3.85 (2.57)
seeking random 31.86 58.67 3.86 (2.59) 17.83 38.93 3.69 (2.37) 24.11 49.22 3.63 (2.30)
seeking exact 30.89 61.77 3.86 (2.50) 21.15 42.29 3.69 (2.31) 25.87 51.73 3.63 (2.25)
seeking fuzzy 11.27 21.06 3.86 (2.84) 4.27 10.56 3.69 (2.53) 9.11 18.73 3.63 (2.53)

Table 4: Results of verification task: Equal Error Rate (EER), False Rejection Rate (FRR) @FAR=1/10,000, and
average number of turns (L; in parentheses: with early termination @FAR=1/10,000).

Figure 3: Detection Error Trade-off (DET) curves for
the en-GB locale. A curve that is closer to the bottom of
the plot corresponds to better verification performance.

and English postcodes (alphanumeric) was less ac-451

curate than for other locales (digit-only postcodes).452

Further Analysis. Table 3 shows the pre-item453

accuracy (i.e. precision, recall, F1) of single- and454

multi-turn value extraction with the cautious455

model. Consistently, recall with multi-turn456

extraction is higher than single-turn recall of any457

individual turn. Conversely, individual single-turns458

yield the highest precisions. Across locales, the459

relevant precisions of turns is retained for postcodes460

(Q3 > Q2 > Q1) and names (Q4 > Q5 > Q6) (cf.461

Section 3.2). In particular, extraction of name462

spellings (Q6) is distinctly poor; this barely affects463

multi-turn performance, because, on average, the464

system collects names before Q6 (Table 2).465

5.2 Verification Experiments466

We evaluate the verification policy withcautious467

or seeking NLU and random, exact, or468

fuzzy verification (Subsection 4.3) on the EVI469

dataset and KB (Section 3), from which we sample470

genuine and impostor profiles at a 1:1 ratio.471

Results. Table 4 shows the impact of NLU and472

verification models on the equal error rate (EER),473

the FRR at the FAR = 1/10 000 security level474

and length. Consistently, seeking NLU with475

fuzzy verification yields the best EER and FRR.476

Interestingly, exact verification fails to improve477

reliably over the random baseline. Finally, early478

termination shortens verification length by 25-30%.479

Further Analysis. Figure 3 shows the DET curves 480

for the en-GB locale and all models. Exact veri- 481

fication produces single points on the y-axis, which 482

we linearly interpolate to produce its DET curve. 483

Again, seeking NLU with fuzzy verification 484

yields the best usability-security trade-off (lowest- 485

lying curve) for the whole range of security levels 486

in the graph. The same holds for the DET curves 487

of the pl-PL and fr-FR (shown in Appendix D). 488

5.3 Identification Experiments 489

We evaluate the identification policy with 490

cautious or seeking NLU (Subsection 4.1), 491

and no (none), exact, fuzzy, or oracle (up- 492

per bound) identification (Subsection 4.4). We vary 493

theα parameter of the infinity-one p-norm (Eq. 7). 494

Results. Table 5 shows the impact of NLU and 495

identification models on identification rate at rank 496

1 and identification length. Without an explicit 497

identification model (none) the agent cannot 498

differentiate among multiple retrieved profiles and 499

accuracy is very low. Consistently,seekingNLU, 500

fuzzy models, and α = 0.5 perform better than 501

cautious NLU, exact matching, and α = 1 502

(i.e. the standard fuzzy operators), respectively. 503

These effects are orthogonal: seeking NLU 504

with fuzzy model and α=0.5 produces the best 505

accuracy, almost on par with the oracle. 506

Further Analysis. Most identification errors 507

(> 98%) were caused by low recall: the correct 508

target profile was not included in those returned 509

by querying the KB with the NLU results, which is 510

reminiscent of the unlinkable entity (NIL) problem 511

from entity linking (Ling et al., 2015; Hoffart 512

et al., 2014; McNamee and Dang, 2009). Table 6 513

shows the upper bounds using a KB oracle 514

(Subsection 4.1), and corroborates the results of 515

Table 5. The best combination (seeking NLU, 516

fuzzy model and α = 0.5) can achieve almost 517

perfect performance as an upper bound. 518
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models en-GB pl-PL fr-FR
nlu I-model IR@1 L IR@1 L IR@1 L

cautious none 9.90 3.64 19.74 3.86 14.95 3.62
seeking none 10.04 3.54 19.89 3.71 15.09 3.46
cautious exact(α=1) 50.22 3.64 65.90 3.86 48.50 3.62
cautious fuzzy(α=1) 64.88 3.64 89.15 3.86 71.00 3.62
seeking exact(α=1) 46.75 3.54 61.93 3.71 52.40 3.46
seeking fuzzy(α=1) 66.18 3.54 93.82 3.71 79.73 3.46
cautious exact(α=0.5) 66.11 3.64 94.22 3.86 79.31 3.62
cautious fuzzy(α=0.5) 66.33 3.64 94.32 3.86 78.97 3.62
seeking exact(α=0.5) 67.27 3.54 94.88 3.71 80.35 3.46
seeking fuzzy(α=0.5) 67.77 3.54 95.13 3.71 80.83 3.46

cautious oracle 66.55 2.12 94.37 1.56 80.92 1.75
seeking oracle 67.99 2.09 95.38 1.52 81.02 1.73

Table 5: Results of identification task: Identification
Rate at rank 1 (IR@1) and average dialogue length (L).

5.4 Directions for Further Research519

Our findings highlight the most promising direc-520

tions for further improvements. In particular, for521

enrolment: high-precision NLU and multi-turn be-522

lief tracking; for verification: high-recall NLU and523

fuzzy matching; and for identification: high-recall524

NLU, fuzzy retrieval, and boosting the recall of525

querying the KB. All tasks can benefit from better526

multilingual NLU, and our dataset includes audios527

to encourage improvements in speech-to-text.528

6 Related Work529

Authentication Tasks. Our EVI tasks seek to530

automate the process of knowledge-based authen-531

tication (Braz and Robert, 2006; O’Gorman, 2003)532

in a voice communication context (O’Gorman et al.,533

2006a,b; O’gorman et al., 2005) using task-oriented534

spoken dialogue systems. We define and evaluate535

the tasks analogously to automated systems for536

biometric authentication (signatures, Yeung et al.,537

2004; fingerprints, Maio et al., 2002; faces, Phillips538

et al., 2003; irides, Phillips et al., 2008; and539

voice, Doddington et al., 2000).540

Dialogues, NLP, and Logic. Our EVI benchmarks541

focus on speech recognition and spoken language542

understanding of names (Kaplan, 2020; Pappu and543

Rudnicky, 2014), dates (Price et al., 2021), and544

spellings (Vertanen and Kristensson, 2012; Filisko545

and Seneff, 2004; Chung et al., 2003). Furthermore,546

enrolment is a particular case of the slot-filling547

dialogue task (Young, 2002; Bellegarda, 2014);548

and identification is related to information retrieval549

and shares challenges with entity linking (Ling550

et al., 2015; Hoffart et al., 2014; McNamee and551

Dang, 2009). We extend fuzzy logic methods from552

information retrieval (Radecki, 1979; Zadrożny553

and Nowacka, 2009; Salton et al., 1983) and from554

multi-modal verification (Lau et al., 2004; Conti555

et al., 2007; Azzini et al., 2007) to the context of556

spoken dialogues.557

models en-GB pl-PL fr-FR
nlu I-model IR@1 L IR@1 L IR@1 L

seeking none 15.53 3.86 20.54 3.69 18.46 3.63
seeking exact(α=1) 38.22 3.86 57.71 3.69 48.27 3.63
seeking fuzzy(α=1) 81.86 3.86 95.63 3.69 90.18 3.63
seeking exact(α=0.5) 96.60 3.86 97.79 3.69 97.63 3.63
seeking fuzzy(α=0.5) 98.19 3.86 98.74 3.69 98.81 3.63

seeking oracle 100.00 1.00 100.00 1.00 100.00 1.00

Table 6: Identification task with a KB oracle.

Dialogue Datasets. Research in dialogue systems 558

is driven by competitions (Kim et al., 2019; Gu- 559

nasekara et al., 2020) and challenge datasets, which 560

may be human-to-human (Schrading et al., 2015; 561

Lowe et al., 2015; Ritter et al., 2010), machine-to- 562

machine (Shah et al., 2018), or human-to-machine 563

(H2M) conversations; about single (Coope et al., 564

2020; Wen et al., 2017; Hemphill et al., 1990) or mul- 565

tiple domains (Rastogi et al., 2020; Zhu et al., 2020; 566

Zang et al., 2020; Budzianowski et al., 2018; El Asri 567

et al., 2017); in one or several languages (Xu et al., 568

2020; Li et al., 2021); and with written or spoken 569

data (Lugosch et al., 2019; Li et al., 2018; Hemphill 570

et al., 1990). Our EVI dataset is a spoken-language, 571

multi-lingual, single-domain, human-to-machine 572

challenge dataset for multiple tasks, which were not 573

covered by any dialogue dataset from prior work. 574

7 Conclusion 575

We introduced novel spoken-dialogue tasks 576

(knowledge-based enrolment, verification, and iden- 577

tification), the EVI multi-lingual spoken-dialogue 578

dataset with 5,506 dialogues, and benchmark mod- 579

els, evaluations, and upper-performance bounds 580

that leave ample margins for future improvements. 581

Limitations. During data collection, our policy 582

(fixed-length with reprompts for all items) might 583

have caused artefacts in speaker behaviour (e.g. 584

frustration, chuckling, simplification for later items). 585

Additionally, speaker behaviour of crowd-sourced 586

speakers who impersonate a fake profile will be 587

qualitatively different to presenting one’s own 588

personal information; however, ethical and privacy 589

concerns preclude the publication of a dataset with 590

real data. Finally, our current evaluation considers 591

each task in isolation, although in practice they 592

form a sequence (enrolment, identification, and 593

then verification) that may propagate errors. 594

Future Work. We invite the community to work 595

on the novel EVI tasks and challenge dataset, which 596

pose a variety of unresolved technical challenges: 597

speech recognition, multi-turn spoken language 598

understanding, fuzzy matching and retrieval, etc. 599
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Ethical Considerations600

[INSTITUTION-ANONYMOUS] is ISO27k-601

certified and fully GDPR-compliant. Before data602

collection, we informed the crowd-sourced human603

workers that their voluntary participation will allow604

us to collect, store, publish, and use their fully-605

anonymous data for research purposes. During data606

collection, we did not ask workers for their own607

personal information (e.g. name, postcode); instead,608

we provided fictional (but realistic looking) profiles609

for them to impersonate. We instructed workers on610

how to hide their caller id, we did not store any in-611

bound phone numbers, and we use fully anonymised612

identifiers in our dataset. Finally, we offered a fair613

compensation (around the average hourly wage in614

the US and the UK, pro-rata) to all workers.615
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A Appendix883

This appendix presents the scripted NLG prompts884

(see Subsection 3.2 and Subsection 4.1). For the885

British English locale (en-GB), see Subsection 3.2.886

All scripted prompts for the Polish locale (pl-PL):887

Q1: Podaj proszę swój kod pocztowy.888

Q2: Podaj go proszę jeszcze raz.889

Q3: Usłyszałam [1 2 3]. Podaj go jeszcze raz.890

Q4: Podaj teraz swoje imię i nazwisko?891

Q5: Podaj proszę swoję imię oraz nazwisko.892

Q6: Przepraszam, możesz przeliterować swoje893
imię i nazwisko?894

Q7: Jaka jest Twoja pełna data urodzenia?895

Q8: Podaj proszę datę urodzenia jeszcze raz.896

Q9: Usłyszałam [1 stycznia]. Podaj datę urodzenia897
jeszcze raz.898

All scripted prompts for the French locale(fr-FR):899

Q1: Quel est votre code postale?900

Q2: Veuillez répéter votre code postale?.901

Q3: J’ai entendu [1 2 3]. Veuillez répéter votre code902
postale.903

Q4: Pourrais-je avoir votre nom et prénom?904

Q5: Pourrais-je avoir à nouveau votre nom et prénom905

Q6: Veuillez épeler votre nom complet?906

Q7: Quel est votre date de naissance?907

Q8: Pourrais-je avoir votre date de naissance.908

Q9: J’ai entendu [le 1er janvier]. Pourriez-vous909
répéter votre date de naissance.910

B Appendix911

This appendix presents Sankey diagrams for912

priming and speaker behaviour of dates (see Sub-913

section 3.3). Transitions in the direction of priming914

in red; against, in blue. For the British English915

locale (en-GB), see Subsection 3.3 and Fig. 2.916

Figure 4: Polish locale (pl-PL): 85% of speakers
primed with month=name echoed this pattern in Q7,
and only 10% of those switched later; 26% primed with
month=number echoed and 71% later switched.

Figure 5: French locale (fr-FR): 92% of speakers
primed with month=name echoed this pattern in Q7,
and only 9% of those switched later; 36% primed with
month=number echoed and 67% later switched.

C Appendix 917

This appendix presents the target names and top-1 918

ASR transcriptions for all responses that employed 919

complex spelling strategies. For the British English 920

locale (en-GB), consult the raw data (too many 921

examples to list exhaustively). All 10 names with 922

complex spelling transcriptions for the Polish locale 923

(pl-PL): 924

• [Juliusz Gwara]: Joanna Urszula Lidia Iwona 925
Urszula Sabina Zenon Grażyna Waldemar Anna 926
Roman Anna 927

• [Roksana Stypka]: imię r jak Robert o jak Ola ka- 928
jak Katarzyna s jak Sandra A jak Anna n jak Natalia 929
a jak Anna nazwisko s jak Sandra jak Tadeusz y jak 930
je t p jak Paulina k Katarzyna A jak Anna 931

• [Nela Domino]: dobrze imię n jak Natalia e jak 932
Elżbieta l jak Luiza A jak Anna nazwisko The jak 933
Dorota o jak Ola i jak Irena n jak Natalia o jak Ola 934

• [Róża Kochman]: jak ryba u z kreską że jak żaba 935
A jak Ania 936

• [Ida Heinrich]: i jak igła d jak Danuta a jak 937
Agnieszka ha jak Halina e jak Elżbieta I jak igła 938
n jak Natalia r jak Ryszard i jak igła c jak cebula 939
ha Jak Chełm 940

• [Sonia Dybiec]: Sabina Olga Natalia Irena 941
Agnieszka Danuta Yeti Barbara Iwona Elżbieta 942
Celina 943

• [Kalina Hus]: Krystyna Anna Lucyna Ilona 944
Natalia Anna Halina Urszula Sabina 945

• [Elżbieta Minkina]: Elżbieta Leokadia Żaneta 946
Bolesław Ilona Elżbieta Tadeusz Anna Marlena 947
Ilona Natalia Karol Ilona Natalia Anna 948

• [Justyna Grzelczyk]: imię J Jak Justyna u jak 949
Urszula s jak Stefan te jak Teresa y jakie t n jak 950
Natalia a jak Anna nazwisko g jak Grażyna r jak 951
Robert z jak ze mną dieta l jak Luiza c jak Cezary 952
z jak zenum y jakie t k jak Katarzyna 953

• [Piotr Kręcisz]: p jak pralka i jak Irena o jak Olga 954
t jak tata r jak Roman k r a c z 955

All 2 names with complex spelling transcriptions 956

for the French locale (fr-FR): 957

• [Timothée Samson]: est-ce qu’on sa vie à comme 958
Alex matrix comme Sophie Olivier comme Nathalie 959
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• [Constance Carlier]: c’est con ce s’il a comme960
Alix elle comme elle est comme comme Émilie el961
khomri962

For the pl-PL and fr-FR locales, all listed examples963

are responses to Q6 and arose spontaneously,964

without priming (see Subsection 3.3).965

D Appendix966

This appendix presents the DET plots (Subsec-967

tion 4.5) for the verification task experiments968

(Subsection 5.2). For the British English locale969

(en-GB), see Subsection 5.2 and Fig. 3.970

Figure 6: DET curve for the Polish locale (pl-PL)

Figure 7: DET curve for the French locale (fr-FR)
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